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摘要

這篇論文透過分子動力學 (MD)模擬研究了用於極紫外光 (EUV)微影技術的

化學增幅光阻 (CAR)中聚合物架構與光致產酸劑 (PAG)分佈的行為。通過對四種

不同的 CAR系統進行建模（包括自由和鍵合陰離子類型），本研究探討了不同聚

合物結構如何影響化學分佈的均勻性。通過對徑向分佈函數 (RDF)、數密度分佈

和離子的空間分群的分析，其結果顯示鍵合陰離子能夠減少陰離子和陽離子的聚

集，從而提高技術的穩定性。此外，對聚合物剛性和可動性的研究表明，較剛性

的聚合物單元會限制整個系統的可動性。這些發現為優化下一代半導體製造中的

CAR配方提供了重要的見解，特別是在圖形解析度的方面。

關鍵字：分子動力學、化學增強光阻、極紫外光微影、聚合物結構、光致產酸
劑、離子空間分群
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Abstract

This thesis investigates the behavior of polymer architecture and PAG distribution

in CARs for EUV photolithography through MD simulations. By modeling four distinct

CAR systems, including free and bonded-anion types, this study explores how different

polymer structures influence the uniformity of chemical distribution. Through the analysis

of RDFs, number density distributions, and ion clustering behavior, the results show that

bonded anions reduce aggregation in both anions and cations, enhancing material stabil-

ity. Additionally, studies of polymer rigidity and mobility reveal that more rigid polymer

units limit the mobility of overall system. These findings offer critical insights into the

optimization of CAR formulations for next-generation semiconductor manufacturing, es-

pecially in feature resolution and pattern fidelity.

Keywords: Molecular Dynamics, Chemically Amplified Resist, EUVLithography, Poly-

mer Architecture, Photoacid Generator, Ion Clustering
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Chapter 1 Introduction

1.1 Semiconductor Photolithography

Semiconductor photolithography is the cornerstone of modern semiconductor man-

ufactory, enabling the creation of complex microelectronic circuits that are essential for

a wide range of applications, from consumer electronics to advanced computing systems.

Photolithography involves the transfer of complex circuit patterns from a photomask onto

the surface of a semiconductor wafer, typically made of silicon. The successful execution

of this process is critical for defining the structures that form transistors and memory cells,

which are the fundamental building blocks of integrated circuits (ICs).

In recent decades, the demand for higher performance and greater efficiency in elec-

tronic devices has driven the semiconductor industry to continually shrink the feature sizes

of these circuits. The transition from micron-scale to nanoscale structures has brought

about challenges in photolithography, requiring more precise control over each step of the

process. A key step in photolithography is the application of a photoresist (PR), a light-

sensitive material that responds to ultraviolet (UV) light exposure. After coated onto the

wafer, the photoresist is exposed to light through a photomask, which defines the circuit

pattern. After a heating process named post eaxposure bake (PEB), the exposed areas of

the photoresist undergo chemical changes that allow selective removal during the devel-

1
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opment stage, revealing the desired pattern on the wafer.

The next stage involves the etching of the wafer surface, where the areas not pro-

tected by the remaining photoresist are removed to create the physical structures for cir-

cuit functionality. Throughout this multi-step process, the resolution and sensitivity of

the photoresist are critical factors that determine the overall performance and yield of the

semiconductor devices. With the ongoing push toward sub-10 nm feature sizes, these re-

quirements have become even more difficult, leading to the development of new materials

and techniques in photolithography.

1.1.1 Functions of photoresists

The role of photoresists in photolithography is to enable the precise transfer of circuit

patterns onto the semiconductor substrate. This is achieved by the ability of photoresist

to change its chemical properties when exposed to light. Depending on the nature of the

photoresist, the exposure either increases or decreases the material＇s solubility in a de-

veloper solution, thereby allowing selective removal of either the exposed or unexposed

regions. Based on the regions of removal, photoresists can be classified into two cate-

gories: positive and negative resists.

In a positive photoresist, the regions exposed to light become more soluble in the

developer solution, allowing the exposed areas to be washed away during development.

This results in a pattern that corresponds to the photomask, where the unexposed areas re-

main intact. Positive resists are widely used in semiconductor manufacturing due to their

high resolution and ability to produce finer features. Conversely, in a negative photoresist,

the regions exposed to light become less soluble, meaning that the unexposed areas are

2
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removed during development, leaving the exposed regions to define the pattern. Positive

photoresists have played a important role in the evolution of semiconductor manufactur-

ing, particularly in the context of shrinking device sizes and increasing complexity.

One of the earliest positive photoresists was developed using a combination of No-

volac resin and diazonaphthoquinone (DNQ) as the photosensitive component, known as

AZ photoresists, which were marketed in the 1970s. This marked a significant milestone

as positive photoresists gained recognition for their superior resist contrast, ultimately

replacing all negative photoresists then in high-end photolithography applications. This

advancement enabled the precise transfer of complex patterns onto semiconductor sub-

strates, a critical improvement for the production of integrated circuits during the rapid

expansion of the microelectronics industry.

Positive resists gained further prominence in the 1980s with the development of

chemically amplified resists (CARs), a breakthrough technology that significantly im-

proved sensitivity and resolution. CARs relied on photoacid generators (PAGs) that re-

leased acid upon UV exposure, triggering a catalytic reaction that amplified the changes

in solubility, even with minimal light exposure. This technology proved essential for

advanced lithographic processes[1, 2]. As deep ultraviolet (DUV) lithography, using a

wavelength of 193 nm, became the industry standard in the late 20th century, positive

resists continued to evolve. However, the challenges presented by extreme ultraviolet

(EUV) lithography, with its shorter 13.5 nm wavelength, required further advancement in

photoresist chemistry[3]. Researchers focused on improving the absorbance and sensitiv-

ity of positive resists, addressing issues like acid diffusion and line-edge roughness (LER).

Despite these challenges, positive photoresists have remained essential materials in pho-

tolithography, playing a significant role in the ongoing advancement of semiconductor

3
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technologies. It is believed that with precise control over the atomic structure, positive

photoresists can continue to make progress, enhancing film homogeneity and pattern res-

olution[2].

1.1.2 Overview of chemically amplified resist

Chemically amplified resists (CARs) have transformed the landscape of photolithog-

raphy, particularly in the domains of deep ultraviolet (DUV) and extreme ultraviolet (EUV)

lithography. CARs differ from traditional photoresists in that they utilize a catalytic reac-

tion to amplify the chemical changes initiated by light exposure. While traditional pho-

toresists undergo a single change for each photon, CARs can produce multiple changes

from a single photon. In a typical CAR system, the resist consists of a polymer matrix

embedded with photoacid generators (PAGs). The polymer matrix often contains a signif-

icant amount of sensitizer, which enhances UV absorbance, as well as protecting groups

that modulate the chemical properties of the resist.

Upon exposure to UV light, primary electrons are ejected from atoms within the

polymer matrix. These primary electrons scatter and generate secondary electrons, which

further interact with the material. When these secondary electrons encounter the PAG

molecules, such as triphenylsulfonium (TPS), they generate acids. The acids act as cata-

lysts, triggering the removal of the protecting groups in the polymer. This process alters

the polarity of the resist, making the exposed regions more soluble to water, allowing for

selective removal during the development stage[4]. The amplification mechanism inher-

ent in CARs enables a significantly higher sensitivity compared to conventional resists, as

a single photon can initiate multiple catalytic reactions. This leads to a huge increase in

solubility in the exposed areas, facilitating finer feature patterning. However, the high sen-

4
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sitivity of CARs introduces other challenges, particularly in controlling line edge rough-

ness (LER) and line width roughness (LWR)[5]. To prevent excessive diffusion of the

photoacid, which can lead to pattern loss, the distribution of the generated acids within

the resist must be carefully controlled. Despite these challenges, CARs remain a great

choice of material for advanced lithography due to their superior resolution, sensitivity,

and ability to produce patterns with sub-50 nm feature sizes.

1.2 Chemically Amplified Resist in EUV Photolithogra-

phy

Extreme ultraviolet (EUV) photolithography represents the latest advancement in the

pursuit of smaller feature sizes in semiconductor manufacturing. Operating at a wave-

length of 13.5 nm, EUV offers significantly finer resolution compared to previous gener-

ations of lithography, such as deep ultraviolet (DUV) at 193 nm. The adoption of EUV

technology has been a critical step in enabling the fabrication of chips with feature sizes

below 10 nm, which are essential for the continued scaling of semiconductor devices in

accordance with Moore＇s Law.

Chemically amplified resists (CARs) have been adapted for EUV lithography, opti-

mizing their performance under the unique and demanding conditions of this technology.

Developing CARs suitable for EUV requires new formulations that incorporate advanced

photoacid generators (PAGs) and polymer architectures, designed to minimize acid diffu-

sion and enhance pattern fidelity. To achieve these goals, research teams have reformu-

lated CAR components to allow for greater precision in resist patterning. In 2008, Wang

et al. proposed that anion-bonded polymers could reduce anion aggregation, which in

5
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turn stabilize the manufacturing process[6]. Their work demonstrated that certain anion-

bound polymers could achieve resolutions around sub-50 nm, the standards of modern 5

nm processes in semiconductor manufactory.

Despite these advancements, significant challenges remain. One persistent issue is

the inherent randomness in the molecular sizes and compositions of CAR systems, which

can cause solubility instability and variations in pattern uniformity. To address these chal-

lenges, recent studies have focused on controlling the size and sequence of the polymers

used in CAR formulations. For example, in 2022, Kaefer et al. aimed to precisely control

polymer size to reduce line edge roughness (LER) and line width roughness (LWR), with

the goal of improving overall patterning quality[7–9]. However, these studies are still on-

going, and they have yet to recognize which polymer characteristics are most effective in

reducing LER and LWR. A deeper understanding of the molecular mechanisms driving

CAR behavior, particularly in EUV processes, remains a significant challenge. Exper-

imental studies face limitations in synthetic techniques that prevent them from quickly

identifying the key factors when addressing these issues. This is where molecular dy-

namics (MD) simulations can provide critical insights, allowing researchers to model the

behavior of polymers and photoacids at the atomic level, offering a more detailed under-

standing of how to optimize resist formulations for EUV lithography[5, 10].

1.3 Overview of this thesis

This thesis aims to address some of the unresolved challenges in the development and

application of chemically amplified resists for EUV photolithography through the use of

molecular dynamics (MD) simulations. By constructing all-atom models of four distinct

6
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CAR systems, this research seeks to explore the impact of different polymer architec-

tures on chemical distribution and matrix formation. Specifically, the study will focus

on comparing block copolymers, random copolymers and anion-bonded polymers, exam-

ining how their structural differences influence the matrix structures and distribution of

photoacid generators.

One of the primary goals of this research is to provide a detailed analysis of how anion

diffusion and uniformity are affected in both free-anion and bonded-anion systems. The

study will simulate the behavior of these systems under conditions that mimic formulation

of photoresists in actual EUV lithography processes. In expectation, we will gain a deeper

understanding of the factors that contribute to pattern roughness and other defects, and to

propose potential solutions for improving resist performance. The findings of this thesis

will contribute to optimize CARs for future generations of semiconductor manufacturing

with shrinking feature sizes and demanding pattern precision.

7
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Chapter 2 Theoretical Background

for Molecular Dynamics

Simulations

2.1 Periodic Boundary Condition

Although Molecular Dynamics (MD) simulations can model systems much larger

than those achievable with quantum mechanical methods, the simulation system is still

much smaller compared to real-world systems. Fortunately, ergodic theory ensures that

time-averaged properties of a small system can be representative of the ensemble-averaged

properties of a much larger system. It allows researchers to simulate a small part of a mate-

rial over a longer period to obtain statistically significant results. As a result, MD systems

are often limited in size, typically in the range of a few hundred nanometers. To avoid ar-

tifacts caused by the finite size of the simulation box, periodic boundary condition (PBC)

are used. At the boundaries of the system, a replica of the system is placed, connecting

with the original system to form an infinitely repeating structure. This method simulates

an infinite system by wrapping atoms around the edges of the box, ensuring that surface

effects do not dominate the simulation’s behavior.
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2.2 Development of Force Field

Molecular Dynamics (MD) simulations are a powerful tool for understanding the be-

havior of atomic and molecular systems by solving Newton＇s equations of motion. At

the core of MD simulations is the force field, which approximate the total potential energy

of the system by defining how atoms interact with each other. The force field provides

an essential framework that includes parameters for both bonded and non-bonded interac-

tions, derived from empirical data or quantum mechanical calculations. These parameters

describe the strength of interactions and the preferred molecular structures, simulating the

behavior of molecules. In this thesis, general Amber force field (GAFF) was chosen. The

following will introduce the simulation methods used in GAFF.

2.2.1 Bonded interactions

Bonded interactions are those that keep atoms connected within molecules, ensur-

ing structural stability. They involve three primary components: bond stretching, angle

bending, and torsional forces[11]. Bond stretching describes the energy changes that oc-

cur when the distance between two bonded atoms deviates from their equilibrium bond

length. This interaction is often modeled using harmonic potentials, which assume that

the energy cost increases quadratically as the bond is stretched or compressed. Similarly,

angle bending governs the energy associated with deviations from the equilibrium bond

angles between three bonded atoms. The potential energy increases as the bond angle

shifts from its optimal value, ensuring the molecule maintains its shape.

Torsional forces, or dihedral interactions, are rotational energies within a molecule,
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including proper and improper torsions. Proper torsions occur around single bonds be-

tween four consecutive atoms (A-B-C-D). These describe the energy changes associated

with the rotation around this central bond (B-C). Improper torsions, on the other hand,

are used to maintain the planarity of specific groups. These interactions apply to four

atoms arranged in a non-sequential fashion, typically to prevent out-of-plane distortions.

Improper torsions are often used to ensure that planar structures, such as aromatic rings.

The potential energy of these bonded interactions can be expressedmathematically as

a sum of harmonic potentials. For bond stretching, the energy is proportional to the square

of the deviation from the equilibrium bond length, while angle bending follows a similar

relationship. Torsional forces, on the other hand, are often described by a cosine function,

where the energy depends on the dihedral angle ω. The periodicity of the cosine function

is determined by the mode of the torsion, denoted by n. The overall bonded energy can

be written as:

Ebond =
∑
bonds

kb
2
(l − l0)

2 +
∑
angles

kθ
2
(θ − θ0)

2 +
∑
torsions

Vn
2
(1 + cos(nω − γ)) (2.1)

where kb and kθ are force constants for bond stretching and angle bending, l0 and θ0

are the equilibrium bond lengths and angles, and Vn represents the torsional potential.

2.2.2 Non-bonded interactions

Non-bonded interactions include Van derWaals and electrostatic interactions. In MD

simulations, these interactions are simulated by pairwise potential, with assumption that

interaction among group of atoms can be divided into several isolated two-body contri-

butions. Van der Waals forces describe the attractive and repulsive interactions between

11
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atoms, modeled using the Lennard-Jones potential. Electrostatic interactions, on the other

hand, are modeled with Coulomb potential on point charges. A simple description of the

total energy for non-bonded interactions is given by:

Enb =
N∑
i=1

N∑
j>i

(4ϵij[(
σij
rij

)12 − (
σij
rij

)6]] +
qiqj

4πϵrij
) (2.2)

where ϵ and σ follow definition in Lennard-Jones potential and qiqj are the point charges

on atoms i and j.

However, one significant issue arising from the use of PBC is that non-bonded inter-

actions inMD simulations become computationally challenging due to the large number of

interacting pairs. To handle this efficiently, cut-off methods are used to approximate Van

derWaals forces by considering only nearby atoms. The cut-off distance in the simulations

are 1.0 nm. The update scheme of this cut-off method is Verlet limit. On the other hand,

the long-range electrostatic interactions are handled using particle mesh Ewald (PME)

method. In this method, the point charges of each atom are split into short-range and

long-range components. The short-range interactions are calculated in real space, while

the long-range interactions are handled in reciprocal space. The charges are projected

onto a grid, and then fast Fourier transforms (FFT) are used to compute the cumulative

electrostatic potential in reciprocal space. These technique help balance accuracy and

computational cost, making it feasible to simulate large molecular systems over extended

periods.

12
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2.3 Equation of Motion in MD

In molecular dynamics, the positions and velocities of atoms are controlled by New-

ton＇s three laws of motion.

Fi = miai (2.3)

ai =
d2ri
dt2

(2.4)

However, molecular dynamic is a many-body problem, which can＇t be solved an-

alytically. As a result, the potential are considered pairwise and finite difference method

are used to help increase calculating efficiency. The finite difference method in MD often

consider time separated into several fixed-size fragment. Then the force and momentum

on each atom can be calculated, to determine the accelerations, velocities, and positions

of atoms at each frame. To adopt fixed-size time fragments, most of the algorithms ap-

proximate the position-time relation as Taylor series expansions to second order.

r(t+ δt) = r(t) + v(t)δt+
1

2
a(t)δt2 (2.5)

A widely-used algorithm is the leap-frog algorithm. Leap-frog algorithm is a finite differ-

ence method in molecular dynamics. The basic considerations are as follows:

F

m
= a(t) =

v(t− δt
2
)− v(t+ δt

2
)

δt
(2.6)

First, the acceleration at time is calculate from the interactions between atoms, and
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the velocity at t+ 1
2
δt could be derived from equation 2-6 with an initial velocity at t− 1

2
δt.

r(t+ δt) = r(t) + v(t+
δt

2
)δt (2.7)

Second, the positions at t + ∆t can be deduced from the velocity at t + 1
2
∆t and the

positions at t through equation 2-7. The positions leap over velocities to give their new

values, and that derive an obvious disadvantage in calculations of the total energies. Since

the velocities and positions are not synchronous, the kinetic energies and position energies

could never contribute to the same snapshot in the continuous dynamics. As a result, we

only utilize leap-frog algorithm for sampling structures.

2.4 Thermostat and Barostat

The simulations in this study employed several systems within the NPT ensemble.

The NPT ensemble refers to systems where the number of particles (N), pressure (P), and

temperature (T) are held constant. Achieving these conditions in a simulation requires

special algorithms known as thermostats and barostats, which regulate the temperature

and pressure respectively.

2.4.1 Thermostat

A thermostat is an algorithm that maintains a constant temperature by controlling

the kinetic energy of the particles in the system. The kinetic energy is directly related to

temperature through the equation:

⟨Ek⟩ =
3

2
NkBT =

1

2

⟨∑
i

miv
2
i

⟩
(2.8)
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where N is the number of particles, kB is the Boltzmann constant, and T is the tempera-

ture[12].

In this study, I adopted the Berendsen thermostat, which weakly couples the system

to an external heat bath to adjust the temperature. This method allows for a smooth and

controlled regulation of temperature, aligning the gradual temperature changes observed

in real-world materials, where

δT

δt
=

1

τ
(Tbath − T (t)) (2.9)

with τ as the time constant of the system, determining the rate of heat transfer.

The Berendsen thermostat works by rescaling the velocities of the particles to control

the temperature[13]. The system temperature T is adjusted over time according to the

following relation:

T (t+∆t) = T (t) +
∆t

τ
(Tbath−T (t)) (2.10)

One drawback of the Berendsen thermostat is that it suppresses fluctuations in kinetic

energy, which can result in an unrealistic representation of velocity distribution. How-

ever, in the large systems studied in this thesis, the error is not significant. Therefore, for

the sake of computational efficiency, I chose to employ the Berendsen thermostat in my

simulations.

2.4.2 Barostat

The barostat is responsible for maintaining the pressure in molecular dynamics (MD)

simulation systems. Pressure in these systems is determined by the positions and interac-
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tions of atoms. In realistic physics, pressure is the amount of momentum that cross a unit

area in unit time, which is composed of two part of momentum. One is the momentum-

related part (Pm), and another is the force-related part (Pf )[12]. For the partial pressure

in the x-direction, we can write it as the following equation:

Px =
1

A

d(mvx)

dt
= Pmx + Pfx (2.11)

The momentum-related part of pressure is represented by the momentum carried by the

atoms, which is directly controlled by their velocities. This component of pressure arises

from the individual motions of the atoms and is independent of the intermolecular inter-

actions. It is characteristic of ideal gas system, where particles are assumed to be point

masses with no interactions. In the ideal gas law, the relationship between pressure, vol-

ume, and temperature is described as:

⟨Ek⟩ =
3

2
NkT =

3

2
PmV (2.12)

Pm =
3⟨Ek⟩
2V

(2.13)

The force-related part is the momentum caused from the the interactions acting between

atoms[12]. Since these interactions are simulated through various pairwise potentials, the

force acting between two atoms can be identified as a pairwise vector. The force-related

pressure act along x-axis can be expressed as:

Pfx =
⟨Ffx⟩
A

=
1

V

⟨∫ L

0

∑
i

∑
j

Fxijdx

⟩
=

1

V

⟨∑
i

∑
j>i

Fxijxij

⟩
(2.14)
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In this expression, Pfx denotes the force-related pressure, while Fxij refers to the x-axis

projection of the interaction force between atoms i and j. The variable L represents the

box length perpendicular to the unit area A, and xij is the x-axis projection of distance

between atoms i and j. The volume of the system is denoted by V = AL .

Next, considering the contributions along the x, y, and z axes, the average pressure

can be expressed as:

Pf =
1

3

(
Pfx + Pfy + Pfz

)
=

1

3V

⟨∑
i

∑
j>i

Fij · rij

⟩
(2.15)

Finally, combining two part of pressure, the total pressure P can be expressed as:

P =
2⟨Ek⟩
3V

+
1

3V

⟨∑
i

∑
j>i

Fij · rij

⟩
(2.16)

Like thermostat, I adopted the Berendsen scheme of barostat[14]. It works by rescaling

the box volume according to the difference between the instantaneous pressure P (t) and

the bath pressure Pbath. The volume scaling is governed by the equation:

δP

δt
=

1

τP
(Pbath − P (t)) (2.17)

where τP is the time constant for pressure relaxation, and P (t) is the instantaneous pres-

sure. The scaling factor of volume can thus be derived from compressibility.
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β =
−1

V

∂V

∂P
(2.18)

r +∆r =
3
√
V +∆V ≈ 3

√
V (1 +

∆V

3V
) =

3
√
V (1− β∆P

3
) (2.19)

µr = r +∆r = (1− β∆P

3
)r (2.20)

By unphysically rescaling the box length, the barostat couples the system to a pressure

bath. The Berendsen barostat, similar to the Berendsen thermostat, does not maintain

the correct ensemble distribution. However, this issue is negligible in large simulation

systems. The algorithm is considered suitable due to its effectiveness.
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Chapter 3 Mathematical Methods for

Analysing Polymers and

PAGs

3.1 Polymer Structures Analysis

3.1.1 Polymer models and parameters

In polymer physics, end to end distance have often been used to analyze mechanical

properties in polymer materials[11, 15]. The end-to-end distance of a polymer refer to its

straight-line distance between backbone atoms on both ends, which can be describe from

end-to-end vector.

|Ree| =
√
R2

ee (3.1)

Consider an ideal polymer (freely jointed model), whose bond lengths on its backbone

are fixed to l, and bond angles are fixed to θ. Also, interactions among backbone atoms

are ignored, leading to equivalently distributed torsion angles on backbone. For an ideal

polymer with n backbone atoms, its end-to-end vector is the sum of all n−1 bond vectors
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on the chain.

Ree =
n−1∑
i

ri (3.2)

Therefore, the end-to-end distance of an ideal polymer can bewritten as
√
l2
∑

i

∑
j ⟨cos θij⟩,

where θij refers to the angle between bond vectors r⃗i and r⃗j .

⟨
R2

ee

⟩
=

⟨(
n−1∑
i=1

ri

)
·

(
n−1∑
j=1

rj

)⟩
= l2

∑
i

∑
j

⟨cos θij⟩ (3.3)

If the bond vectors on backbone of ideal polymer are unrelated, the trajectory of backbone

can be considered as simple random-walk. In that case, ⟨cos θij⟩i ̸=j = 0, and by definition

θii = 0, cos θii = 1. The ideal end-to-end distance is defined as:

|Ree| =
√
R2

ee =
√

(n− 1)l2 (3.4)

I also employed the concept of persistence length in simulations with all-atom mod-

els. The persistence length is a parameter defined to quantifies the ability for polymer

chain to maintain its direction[16]. This parameter was initially designed based on the

ideal polymer chain, where the bond lengths and angles along its backbone are fixed, and

the torsion angles are uniformly distributed. To define the persistence length, the correla-

tion among the bond vectors in the chain needs to be quantified[15].

C(m) = ⟨cos θm⟩ =
∑n−m

i ⟨cos θi(i+m)⟩
n−m

(3.5)

For each segment lengths (m) on the polymer backbone, the angles (cos θm) between bond

vectors with similar segment lengths are averaged.
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In ideal chain model, since bond angles are fixed to θ, the correlation among bond

vectors can be written as:

C(m) = ⟨cos θm⟩ = ⟨cosm θ⟩ (3.6)

With m = 0 , C(m) is set 1 by definition, and as m −→ ∞ , C(m) will approach 0. The

derivative of cosm θwith respect tom is a simplemono-exponential decay. Subsequently, I

fitted the correlation function using exponential decay, wheremx represents the difference

in the number of polymer units where polymer chain begins to bend.

C(m) = exp
−m
mx

(3.7)

The persistence length can be derived from lp = mx · lb , where lb is the fixed bond length.

Thus, the correlation function can be rewrite as following.

C(m) = exp(
−mlb
lp

) (3.8)

For a extremely long and flexible polymer chain, its behavior can be close to this simple

model. Nonetheless, in most systems, polymer chains are much deviated. Besides from

the flexible bond lengths and angles, the torsion angles (ψ) are not equivalently distributed.

The torsion angles are governed by the torsional potential ( U(ψ)). The torsional poten-

tial in polymer matrix system is affected not only by intramolecule interactions (Uintra)

but also by interactions with the neighboring polymer units, other solutes and solvent

molecules (Uinter).

U(ψ) = Uintra(ψ) + Uinter(ψ) (3.9)
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The complexity inherent in Uinter(ψ) poses significant challenges when attempting to pre-

dict persistence lengths using ideal models. This complexity arises from the intricate in-

teractions and dependencies embedded in Uinter(ψ), which makes it difficult to derive

accurate predictions without sophisticated approaches. Despite these challenges, a valu-

able alternative exists: the probability distribution of the variable ψ can be effectively

obtained through molecular dynamics simulations. By conducting MD simulations, I can

directly compute the probability distribution of torsion angles, P (ψ). [17]. As a result, the

same trajectories used for analyzing the end-to-end distance were selected for determining

the persistence length.

P (ψ) =
exp(−U(ψ)/kT )∫
exp(−U(ψ)/kT )dψ

(3.10)

To calculate the persistence length of each polymer usingMD simulations, I first measured

the averaged bond length of each bond vector within the polymer. After averaging over

29 different kinds of bond vectors, I obtained a final bond length (l̄b) of 0.269 nm. Next, I

calculated the bond vectors along each polymer backbone andmeasured the angle between

vectors separated bym segment lengths. Using the above formula, I then determined the

correlation among the bond vectors. Persistence lengths are extracted by fitting to mono-

exponential decay function.

3.1.2 Polymer shape identification using gyration tensor matrix

The analysis of polymer shape is complex due to factors such as the arrangement of

polymers within the system, the irregular trajectory of their backbones, and the angular

relationships between side chains. These complexities make it difficult to classify and

analyze polymer shapes. To simplify this issue, I decided to focus primarily on the distri-

22

http://dx.doi.org/10.6342/NTU202404559


doi:10.6342/NTU202404559

bution of the backbone atoms to observe the polymer shapes. By performing regression

analysis on the positions of backbone atoms, we can identify the best-fit ellipsoid. The

three axes of this ellipsoid can be used to analyze the extent of polymer expansion or con-

traction[18]. Additionally, the orientation of the ellipsoid’s major axis can be utilized to

examine the anisotropicity within the polymermatrix. The size of this ellipsoid reflects the

extent to which the polymer influences its surroundings while moving within the system.

I use the gyration tensor constructed from backbone atoms to estimate the size and

shape of the ellipsoid. The gyration tensor is defined as the covariance matrix of the

distance from inertia to each backbone atoms:

S =
1

N



∑
i

(xi − xcm)
2

∑
i

(xi − xcm)(yi − ycm)
∑
i

(xi − xcm)(zi − zcm)∑
i

(xi − xcm)(yi − ycm)
∑
i

(yi − ycm)
2

∑
i

(yi − ycm)(zi − zcm)∑
i

(xi − xcm)(zi − zcm)
∑
i

(yi − ycm)(zi − zcm)
∑
i

(zi − zcm)
2


(3.11)

By diagonalizing the gyration tensormatrix, I essentially rotate and scale the principal

axes of an ellipsoid in Cartesian coordinates to best fit the distribution of backbone atoms

in space.

P−1SP = diag(λ1, λ2, λ3) (3.12)

P =

[
ν1 ν2 ν3

]
(3.13)
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The eigenvectors (νi) produced by this matrix represent the three principal axes of

the best-fit ellipsoid, while the eigenvalues (λi) correspond to the root mean square of the

ellipsoid’s radii[18]. By analyzing the long axes of the ellipsoids, I obtained the vectors

for the main direction of each polymer backbone.

3.2 Methods for PAG Distribution Examination

3.2.1 Radial distribution function

The radial distribution function (RDF) between particles of type A and B is defined

as:

g(r) =
1

ρB

1

NA

∑
i∈A

∑
j∈B

δ(rij − r)

4πr2
(3.14)

where ρB represents the average density of particles of type B, NA is the total number of

particles of type A. The RDF can be further approximated as:

g(r) =
ρ(r)

ρ0
(3.15)

where g(r) represents the radial distribution function, ρ(r) is the local density at distance r

from a reference particle, and ρ0 is the average density of particles in the system[19]. Peaks

and valleys in the RDF represent distances where particles are either more or less likely

to occur. The larger the amplitude of these features, the more pronounced the structure
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between the two types of particles and the stronger the interaction.

3.2.2 Coordination number

I employed a switching function to measure the coordination numbers of PAG, de-

fined as following formula, where i represents TPS, j represents anion , rij represents the

intermolecular distance between TPS and anions, and R denotes the critical distance of

the switching function [20].

N i
c =

∑
j

1− (
rij
R
)6

1− (
rij
R
)12

(3.16)

In an infinitely extended MD system, the minimum distances between all TPS and all

anions are converted into their corresponding contributions to the coordination number.

For each TPS, an anion within the critical distance R contributes approximately 1, while

an anion outside this distance contributes approximately 0. Summing these values yields

the coordination number of the given TPS.

3.2.3 Analysis of Moran’s I

Moran’s I is a spatial statistical index that quantifies the degree of clustering within

a system. To use this index, the system must first be divided into equal-sized grid cells,

referred to as the resolution, and then the number of the target within each cell is calculated.

The index is defined by the formula:
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I =
N∑

i

∑
j wij

∑
i

∑
j wij(xi − x̄)(xj − x̄)∑

i(xi − x̄)2
(3.17)

, where xi represents the number of target in each box, x̄ is the mean number of target

per box, and wij denotes the spatial connectivity between boxes (0 or 1). The factor N

corresponds to the total number of boxes considered in the analysis.

A zero value ofMoran’s I indicates a completely uniform distribution of ions through-

out the system. A higher Moran’s I value suggests a greater degree of clustering of ions,

while a lower value reflects a regular alternating pattern of ions.

3.2.4 Ion clustering

Clustering of ions reveals the ion aggregation of the system[19]. I roughly consider

the positions of PAG and anion as their sulfur atoms because these atoms are very close to

the center of mass of the molecules. In order to construct the algorithm of clustering, I first

calculated the pair distance matrix for all sulfur atoms. And then, I tested multiple critical

distances for cluster determination. In detail, the critical distance determine whether two

atoms belong in the same cluster. When the distance between two sulfur atoms is less than

the critical distance, they are classified into the same cluster. This process continues until

the distances from any atom from atoms outside the cluster are all farther than the critical

distance.
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3.3 Mean square displacement and diffusion coefficient

For each atoms, the displacement vector is calculated as the difference between the

atom＇s position at two different time steps, represented as r⃗(t)− r⃗(t0), where r⃗(t) is the

position of the atom at time t, and r⃗(t0) is the position at the reference time t0. The mean

square displacement (MSD) is then calculated in each time step, as shown in the following

formula, where N is the number of atoms in the selected group.

MSD(t) =
1

N

N∑
i

[r(t)− r(t0)]
2 (3.18)

According to the Einstein relation, theMSD and time are linearly related by lim
t−→inf

MSD(t) =

6Dt , where D denotes the diffusion coefficient.
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Chapter 4 MD Simulations

To evaluate the impact of the chemical structure of EUVCARonmaterial distribution

non-uniformity is investigated, four model systems are designed to analyze the effects of

various factors, including the ordering of polymer units, the presence or absence of PAG

bonding, and the size of anions.

4.1 Model CAR Systems

The substances involved in the photoresist reactions can be simplified into three main

categories: the polymer base, the PAG, and the acid quencher that prevents excessive

diffusion of the photoacid. In these systems, to better observe the distribution of different

anions, we chose not to include the commonly used acid quencher in the resist to reduce

the number of variables.

Regarding the polymer, three types of monomers are selected, as shown in Figure 4-1.

The first type (unit A) represents a common sensitizer in photoresists, with a phenol side

chain. This unit can enhance the EUV absorption in polymer resists. The second (unit

B) and third (unit C) types are two different protecting groups. Each unit contains two

carbon atoms that are part of the backbone. These units will be catalytically deprotected

upon contact with photoacid, exposing polar carboxylate groups. The protecting groups
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(a) unit A (b) unit B (c) unit C

Figure 4.1: Structures of monomers

(a) TPS
(b) triflic acid
(TFL) (c) bonded-anion D (d) bonded-anion E

Figure 4.2: Structures of PAGs

differ in alkyl positions, with unit B having a broader protecting group and unit C having a

longer one. For the PAG, the cation selected is Triphenylsulfonium (TPS), and the anions

are categorized into free anions and bonded anions to study their ion distribution. The

PAG structure is shown in Figure 4-2.

We designed four categories of polymer matrix with different structures based on

above: block copolymer with free anion (Rgl), random copolymer with free anion (Rdm),

block copolymer with small and rigid bonded-anion (Bsb), and block copolymer with long

and flexible bonded-anion (Idd). As illustrated in Figure 4-3, the red ball represents unit

A, the green ball represents unit B, the blue ball represents unit C, and the purple ball

represents the bonded anions.

In terms of polymer sequences, block copolymers consist of 15 sensitizers (unit A)

followed by 15 protected units (9 unit B and 6 unit C), while random copolymers are
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Figure 4.3: Sequence of simulated polymers

composed of the same 30 units arranged randomly, resulting in 128 different sequences.

These two types of sequences allow us to compare the effects of phase separation within

the polymer. Additionally, units B and C contain chiral centers. For constructing the

polymers, unit B was chosen as 6R- and 3S-configurations, and unit C with 2R- and 4S-

configurations. In the fixed-sequence polymers (Rgl, Bsb, and Idd), the permutations were

fixed as RSRRRSRRS and SRSRSS. Polymers with free anions are fixed at 30 units, while

bonded-anion systems have an additional two units at the end, leading to a total of 32 units.

The presence of PAG–polymer bonding can be used to observe how the uniformity of ion

distribution is affected. Comparing the Bsb and Idd systems will help us understand the

effect of anion size.

4.2 GAFF for CAR simulation

After determining the structure of the photoresist, it is necessary to select the ap-

propriate model for simulation. Due to the advancements in the semiconductor industry,

which require chip resolutions below 10 nm, a coarse-grained model is unsuitable for

simulating chemical phenomena at this scale. Therefore, all-atom models are determined

to establish simulations for the EUV CAR matrix. However, we could not find an all-

atom force field specifically for photoresist polymers. Consequently, we selected a more

general force field, the General Amber Force Field (GAFF), which can be used for most
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polymers and complex organic compounds[21].

The GAFF was first published in 2004. It is based on the long-established AM-

BER force field, which was originally designed to streamline the study of biological sys-

tems, particularly in drug design[22]. However, GAFF also encompasses a wide range of

complex organic compounds beyond common biomolecules. Consequently, it has been

applied to many other systems and is highly compatible with most systems in organic

chemistry[23, 24].

4.2.1 Atom types in CAR models

In GAFF, atoms are categorized based on their element type, bonding order (or bond

type), and placement within specific functional groups. These categorizations further de-

fine various atom types, each with its own set of parameters for force field calculations.

In our system, excluding the bonded anions, the backbone of the polymers consists of

sp³-hybridized carbon and hydrogen atoms. For the side chains, the sensitizers (unit A)

contain phenol functional groups, while the protecting groups (units B and C) feature es-

ter functional groups and more complex aliphatic groups. These functional groups are

common and well-defined in GAFF. I used the ACPYPE server, which is based on the

ANTECHAMBER program, to convert the atoms to their respective atom types. The cor-

responding atom types and their structural relationships for the polymers are presented in

Table 4-1.

Regarding PAG, all systems use TPS as the cation, while the anion varies depending

on the system type. TPS is composed of a sulfur atom bonded to three phenyl rings. The

hypervalent sulfur bonded to the three groups is defined as ’s4’ in GAFF. In all types of
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(a) unit A (b) unit B

(c) unit C

Figure 4.4: Atomic id of monomers

anions, the sulfurs and oxygens in the sulfonate group are defined as ’s6’ and ’o’, respec-

tively. Their detailed atom type definitions are presented in Table 4-2.

4.2.2 RESP determination of atomic partial charges

In addition to determining the atom type, we also need to decide on the atomic charge

for each atom. These atomic charges are not determined by the atom type because they

influence different interactions. Atom type determines the bonding interactions and van

der Waals interactions of an atom, primarily controlling the bond strength and equilibrium

position with neighboring atoms. In contrast, atomic charge determines the molecule＇s
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(a) TPS (b) TFL

(c) bonded-anion D (d) bonded-anion E

Figure 4.5: Atomic id of PAGs

Table 4.1: Atom types of polymers

atom id atom type

A1 c3 A5h ha B9 c3 B12h hc C10 c3
A2 c3 A7h ha B10 c3 B13h hc C11 c3
A3 ca A8h ha B11 c3 B14h hc C12 c3
A4 ca A9h ho B12 c3 C1 c3 C2h hc
A5 ca B1 c3 B13 c3 C2 c3 C3h hc
A6 ca B2 c3 B14 c3 C3 c3 C7h h1
A7 ca B3 c3 B2h hc C4 c C8h hc
A8 ca B4 c B3h hc C5 o C10h hc
A9 oh B5 o B8h hc C6 os C11h hc
A1h hc B6 os B9h hc C7 c3 C12h hc
A2h hc B7 c3 B10h hc C8 c2
A4h ha B8 c3 B11h hc C9 c2
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Table 4.2: Atom types of PAGs

atom id atom type

D1 c3 E1 c3 E19 f P8 ca P10h ha
D2 c3 E2 c3 E20 o P9 ca P11h ha
D3 ca E3 ca E21 s6 P10 ca P12h ha
D4 ca E4 ca E22 o P11 ca P13h ha
D5 ca E5 ca E23 o P12 ca P15h ha
D6 ca E6 ca E1h hc P13 ca P16h ha
D7 ca E7 ca E2h hc P14 ca P17h ha
D8 ca E8 ca E4h ha P15 ca P18h ha
D9 s6 E9 i E8h ha P16 ca P19h ha
D10 o E10 i E12h h1 P17 ca N1 f
D11 o E11 os E16h h1 P18 ca N2 c3
D12 o E12 c3 P1 ca P19 ca N3 f
D1h hc E13 c P2 ca P1h ha N4 f
D2h hc E14 o P3 ca P2h ha N5 s6
D4h ha E15 os P4 ca P3h ha N6 o
D5h ha E16 c3 P5 ca P4h ha N7 o
D7h ha E17 c3 P6 ca P6h ha N8 o
D8h ha E18 f P7 s4 P9h ha

electrostatic potential, influencing intermolecular forces. Atomic charge does not affect

bonding interactions because GAFF ignores atomic charges within three bonds when cal-

culating potential energy. Therefore, determining atomic charges does not need to be

constrained by atom types.

In MD simulations, several empirical methods for determining charges have been

developed, such as Gasteiger charges, which are based on the electron affinity and ioniza-

tion potential of each atom and its surroundings. However, current empirical methods are

only suitable for specific molecules and do not apply well to our system. In the original

GAFF paper, two more suitable methods for determining atomic charges were mentioned:

AM1-BCC (Austin model 1 - bond charge correction) and RESP (restrained electrostatic

potential). RESP is amethodmore alignedwith physical intuition[25]. It initially uses HF/

6-31G* to model the electrostatic field distribution around the molecule and then tries to

allocate these fields to atomic contributions. On the other hand, AM1-BCCwas developed
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to reduce computational cost. It works by obtaining Mulliken charges from semiempirical

AM1 calculations (based on electron configuration and atomic orbital overlap) and then

making corrections based on bond types. Both methods have issues because our system

contains heavy atoms like iodine. Both HF and AM1 are not accurate for iodine calcu-

lations. Therefore, we ultimately decided to use RESP at the B3LYP/6-31G* level to

calculate atomic charges.

My procedure for the RESP method begins with quantum mechanical calculations

for structural optimization and electrostatic potential at the B3LYP/6-31G* level using

Gaussian09. After obtaining the optimized structure, I use the CHELPG method in Gaus-

sian09 to extract the electrostatic potential distribution around the molecule, with points

avoiding the van der Waals radii of the atoms and a resolution of 3.0 pm. This converts

the continuous electrostatic potential into several discrete positions. Next, by adjusting the

atom charges, we can compare the differences in electrostatic potential at these positions,

which is denoted as χ2
esp. Consequently, performing an iteration to minimize χ2

esp theo-

retically yields a set of atom charges that aligns with the quantum mechanical predictions

of the electrostatic potential. However, this approach may lead to a state with excessively

high atom charges, where closely packed positive and negative charges could cancel each

other out at some point. Therefore, it is necessary to incorporate a restrained function to

prevent the atom charges from becoming trapped in such states. The restrained function

is defined as follows[25]:

χ2
rst = a

∑
j

(
√
q2j + b2 − b) (4.1)

And by definition, χ2
resp = χ2

esp + χ2
rst . Performing the iteration to minimize χ2

resp has a

greater chance of aligningwith quantummechanical predictions. I use the programswithin
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Table 4.3: Atom charges of polymers

atom id charge

A1 -0.047 A5h 0.134 B9 0.0194 B12h -0.130 C10 0.128
A2 -0.075 A7h 0.134 B10 0.0194 B13h 0.067 C11 -0.255
A3 0.162 A8h 0.114 B11 0.034 B14h 0.067 C12 -0.184
A4 -0.174 A9h 0.365 B12 0.584 C1 0.165 C2h 0.062
A5 -0.224 B1 0.318 B13 -0.363 C2 -0.247 C3h 0.062
A6 0.358 B2 -0.371 B14 -0.363 C3 -0.247 C7h -0.013
A7 -0.224 B3 -0.371 B2h 0.093 C4 0.762 C8h 0.158
A8 -0.174 B4 0.724 B3h 0.093 C5 -0.564 C10h 0.025
A9 -0.554 B5 -0.559 B8h 0.009 C6 -0.489 C11h 0.062
A1h 0.053 B6 -0.606 B9h -0.025 C7 0.486 C12h 0.056
A2h 0.019 B7 0.296 B10h -0.025 C8 -0.457
A4h 0.114 B8 0.034 B11h 0.009 C9 0.168

Antechamber to perform two consecutive iterations, following the procedure outlined in

the original paper, with two sets of parameters as described[25].

In our model, the atom charges of small molecules, such as TPS and TFL, can be

directly obtained through the above process. However, due to the limit of computational

complexity, the polymer is decomposed into distinct monomers (unit A-E), each simu-

lated separately. Additional -CH₃ and -H groups are attached at the linkage points of each

monomer to preserve the sp³ hybridization of the carbon atoms in themonomer units. After

obtaining the electric field distribution of these processed monomers, an additional con-

straint is applied to the original RESP process. We set the net charge of the newly added

carbon and the four hydrogens to zero. This ensures that the net charge of the monomer

remains neutral after removing these extra groups. Additionally, it has been confirmed

that the charges of these removed groups, even when calculated for different monomers,

are similar when computed with the constraint. The final atom charges are presented in

Table 4-3 and Table 4-4.
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Table 4.4: Atom charges of PAGs

atom id charge

D1 -0.127 E1 0.294 E19 -0.212 P8 0.100 P10h 0.123
D2 0.012 E2 -0.361 E20 0.928 P9 -0.108 P11h 0.120
D3 0.228 E3 0.007 E21 -0.586 P10 -0.053 P12h 0.123
D4 -0.246 E4 -0.138 E22 -0.586 P11 -0.062 P13h 0.097
D5 -0.016 E5 -0.063 E23 -0.586 P12 -0.053 P15h 0.097
D6 -0.106 E6 0.408 E1h -0.022 P13 -0.108 P16h 0.123
D7 -0.016 E7 -0.063 E2h -0.022 P14 0.100 P17h 0.120
D8 -0.246 E8 -0.138 E4h 0.073 P15 -0.108 P18h 0.123
D9 1.297 E9 -0.017 E8h 0.073 P16 -0.053 P19h 0.097
D10 -0.718 E10 -0.017 E12h 0.015 P17 -0.062 N1 -0.209
D11 -0.718 E11 -0.512 E16h 0.002 P18 -0.053 N2 0.411
D12 -0.718 E12 0.258 P1 -0.053 P19 -0.108 N3 -0.209
D1h 0.053 E13 0.643 P2 -0.062 P1h 0.123 N4 -0.209
D2h -0.017 E14 -0.514 P3 -0.053 P2h 0.120 N5 -0.659
D4h 0.089 E15 -0.381 P4 -0.108 P3h 0.123 N6 1.194
D5h 0.088 E16 0.156 P5 0.100 P4h 0.097 N7 -0.659
D7h 0.088 E17 0.352 P6 -0.108 P6h 0.097 N8 -0.659
D8h 0.089 E18 -0.212 P7 0.176 P9h 0.097

4.3 Initial Structure Preparation

In semiconductor lithography, patternwidths typically range from 10 to 20 nm. There-

fore, we plan to set the matrix size as a box with dimensions of 20 x 10 x 20 nm. Based

on the composition ratios of photoresists used in semiconductor manufacturing, our sys-

tem requires a ratio of 1:2 for polymers and photoacid generators (PAGs). Given a resist

density of 1, it is estimated that approximately 500 polymers and 1000 PAGs are needed.

Generating a matrix with 500 polymers while avoiding human bias is challenging. Pre-

vious methods documented in the literature can generate such polymer matrix but are not

compatible with our research goals. For instance, the lattice model using a self-avoiding

walk often overlooks the specific structure of polymer units and is not easily applicable

to fixed-sequence polymers[26] . Therefore, we designed a new method that aligns with

physical images.
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4.3.1 Polymer matrix formation from gas phase matrix

Initially, we randomly placed 16 polymers and 32 PAGs into a large cavity. To avoid

unreasonable contacts between molecules, we applied the steepest descent method for

potential energy minimization with GROMACS. This method first requires calculating

the gradient (∇f(x)) of the potential energy surface at the initial configuration (x0). This

gradient indicates the steepest direction on the potential energy surface. We then evolve

the initial structure slightly in this direction:

xk+1 = xk + α∇f(xk) (4.2)

We repeat this process until the new gradient is smaller than 10.0 kJ/mol · nm, at which

point we obtain a reasonable structure that is at a local minimum.

After energy minimization, the 16 polymers and 32 PAGs are dispersed in a large

cavity with no close interactions between them. This cavity is large enough to be nearly

vacuum-like, and due to the considerable distances, the intermolecular attractions are

weak, similar to gas phase. As external pressure is gradually increased, the molecules

move closer to each other, eventually forming a solid structure.

conditions for simulation (parameters for non-bonded interactions)

Subsequently, we applied high temperature and pressure to liquefy the polymer struc-

ture, compressing the polymers and ions together until the system density stabilized, reach-

ing approximately 1 g/cm³, which is typical for most photoresists used in experiments.
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4.3.2 Simulated annealing of polymer matrix

We subjected the system to 100 annealing cycles, each lasting 100 ps, with tempera-

tures varying from 400 K to 1000 K. The permittivity was set to 3 to simulate the actual

values of the polymers. This procedure effectively reduced the potential energy of sys-

tems and accelerated the equilibration process. The structures after annealing were then

relaxed in a 500 K, 1 bar NPT ensemble. Next, because of the periodic boundary condi-

tions, we copied the system and stacked it along the x, y, and z axes, resulting in a system

containing 128 polymers and 256 ion pairs. We then performed 100 annealing cycles on

this structure to disrupt correlations between polymers and relax it to the 500 K, 1 bar

NPT ensemble. Subsequently, the structure was copied and stacked along the x and z

axes to achieve 512 polymers and 1024 ion pairs. Finally, the system underwent another

round of annealing and equilibration. Throughout these steps, the density of the system

remained near 1 g/cm³ under NPT ensemble conditions at 500 K and 1 bar. It is important

to note that the goal of simulated annealing is not to find the global minimum in potential

energy of the system but to find a stable structure that is representative of the dynamic

equilibrium within the polymer matrix. The potential energy of the Rgl system with 512

polymers after each annealing cycle is presented in Figure 4-6. As illustrated in the figure,

after approximately 20 cycles, the system’s potential energy exhibits fluctuations within a

specific range and maintains this behavior for the remaining 80 cycles. This observation

indicates that the system has reached a state of dynamic equilibrium. Consequently, the

structures obtained after 100 annealing cycles are regarded as the initial configurations for

this system. These structures are then subjected to equilibration in a 500 K, 1 bar thermal

bath for 10 ns.
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Figure 4.6: Evaluation of potential energy of Rgl PR systems after each annealing cycle

4.4 Verification for Equilibrium State

In MD simulations, achieving complete equilibrium is inherently impossible. This is

because, althoughMD simulations represent a significant improvement in scale compared

to quantum mechanics simulations, they still model only a small portion of the system

compared to the actual experimental systems. According to ergodic theory, to represent

a millimeter-scale chip with a system on the nanometer scale, an exceedingly long sim-

ulation time would be required. However, due to limitations in computational resources,

simulations are typically limited to nanoseconds. This level of simulation is likely to in-

troduce reasonable statistical errors when compared to large-scale experimental results.

Consequently, it is challenging to determine whether ’all’ the differences between our

simulated and experimental observables fall within acceptable statistical error margins.

Nevertheless, while achieving complete equilibrium is unattainable, MD simulations

can reach partial equilibrium[27]. Certain indicators may stabilize to a very consistent

state over a certain simulation period and maintain this stability for an extended time.
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Table 4.5: Box size of each systems at the final frame of 500K trajectory

System name x, z length (nm) y length (nm) volume (nm3)

Regular-sequenced
polymer (Rgl)

21.41 10.70 4905

Random-sequenced
polymer (Rdm)

21.38 10.69 4886

Besylate-bonded
polymer (Bsb)

21.44 10.72 4928

Iodine-doped
polymer (Idd)

21.82 10.90 5190

The properties represented by these indicators can be considered to have reached equilib-

rium, thus providing statistically representative results. To ensure equilibrium for specific

observables, we conducted an additional simulation for 50 ns at 1bar and 500 K, a temper-

ature exceeding the glass transition temperature (Tg) of most polymer resists. The equi-

librium state of the system was confirmed by evaluating the stability of various structural

indicators, including the matrix density for overall stability, the polymer radius of gyration

for polymer mobility, and the radial distribution function of ions for ion distribution.

During the additional 50 ns of simulation, the density exhibited exceptional stabil-

ity (Figure 4-7). The densities of the four systems remained close to 1 g/cm3, which is

comparable to the densities of most experimental photoresists. Except for the Idd system,

where the polymer＇s larger anion volume resulted in a higher density, the densities of the

other systems were similar. The box sizes at the final frame for each system are recorded

in Table 4-5.

The radius of gyration of polymer was investigated using the gyration-tensor matrix

over a trajectory from 12 ns to 24 ns at 500K. The detailed algorithm is described in

Chapter 03. As shown in Figure 4-8, the radius of gyration of the polymer in all four

systems reached equilibrium after 12 ns. This indicates that the shape of polymers has
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Figure 4.7: Inspection of density for equilibrium

achieved equilibrium.

Regarding ion distribution, the radial distribution function (RDF) between TPS sulfur

atoms was monitored every 10 ns over a 50 ns trajectory at 500K. This pair was chosen

because it is less controlled compared to anions in all four systems, and thus is expected to

reach equilibrium later. Figure 4-9 shows the RDF for the Rgl system as a representative

example. The RDF remains stable throughout the entire 50 ns trajectory, indicating that

ionic coordination and distribution have reached equilibrium.

4.5 Procedure for Production Run

After verifying the stability of the major indicators in the system, we can confirm

that the current simulation time is sufficient for the system to reach equilibrium in terms

of density, polymer shape, and ion distribution. Therefore, we can proceed with the pro-

duction run of the MD simulation to analyze the effects of various factors on the system.

During post-exposure bake (PEB), photoresists are subjected to heating processes,
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Figure 4.8: Inspection of Rg2 for equilibrium

Figure 4.9: Inspection of radial distribution function from TPS sulfur to TPS sulfur for
equilibrium

44

http://dx.doi.org/10.6342/NTU202404559


doi:10.6342/NTU202404559

typically ranging from 360 K to 420 K, to facilitate chemical reactions. Therefore, we

aim to observe structural changes in the system during PEB heating. Given the slower

rate of structural changes in MD simulations, the simulations were initiated at 400 K and

conducted every 10 K up to the polymer’s glass transition temperature.For the Rgl and

Rdm systems, the temperature range extended from 400 K to 500 K, while for the Bsb

and Idd systems, it ranged from 400 K to 540 K. All structures at various temperatures

were simulated starting from the same 500 K equilibrium structure for all types of systems.

Since the system reaches equilibrium within 10 ns, and to reduce computational resource

demands, each MD trajectory at various temperatures lasts 25 ns.

Besides the temperature effect, this study also aimed to clarify the role of bonded

anions and the impact of polymer unit sequencing. These two factors will be examined

by comparing the four systems.
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Chapter 5 Structural Analysis of EUV

CAR Polymers

There have been numerous studies on the impact of polymer architecture on LER. In

2004, George et al. claimed that either larger polymers or increased free volume corre-

spond to higher LER[28]. In 2006, they further asserted that the shape of polymers can

be a contributing factor to LER. The LER found in linear polymers is smaller than that in

randomly grafted polymers. In 2007, Philippou et al. also proposed that larger polymers

lead to higher roughness, as the grain size at the edge increases. With controlled sequence

and length, the polymer grain size is primarily influenced by its rigidity and shape. These

studies indicate that polymer architecture, including size and shape, can affect its dissolu-

tion properties and LER[29].

In this chapter, the differences in the polymer matrix structure formed by different

polymer compositions will be discussed. In order to understand the architectural differ-

ences caused by various polymer structures, the shape of block and random copolymers

was investigated by analyzing their end-to-end distance, persistence length, and gyration

tensor.
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5.1 Rigidity of Polymers

5.1.1 End-to-end distance of CAR polymers

For ideal polymers in random-walk model, the ratio of its end-to-end distance to

contour length is
√
n−1
n−1

. In our systems, where polymers are composed of 30 or 32 units

(n = 30 orn = 32), the ideal ratio are about 0.2 (0.19 or 0.18). We analyzed the end-to-end

distances in CAR systems usingMD trajectories at 500K. This temperature is 100K higher

than the experimental reaction temperature. We chose this high temperature because it

enhance the mobility of polymer chains, which helps the polymer structures approach their

ideal configurations. All systems were simulated in the NPT ensemble for 25 ns. For each

polymer in the system, the end-to-end distance is determined using the vector defined by

the positions of the two carbon atoms at the ends of the polymer backbone. End-to-end

distances were recorded every 0.5 ps throughout the trajectory. The ratio of end-to-end

distance to its contour length are presented as probability density distributions for the four

model CAR systems (Figure 5-1). Table 5-1 records the averaged end-to-end distance

and the standard deviation for all systems. In systems with free anions (Rgl and Rdm

systems), the contour length of polymers are about 7.8 nm (30 units), while in systems

with bonded-anion (Bsb and Idd systems), since attached with two additional anion units,

their contour length are about 8.4 nm (32 units). In general, polymers in all systems are

highly deviated from the ideal polymer, where most of their end-to-end distance are above

0.2, the ideal ratio to contour length. This is expected because the huge volume of each

units and relatively short polymer length can lead to strong excluded volume effect.

In comparison, the averaged end-to-end distance in Rdm system, is shorter than that
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Table 5.1: Calculated end-to-end distance in four systems

System name Average (nm) Standard deviation (nm) Ratio to contour length (%)

Regular-sequenced
polymer (Rgl)

3.40 1.19 43.6

Random-sequenced
polymer (Rdm)

3.25 1.10 41.7

Besylate-bonded
polymer (Bsb)

3.42 1.25 40.7

Iodine-doped
polymer (Idd)

3.51 1.17 41.8

in Rgl systems. It shows that random-sequencing of polymer would lower the steric effect

between neighboring units, and thus reduce its stiffness. This also implies that specific

combination of monomers might contribute extra rigidity on polymers and thus enhance

the mechanical strength of matrix. As for bonded-anion systems, the averaged end-to-end

distance in Bsb is shorter than that in Idd system. It is because of the smaller volume onBe-

sylate anions. The anions in Idd systems, despite with a flexible side chain, instead lead to

more rigid backbones. From their ratio to contour length, most polymers are around 20%

to 60%, the standard deviations are about 1.2 nm. The large standard deviation implies

various polymer shape in matrix. In summary, bonded-anions does not necessarily affect

polymer stiffness. The main factors affecting polymer rigidity is the specific combination

on polymer sequence.

5.1.2 Persistence length of CAR polymers

To quantify the rigidity of polymers, we also calculated persistence length with MD

trajectories at 500K in these systems. Analyses of persistence length are frequently applied

when studying polymers with contour lengths exceeding 50 nm. This focus arises because

polymers of this length more closely approximate ideal chains, and their correlation func-

tions resembles mono-exponential decay. However, the polymers we investigated contain
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Figure 5.1: Probability of distance ratio

far fewer units. As a result, the persistence lengths obtained in this study are considerably

shorter than those typically observed in experimental settings, preventing direct compar-

isons with experimental data. In our simulations, the persistence lengths were found to

be 1.10 nm for block copolymers with free anion (Rgl), 0.93 nm for random copolymers

with free anion (Rdm), 1.07 nm for block copolymers with rigid bonded-anion (Bsb),

and 1.02 nm for block copolymers with flexible bonded-anion (Idd). A lower persistence

length indicates greater propensity for the polymer to bend. As shown in Figure 5-2, ran-

dom copolymers are markedly softer compared to block copolymers. This flexibility in

random copolymers reduces steric hindrance between highly voluminous molecules, fa-

cilitating easier bending of the polymer backbone. Regarding bonded-anion systems, the

trends among the three types were too similar to draw significant conclusions, indicating

minimal influence of anion type on polymer flexibility.
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Figure 5.2: Correlation among the bond vectors for each system

5.2 Temperature Dependency of Polymer Shape

From the study of end-to-end distance (Table 5-1), we observed huge variety in the

end-to-end distance of CAR polymers, indicating a wide range of polymer shapes. To

further understand the architecture of these shapes, the gyration tensor was applied to

simulate the ellipsoidal shape of these polymers.[18] In addition, since polymer structures

change much more rapidly at high temperatures, particularly above the glass-transition

temperature, the temperature-dependency of polymer shapes was investigated. The poly-

mer shapes in free anion systems were analyzed within the temperature range of 400K to

500K, while those in bonded-anion systems were analyzed within the range of 400K to

540K.

5.2.1 Characterization of the shape of CAR polymers

At first, to observe the anisotropy in systems, polymer shapes are analyzed with MD

trajectories at 500K. The major axes of polymers with more elongated shapes (λ1 > 2λ2)
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at 500K are collected as direction vectors of them, where the direction vector is represented

by ν⃗1 = [ν1x, ν1y, ν1z]. The variance of these direction vectors of the collected polymers

was then compiled into a matrix as following[18]:

S =
1

N



∑
i

ν21x,i
∑
i

ν1x,iν1y,i
∑
i

ν1x,iν1z,i∑
i

ν1x,iν1y,i
∑
i

ν21y,i
∑
i

ν1y,iν1z,i∑
i

ν1x,iν1z,i
∑
i

ν1y,iν1z,i
∑
i

ν21z,i


(5.1)

Similar to the gyration tensor, by diagonalizing this matrix, we obtained the best-fit

principal axes and the root mean square radii of the polymer dimension vectors within

the overall system. As shown in Table 5-2, it is found that the orientation of polymers

within the system is nearly random at 500K, where the three eigenvalues are close to each

other. It indicates that there is no particularly packing effect between the polymermatrices.

Therefore, a relatively flat cross-section cannot be found on the chip, making the chip’s

line edge more susceptible to changes in the shape of the polymers at the interface.

After confirming the anisotropy of each system, the variability in polymer shapes

within the system and the trends in polymer shape as a function of temperature were stud-

ied. The mean and standard deviation of the three principal axes were computed for each

polymer every 10K, from 400K to above 500K. The three eigenvalues for each system

as a function of temperature are plotted in Figure 5-3, where the solid lines represent the

average eigenvalues and the dashed lines indicate the standard deviations. In random

copolymers (Rdm), the longest axis is shorter, while the shortest axis is longer compared

to block copolymers, resulting in a more coiled shape. The effects of different anions, on

the other hand, are relatively minor. As the temperature increases, the polymer undergoes
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Table 5.2: Eigenvalues and eigenvectors calculated from gyration tensor of polymer back-
bone

System name eigenvalues eigenvectors

Regular-sequenced
polymer (Rgl)

 38.9
37.5
35.7

  0.64 −0.41 0.65
−0.77 −0.44 0.47
−0.09 0.80 0.59


Random-sequenced
polymer (Rdm)

 37.0
36.3
34.9

  −0.12 −0.47 0.88
−0.92 0.39 0.08
0.38 0.79 0.47


Besylate-bonded
polymer (Bsb)

 39.2
37.4
34.9

  −0.45 0.85 −0.28
−0.40 0.09 0.91
−0.80 −0.52 −0.30


Iodine-doped
polymer (Idd)

 38.2
37.3
34.5

  0.87 −0.46 0.17
0.43 0.54 −0.72
−0.24 −0.70 −0.67


greater elongation along its longest axis compared to the expansion along the shorter axes.

This suggests that temperature aids in stretching the polymer＇s shape. The polymer＇s

approximate dimensions are around 3 nm × 2 nm × 1.5 nm, approaching the 3 nm limit

of the LER process. Therefore, precise control over the polymer’s shape and arrangement

using specific units will enhance process stability.

5.2.2 Shape description from gyration-tensor analysis

Several metrics were applied to assess the polymer’s shape, including the squared ra-

dius of gyration (R2
g), anisotropy (K2), and deviation from spherical symmetry (b). These

indicators are defined by the eigenvalues[18]:

R2
g = λ1 + λ2 + λ3 (5.2)
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(a) λ1

(b) λ2

(c) λ3

Figure 5.3: Estimated eigenvalues of polymer shape at various temperatures from gyration
tensor

54

http://dx.doi.org/10.6342/NTU202404559


doi:10.6342/NTU202404559

κ2 ≡ 3

2

TrŜ2

(TrŜ)2
= 1− 3

[
λ1λ2 + λ2λ3 + λ1λ3
(λ1 + λ2 + λ3)2

]
(5.3)

b = λ1 −
1

2
(λ2 + λ3) (5.4)

As shown in Figure 5-4, both the squared radius of gyration (R2
g) and the devia-

tion from spherical symmetry (b) are smaller for random copolymers compared to block

copolymers, indicating that random copolymers have smaller grain sizes. Additionally,

the anisotropy (K2) of random copolymers is lower than that of block copolymers, sug-

gesting a more coiled polymer shape. These observations lead us to conclude that random

copolymers possess a more flexible and plastic structure.

The ellipsoid volumes at various temperatures were also calculated. Since each

eigenvalue was the variance derived from the polymer backbone, the estimated volumes

can represent the size of the free volume left behind by the calculated polymer after dis-

sociation.

V =
4π

3

√
λ1λ2λ3 (5.5)

In Figure 5-5, it is shown that random-sequenced polymers (Rdm) occupy a smaller

volume compared to regular-sequenced polymers (Rgl). This indicates that random-sequenced

polymers have a smaller grain size within the system, likely due to the influence of their

softer backbone. As the temperature increases, the elongation of λ1 occurs at a faster rate
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(a) R2
g

(b) κ2

(c) b

Figure 5.4: Shape descriptors of polymers estimated from gyration tensor
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Figure 5.5: Estimated volume of polymer from gyration tensor

compared to the other axes. This leads to an increase in anisotropy (K2) and deviation

from spherical symmetry (b) with rising temperature. More importantly, the ellipsoid’s

volume also increases. This suggests that during the post-exposure bake process, the poly-

mer＇s shape is likely to gradually expand, creating more space for PAGs and other small

molecules.
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Chapter 6 PAG Distribution in

Polymer Matrix

An ideal CAR requires a completely homogeneous PAG distribution. However,

achieving this is extremely challenging since the role of anions in these systems is multi-

faceted. On one hand, anions need to possess sufficient mobility to increase the number

of polymers they can catalyze. On the other hand, this same mobility of the anions causes

uneven diffusion in the reaction zone, impacting the linewidth of the substrate[30, 31].

In 2004, simulations conducted by George et al. indicated that acid diffusion smoothens

LER but compromises critical dimension control[28].

To address this issue, a commonly used modern approach is to employ a quencher

to absorb the protons carried by the anions. However, the effectiveness of this method

depends on the properties of both the quenchers and the anions. The concentration of

both, as well as their affinity to the polymer structures in the formulation, needs to be

tested under experimental conditions. Nevertheless, due to the mobility limitations of the

quenchers, their efficacy is also restricted. Another approach involves using anion-bound

polymers as a component of the photoresist, which directly limits the distribution of the

anions. In 2008, Wang et al. proposed several anion-bonded polymers as a recipe for CAR

and claimed that this method enhanced resolution by suppressing anion aggregation[6].
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This breakthrough allowed them to surpass the resolution limits of CAR, reaching the 5

nm process. Today, as the industry approaches the 2- or 3-nm process era, it is crucial to

gain deeper insights into the relationship between ion aggregation and structure to drive

further advancements in CAR. With MD simulation, we can observe the intermolecular

interactions within various structures more rapidly.

In this chapter, the distribution of PAGs in bonded-anion systems will be compared

with that in free anion systems. To examine ion distribution between free anions and

bonded-anions, we employed indicators such as ion cluster analysis, RDF (radial distri-

bution function), number density distribution, and coordination number for comparison.

6.1 Cation-anion Interactions

6.1.1 Radial distribution of cation-anion coordination

To compare the aggregation states of ions, the radial distribution function (RDF) was

calculated to examine how the density of ion particles varies with distance from a reference

particle, compared to a random distribution. In this study, we selected MD trajectories at

500K to compare multiple radial distribution functions (RDF), including the relationships

between TPS sulfur to anion sulfur, anion sulfur to anion sulfur, and TPS sulfur to TPS

sulfur across the four systems. At this temperature, all four systems have reached the glass

transition temperature, which will be discussed in Section 7-2. It is because polymers are

more mobile at glass transition temperature, making the structure less influenced by our

initial setup. Comparing under these conditions provides a higher degree of reliability.

From the RDF of TPS sulfur to anion sulfur, we can observe similar structures in
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all four systems (Figure 6-1). Within 1 nm, each system exhibited two primary peaks

at approximately 4 Å and 6 Å, along with a smaller secondary peak around 9 Å. This

pattern arises because all four types of anions fundamentally remain as sulfonate groups,

and the electric field environment provided by the polymer matrix is consistent, thus not

affecting the interaction between TPS and the anion. The two primary peaks result from

the angular orientation between TPS and the anion. When the sulfur of TPS rotates close to

the sulfonate group on the anion, a peak forms at around 4 Å. Another peak appears around

6 Å when one end of TPS with three benzene rings approaches the sulfonate group of the

anion. The two peaks are caused by cation rotation and should therefore be considered

as a splitting of the first shell. The secondary peak at 9 Å overlaps significantly with the

6 Å peak, making it challenging to analyze its origin. However, it is speculated to be

influenced by ion aggregation, as this peak is noticeably diminished in the bonded anion

systems.

In the RDF of TPS sulfur to TPS sulfur, all four systems displayed similar widths

for the first shell, falling within the range of 0.4-1.6 nm, with peak maxima around 1 nm.

The peak heights were lower in the anion-bound system, indicating fewer TPS molecules

near each other due to dispersed anion distribution. This implies that in anion-bound

polymer systems, both cations and anions are more dispersed overall (Figure 6-2). In the

RDF of anion sulfur to anion sulfur, we observed that the flexible bonded-anion (Idd)

exhibited smaller peaks compared to the free-anion (Rgl), indicating a more dispersed

anion distribution, thereby reducing anion aggregation within the photoresist. The rigid

bonded-anion (Bsb), being fixed on the polymer backbone, also showed narrower peaks

compared to free anion (Rgl), but with increased distances between anions. This suggests

that even the artificially designed bonded-anions, structured as dimers, disperse due to
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Figure 6.1: Radial distribution function of ion pairs at 500K trajectory

steric effects and Coulomb repulsion, resulting in wider anion distribution.

6.1.2 Coordination number of cation-anion

The extent of aggregation between ion pairs appears similar based on the RDF anal-

ysis of anion-TPS interactions. However, the RDF analysis is unable to reveal the degree

of variation between individual molecules. Among all ionic interactions, the coordination

between TPS and anions is the most critical, as it defines the electric field distribution

surrounding the TPS and anions. Therefore, the probability density of their coordination

numbers is investigate. Since their first shell is mostly within 1 nm, the coordination

numbers for each TPS molecule are calculated with a critical distance of 1 nm.

The analysis was conducted using MD trajectories at 500K, from 3 ns to 24 ns with

calculations performed every 3 ns. The statistical results are displayed as a histogram

in Figure 6-3. The theoretical average value of Nc indicates the extent to which TPS

molecules are subjected to a negative electric field. When more anions coordinate, the
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(a) anion-anion rdf

(b) cation-cation rdf

Figure 6.2: Radial distribution function of anion cloud or cation cloud at 500K trajectory
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Figure 6.3: Probability distribution of coordination numbers at 500K trajectory

additional negative charges help reduce their potential energy. Consequently, ion aggre-

gation is energetically favorable in the natural state. For free anions, due to their higher

mobility, they naturally form higher coordination numbers compared to bonded anions,

leading to a more uneven distribution of ions.

In a perfectly homogeneous distribution, the number density of anions is approxi-

mately 1024÷(20·10·20) = 0.256. Thus, the average number of anions within a spherical

region of 1 nm radius is roughly 0.256 · 4π
3
(1 · 1 · 1) = 1.07. However, the data show that

at 500 K, both free and bonded anions have average values slightly above 2, with Rgl at

2.69, Bsb at 2.53, and Idd at 2.40. This deviation in bonded anion systems is due to the

fact that bonded anions are designed as dimers and the high mobility of TPS molecules,

which allows them to migrate toward regions with higher anion aggregation. In contrast,

in the free anion system, the deviation in the averaged Nc value is even more pronounced

than in the bonded-anion system. This indicates that free anions experience significant

aggregation at high temperatures, leading to a more uneven distribution of the system’s

acid sites. Additionally, Figure 6-3 shows that there are almost no TPS molecules with
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a coordination number of 0 in the system. This indicates that the electric field strength

in simulation is sufficiently high to replicate the close ion pair relationships found in the

photoresist.

Since the wafer undergoes post-exposure bake during the exposure process, which

gradually increases the system temperature, it is important to understand how the degree

of ion aggregation changes at various temperatures. Therefore, the average coordination

number and standard deviation at different temperatures are plotted in Figure 6-4. We

can observe that the effect of temperature on the coordination number is relatively minor

compared to the standard deviation within the system. This indicates that the distribution

ofNc is broad, withmost TPSmolecules having 1 to 3 coordinated anions. It’s important to

note that the coordination environment significantly impacts the efficiency of liberating

anions from the positive charge of TPS, which is crucial for the generation of acids in

PAGs. As the system temperature gradually increases, the coordination number between

ions and anions also becomes higher, demonstrating a tendency for greater aggregation

with heating. Phase separation induced by high temperatures is rarely observed in small

molecule systems because, in most cases, the entropy of mixing is positive. However, in

systems with a large amount of polymer, the significant difference in mobility between

the polymers and small molecules—especially at high temperatures where the disparity is

more pronounced—can lead to mixing that restricts the mobility of the small molecules,

thereby reducing the system’s entropy. The lowest temperature at which this phenomenon

occurs is known as the lower critical solution temperature (LCST).
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Figure 6.4: The averaged ccordination number at various temperature

6.2 Local Density Distribution of PAG

In the previous section, we observed that PAG coordination shows a denser and more

pronounced trend in the free anion system compared to the bonded anion system. This

section will show how this enhanced coordination affects the degree of non-uniformity

within the system.

6.2.1 Phase separation due to high temperature

Slightly increased coordination number was observed at higher temperature. In or-

der to reveal whether this increase in the PAG coordination number is accompanied by

ion aggregation phenomena, the RDF of anion-anion and cation-cation pairs at different

temperatures are analyzed to assess the extent of ion aggregation. As shown in Figure 6-5,

the peak area at 500K is significantly higher than at 450K, while the peak area at 450K

shows only a slight increase compared to the peak area at 400K. The peak area in RDF

is proportional to the average of coordination number. Moreover, the increase at 450K
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(a) anion-anion rdf

(b) cation-cation rdf

Figure 6.5: Radial distribution fucntion of anion cloud or cation cloud at various temper-
ature

is observed only around 1 nm, whereas the increase at 500K extends to approximately 2

nm. This indicates that ion aggregation notably increases with rising temperature, and the

coordination range seems to evolves from small ion clouds to the formation of an ionic

phase.

Slight phase separation induced by high temperatures was inferred from the trend

in the coordination number as heating progressed. However, to further verify this phe-

nomenon, we need to analyze the system on a larger scale. Therefore, single linkage
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clustering was performed on the PAG and anions. The clusters are computed using crit-

ical distances of 0.5 nm, 0.8 nm, and 1 nm, which correspond to the first primary peak,

the second primary peak, and the secondary peak of the RDF between TPS and anions, re-

spectively. For each critical distance, the maximum number of groups was recorded in the

system at various temperatures and plotted in Figure 6-6. We can observe that when the

critical distance is 1 nm, the maximum group number increases with temperature. There-

fore, 1 nm was chosen as the critical distance for identifying clusters, as this distance

encompasses the majority of structural features observed in the cation-anion RDF. It is

concluded that the largest ion cluster in the free anion systems exhibit a more pronounced

growth with temperature. This trend is consistent with the previously noted increase in the

averaged coordination number, both of which reflect the enhanced ion aggregation with

temperature in these systems.

Subsequently, I also calculated the cation clusters composed solely of TPS sulfur

and the anion clusters composed of anion sulfur, based on the 1 nm critical distance. The

relationship between the groupmembers of the largest cluster and temperature is illustrated

in Figure 6-7. It is evident that at low temperatures, the sizes of the largest ion clusters

across the four systems are initially similar. However, as the temperature increases, a

noticeable trend of gradual aggregation is observed in the largest ion cluster within the

free anion systems.

6.2.2 Ideal distribution and simulated distribution of anions

To examine the spatial uniformity of each system, the number density distribution of

anions are analyzed for each system. The systems are divided into a total of 500 equally

sized regions, each approximately 2 nm × 2 nm × 2 nm, and counted for the number of
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(a) ion cluster (0.5 nm)

(b) ion cluster (0.8 nm)

(c) ion cluster (1 nm)

Figure 6.6: Clustering at various level of critical distance
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(a) anion cluster

(b) cation cluster

Figure 6.7: Clustering of anions or cations
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Figure 6.8: Poisson distribution of anion numbers in a box

anions in each box. Since the volume of the anion-bound polymer system is larger, using

equally sized boxes compared to the free anion system would lead to an underestimation

of the number of anions. Therefore, the actual sizes of the boxes varied among the dif-

ferent systems. The local number density in various regions are presented in Figure 6-9.

Additionally, to establish a consistent comparison basis across the three systems, Poisson

distribution is considered the ideal distribution of anion densities. The Poisson distribu-

tion is a probability distribution that describes the average rate of occurrence within a fixed

interval of space for events occur independently. The formula for the Poisson distribution

is given by:

P (x) =
λx exp(−λ)

x!
(6.1)

In the formula, x represents the number of anions observed in a given box, P (x) denotes

the probability of observing exactly x ions in that box, and λ is the expected number of

ions in the box.

Ignoring the effects of all interactions, a completely random distribution would fol-

71

http://dx.doi.org/10.6342/NTU202404559


doi:10.6342/NTU202404559

low a Poisson distribution with a mean of 2.048 (Figure 6-8). The number density dis-

tributions of various systems are computed at different temperatures and compared with

the Poisson distribution. However, Poisson distribution does not consider the electrical

nature of anions. The behavior of anions is influenced by their electronic interactions,

including repulsion between anions and attraction through packing with cations. These

interactions lead to deviations from the Poisson distribution that reflects these physical

constraints. At lower temperatures, anions were predominantly found in boxes containing

two anions, with fewer occurrences of five or more anions aggregating in the same box,

compared to the Poisson distribution. This deviation aligns with the effects of neglected

anion volumes and interactions. Consequently, both the free-anion and bonded-anion sys-

tems closely followed this natural distribution at lower temperatures. However, at higher

temperatures, ion aggregation intensified, causing deviations from the expected value of

2.048. We can observe an increase in the number of boxes with zero anions and a rise in

boxes containing three or more anions. This deviation becomes particularly pronounced

with increasing temperature, where significant increases in probability are observed, es-

pecially at x = 0 and x = 5. This shift indicates a stronger tendency for ions to cluster

together, moving away from the Poisson distribution’s prediction and reflecting increased

ion aggregation within the system.

6.2.3 Characterization of distribution homogeneity

To assess the degree of ion aggregation, Moran’s I is utilized to quantify the spatial

connectivity of ions at multiple temperatures across three systems, including Rgl, Bsb and

Idd. The temperature ranges from 400K to 500K for Rgl systems, and to 540K for Bsb

and Idd systems. In the analysis, number of box (N ) is 500, and the number of ions within
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(a) Rgl

(b) Bsb

(c) Idd

Figure 6.9: Distribution of anion numbers in a box
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Figure 6.10: Moran’s I of PR systems with various types of anions

each box ranges from 0 to 8, where the average number of ions is always 2.048. The

calculated value are presented in Figure 6-10.

The values of Moran’s I for each system and all temperatures were computed starting

from the 10 ns mark of the trajectory, with calculations performed every 3 ns thereafter.

The average values are indicated by a solid line, while the standard deviations are repre-

sented by a dotted line. At low temperatures, the free anion system (Rgl) and the bonded

anion system (Bsb and Idd) exhibit similar Moran’s I values, indicating comparable de-

grees of clustering. However, as the temperature increases, the free anion system tends

to form larger clusters more readily, while the bonded anion system maintains a more

consistent, moderate level of aggregation.

6.3 Polymer-PAG Interaction

In 2018, our lab have found that PAG may interact with the polymers and affect the

chemical distribution of components in the photoresist. In previous studies, the cations
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tends to interact with acyl oxygens and anions tends to interact with phenols in 300K[32].

To compare these research findings, I investigate whether the ion clusters exhibit a prefer-

ence for specific regions within the polymer matrix. As a result, the RDF of the ions with

respect to the three distinct polymer units are analyzed using MD trajectories at 500 K. In

this analysis, all ions were considered in detail, while each polymer unit was represented

by a single oxygen atom. This approach minimizes directional bias in the ion analysis

and ensures that the results are not influenced by the individual volumes of the polymer

units. The RDF for the anions is shown in Figure 6-11, while the RDF for the cations is

displayed in Figure 6-12.

In Figure 6-11, the RDF of anions relative to the polymer units are analyzed across the

four systems. In the bonded-anion system, where anions are consistently located adjacent

to unit C, their interaction is the most pronounced. However, in the free anion system, we

observe results similar to those reported in previous studies, where anions exhibit a dis-

tinct interaction with unit A.[32] In the RDF, a peak is observed at approximately 0.5 nm,

indicating a significant interaction at this distance. In contrast, the interactions between

anions and other units are less pronounced. This is likely due to the interaction between

the negative charge on the anion and the hydroxyl group present on the phenol. In the

random copolymer system, due to the absence of distinct blocks within the system, all

three types of units exhibit a certain degree of structure with the anions. It highlights that

block copolymers significantly influence ion distribution.

The RDF of cations relative to the polymer units are analyzed across the four systems

(Figure 6-12). In the free anion systems, TPS does not exhibit significant structural fea-

tures with the polymer compared to the anions. However, in the bonded-anion systems,

TPS shows a strong interaction with unit C, indicating that the position of TPS is primarily
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(a) Rgl

(b) Rdm

(c) Bsb

(d) Idd

Figure 6.11: Radial distribution function from anion to three types of polymer unit
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(a) Rgl

(b) Rdm

(c) Bsb

(d) Idd

Figure 6.12: Radial distribution function from TPS to three types of polymer unit

influenced by the anions.

Their findings differ from previous research, likely due to temperature differences.

Past studies prepared the matrix at 300K under standard pressure, while this thesis aims to

observe the polymer matrix in the PEB state, simulating at 500K. At higher temperatures,

the interaction between TPS and acyl oxygens becomes insignificant and disappears. This

may also be due to the difficulty of ion and polymer mixing at elevated temperatures.
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Chapter 7 Mobility of Chemicals in

CAR

In CAR lithography, anions with high mobility help reduce issues related to uneven

light acid distribution caused by various factors, but they also blur the aerial image. These

two effects are antagonistic when it comes to controlling LER, so it is necessary to con-

tinuously adjust the system structure during experiments to measure anion mobility. With

MD simulation, we can observe how various conditions affect anion mobility, which can

then help refine the experimental system structure to achieve reduced LER. In Chapter 6,

we have observed that the system undergoes phase separation at higher temperatures. The

difference in mobility between the polymers and PAGs may be a significant contributing

factor. Therefore, this chapter will present the changes in mobility of both components

with temperature. Also, it is important to investigate how polymer flexibility changes with

temperature since this reflects the system’s glass transition temperature (Tg) and affects

the conditions of experimental temperature. In the CAR system, it is crucial to ensure

that the temperature does not exceed Tg during the reaction, as it may lead to pattern dis-

tortion. Tg is considered a kinetic phenomenon, representing the temperature range over

which the polymer transitions from a glassy state to a molten state. This phenomenon

is often observed at a macroscopic level, which makes it challenging to measure with an
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Figure 7.1: MSD of Rgl PR system

atomic model. Even experimentally, Tg can vary depending on the measurement method

used.[33] Nevertheless, this temperature range is believed to result from the relaxation

times of various structures and different chain motions. Therefore, we attempt to define

the glass transition temperature of the simulation model based on polymer motion.

7.1 Diffusion of PAG

To quantify the mobility of PAG in the system, I measured the mean square displace-

ment (MSD) of PAG atoms in MD trajectories at various temperatures to calculate the

diffusion coefficients. The MD trajectories are each 25 ns in duration, with the initial 10

ns discarded as the equilibration period. Consequently, the reference time begins at 10 ns.

Note that in Figure 7-1, the 25 ns trajectory is depicted as a 15 ns trajectory for clarity.

Diffusion coefficients are determined by fitting the slope to MSD versus time rela-

tionship across different temperatures, specifically using the data from 5 to 15 ns for all

CAR systems, as illustrated in Figure 7-2. The diffusion coefficient serves as an indicator
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of mobility or flexibility, reflecting the rate at which the center of mass of an atom or

molecule moves.

In the free anion system, anions exhibited higher diffusion coefficients compared

to the bonded anion system. As shown in Figure 7-2, this is expected because, in the

bonded anion system, one end of the anion is anchored to the polymer endpoint, which

significantly reduces anion mobility. Interestingly, cations in the free anion system also

display higher diffusion coefficients. I believe this is due to the influence of the anion’s

position. In the free anion system, the cation and anion can move together more easily,

whereas in the bonded anion system, the cation must overcome additional potential energy

due to coordination with the anion to move. Evidence for this is that the reduction in the

diffusion coefficient of cations in the bonded-anion system is not as pronounced as it is for

anions. Therefore, if the distribution of bonded anions were more uniform, the diffusion

of cations could be better preserved.

7.2 Flexibility of Polymer

Similarly, MSD can be used to measure polymer flexibility. All atoms in polymers

that do not belong to PAG are collected, and their MSD is measured under the same condi-

tions as for PAG. The overall diffusion coefficient is then calculated based on their MSD,

as presented in Figure 7-3.

Similar to the trend observed with PAG, the polymer in the free anion system exhibits

higher flexibility. At lower temperatures, the difference is not significant. However, as the

temperature increases, the bonded anions restrict polymer movement, effectively reducing

the polymer＇s entropy. This result confirms the hypothesis presented in Chapter 6: the
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(a) anion msd

(b) cation msd

Figure 7.2: Diffusion coefficients of PAG at various temperature
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Figure 7.3: Diffusion coefficients of polymers at various temperature

mixing of PAG and polymer decreases the system’s entropy, as both their mobilities are

restricted in bonded-anion systems.

To gain deeper insights into the flexibility of polymers, the flexibility of each type of

units were computed, whose diffusion coefficient are present in Figure 7-4 respectively.

We can observe that the flexibility of unitB is slightly lower compared to other units,

indicating that the steric hindrance introduced by unitB creates a more rigid backbone in

these block copolymers. This rigidity in the midsection of the polymer plays a crucial role

in increasing the persistence length of the block copolymers and enlarging the grain size

of the polymer.

83

http://dx.doi.org/10.6342/NTU202404559


doi:10.6342/NTU202404559

(a) unitA msd

(b) unitB msd

(c) unitC msd

Figure 7.4: Diffusion coefficients of three types of polymer units at various temperature
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7.3 Glass Transition Temperature of CAR Polymers

In 1904, Einstein established a relationship between gas diffusion and temperature,

commonly referred to as the Einstein relation, expressed as the following equation:

D = µkBT (7.1)

In this equation, D represents the diffusion coefficient of gas molecules, µ represents the

gas mobility, measured as the ratio of the terminal drift velocity to an applied force, kB

is the Boltzmann constant, and T is the temperature. According to the Einstein relation,

the diffusion coefficient of gas molecules is proportional to temperature, assuming the

mobility of the molecules does not significantly change with temperature. However, be-

cause the structure of polymers is much more complex than that of gas molecules, the

mobility of polymers can undergo dramatic changes over a specific temperature range.

Consequently, the diffusion coefficient of polymers exhibits a highly non-linear behavior.

The temperature range where this dramatic change in mobility occurs is referred to as the

glass transition temperature (Tg) of the polymer. Traditionally, Tg is identified as the tem-

perature at which mobility changes most sharply. In experiments, direct observation of

polymer mobility is challenging, so various indirect indicators are used to determine Tg.

However, these methods often yield different Tg values for the same polymer, depending

on the measurement technique. In contrast, in MD simulations, we can directly observe

polymer mobility without needing to mimic experimental procedures. To measure Tg in

simulations, we can utilize the Einstein relation to calculate polymer mobility (µ) and thus

define Tg. In the previous section, we plotted the diffusion coefficient against tempera-

ture. The polymer’s mobility can be represented by the slope of this plot (Figure 7-5). The
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Table 7.1: Glass transition temperature of polymer

System name polymer unitA unitB unitC

Regular-sequenced polymer (Rgl) 467.7 462.8 471.8 467.5
Random-sequencedpolymer (Rdm) 469.8 469.8 470.1 469.0
Besylate-bonded polymer (Bsb) 500.5 483.7 506.6 504.7
Iodine-doped polymer (Idd) 498.7 492.7 503.8 497.9

Figure 7.5: Determining the glass transition temperature of polymer

two slopes, corresponding to the low-temperature and high-temperature regions, represent

the polymer’s mobility before and after Tg[34]. The Tg is identified at the intersection of

these two slopes. The slope in the lower temperature region is obtained from data in the

400K–450K range using the least-squares method. For the higher temperature region, the

slope is derived from data in the 480K–500K range for the free anion systems, and in

the 520K–540K range for the bonded-anion systems. The Tg values of the polymers in

the four systems are presented in Table 7-1. Furthermore, each unit blocks on the same

polymer may exhibit different Tg[35]. To further investigate the polymer mobility, the Tg

of individual unit blocks within the polymer are also calculated (Figure 7-6).

Overall, the polymers in bonded-anion systems exhibit a higher Tg compared to those
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(a) Determining the glass transition temperature of unitA

(b) Determining the glass transition temperature of unitB

(c) Determining the glass transition temperature of unitC

Figure 7.6: Determining the glass transition temperature of three types of polymer unit
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in free anion systems. It suggests that a more uniform ion distribution reduces the mobility

of both the polymers and ions. Due to the increased contact area between the ions and the

polymer, the highly mobile ions effectively hinder the movement of the polymer, thus

reducing both mobility and entropy. In the previous chapter, this study also observed that

the entropy of mixing decreases at high temperatures in this system, which is consistent

with these findings.

Regarding polymer permutation, the different blocks in block copolymers exhibit

varying Tg values, largely due to the particularly bulky nature of unit B. In contrast, this

issue is much less pronounced in random copolymers. It indicates that as long as bulky

polymer units like unit B are prevented from direct interaction, their inherent high rigidity

can remain hidden.
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Chapter 8 Conclusion

This study has provided valuable insights into the behavior of CARs through MD

simulations, focusing on the structural and dynamic properties of polymers and ions. One

of the key findings is the influence of steric effects on polymer packing. The simulation

results demonstrate that the stacking of polymer units with higher steric hindrance reduce

the overall flexibility of the polymer chains. As a result, these more rigid polymers tend

to elongate, increasing the overall length and impacting the structural arrangement of the

polymer matrix.

Furthermore, the incorporation of bonded anions into the polymer matrix was shown

to reduce ion aggregation, not only for anions but also for cations. This reduction in ion

aggregation aligns with experimental findings reported in previous studies, reinforcing

the hypothesis that bonded anions create a more homogeneous ionic distribution within

the polymer matrix. By averaging local ion concentrations, bonded anions improve the

overall pattern fidelity and reduce defects caused by uneven ion distribution during the

development process.

Another critical observation from this study is the enhancement of ion aggregation

upon heating. As the temperature increases, the mobility difference between the polymer

and the ions becomes more pronounced. The polymer matrix, being more rigid at higher
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temperatures, restricts the movement of ions, leading to greater ion clustering. This phe-

nomenon, driven by the disparity in mobility between the polymer chains and the ions,

could lead to performance degradation in CAR systems, particularly at elevated process-

ing temperatures.

In conclusion, the packing characteristics of polymers, the role of bonded anions in

minimizing ion aggregation, and the temperature-dependent behavior of ions are critical

factors that must be considered in the development of high-performance resists for ad-

vanced lithographic processes. These findings not only provide a deeper understanding of

the underlying mechanisms but also offer practical guidance for optimizing resist formu-

lations in future semiconductor manufacturing.
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