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Abstract

Silicon material has been widely studied due to its natural abundance and compatibility

with complementary metal-oxide semiconductors (CMOS). The semiconductor industry

strives to miniaturize chips and develop circuits with enhanced functionality. With the

advancement of fabricating techniques and accelerating production, scanning electron

microscopy (SEM)'s low throughput, surface-only scanning, and potential sample

damage make it insufficient for high-demand semiconductor inspection, necessitating a

faster alternative. In contrast, optical microscopes (OM) provide high throughput, a three-

dimensional (3D) inspection range, and low-energy illumination, which avoids sample

damage. However, OM is limited by the diffraction limit, thus, the resolution is typically

200 nm or worse. Therefore, the development of super-resolution optical microscopy that

breaks through resolution limits is highly desired.

In 2020, by combining saturated excitation (SAX) microscopy and optical

nonlinearity of a silicon nanostructure, our group achieved 132 nm lateral resolution.

Silicon nanoblock with Mie resonance enhanced heating offers an equivalent

photothermal nonlinear index n» that is five orders larger than bulk silicon, and the

nonlinearity provides more than two-fold resolution enhancement. To further enhance

optical resolution by SAX, a shorter wavelength is explored in this work. Although silicon

has a large imaginary refractive index below 300 nm that reduces the quality factor of

Vv
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resonance, recent studies have shown that silicon exhibits polaritonic resonance under

deep ultraviolet (DUV) excitation. Here, we simulated the enhancement of photo-thermo-

optical nonlinearity of a single silicon nanostructure excited at 266 nm wavelength based

on polaritonic resonance. An optimized radius of a silicon nanodisk shows a backward

scattering intensity difference as large as 17%. We expect this nonlinear scattering can be

used in SAX microscopy and yield a 70 nm spatial resolution in the future.

Additionally, we fabricated silicon nanodisks with diameters ranging from 65 nm

to 75 nm and built a 266 nm laser light path equipped with a chopper to control exposure

time and a photodetector to detect whether nonlinearity exists. The silicon sample

inspected by a DUV spectroscope demonstrated a resonant peak at around 270 nm. Even

though the system's stability was optimized to ensure good reversibility, reproducibility

remains controversial. As a result, the experimental data failed to confirm whether

nonlinearity was present. The normalized experimental data indicate a trend that is closer

to linearity. The experiment needs further refinement to examine the simulation results.

Keywords: silicon nanophotonics, DUV optics, nonlinear optics, photothermal effect

vi

doi:10.6342/NTU202501130



Contents

T B 8 T e 1
B PRI, N\ A | I L% i
BB e e v
AADSTIACE. ...ttt ettt et h e bt et sttt et h e e bt et naee bt et v
COMERIIES ...ttt ettt ettt b ettt ettt et e e bt et e et e see et e e st e sbe e beeatesbeenbeentenbeenees vii
FAGUIE LISt .ttt et ettt et e et e e b e e saeenbeesneeenbe e saeenneas ix
TADIE LIST .ttt ettt ettt st nb et b et naeen Xi
Chapter 1. INtrodUCHION.......cceiiiiiiieeie ettt saeebeesaee e 1

1.1 Semiconductor observation: an introduction to imaging techniques..................... 1

1.2 Super-resolution imaging based on silicon nonlinear scattering ............c..ccce...... 2

1.3 SAX imaging in the DUV region based on silicon polaritonic resonance

enhanced photo-thermo-optical nonlinearity............ccceccveeveevieenciieneenieeieenen. 5
CRAPLET 2. TREOTY ...evievtieeiie ettt ettt ettt ettt e et e e e e s sbeessaesaaeesbeensaeenseensseenns 8
2.1 Mie resonance: introduction to Mie theory..........ccccvevvieiiieriieiiienieeieesee e 8
2.2 Types of surface polaritons (SPs) at the semiconductor-insulator surface .......... 18
2.3 Photothermal nanophotonic nonlinear SCattering ...........cceevercveerrierveerreesveennnens 29
2.4 Differential-excitation saturated excitation (dASAX) MiCroSCOPY ....cceeevvverevernnnens 41
2.5 Finite-difference time-domain and finite element method ............ccoceveeieneenne. 44
Chapter 3. Materials and MethodS...........ccceeiiiiiiiiiiiiiecececee e 52
3.1 Simulation StrAtEEY .....ccccveiriiieiiieeiiie ettt et e et s e e ee e ner e earee e 52
3.1.1 Particle Swarm Optimization (PSO) method for size determination........... 53
3.1.2 Simulation Setup in Lumerical and COMSOL .........ccccooevvieviieiniieerieeeee. 57
3.1.3 Matching simulation results and analytical solutions...........c.cccccvevrveenneen. 62
3.2 Experimental preparation...........c.eeecueeercieeenieeenieeeseeeeieeeeieeesieeeseveeesneesnnseesnnns 67
3.2.1 Layout of shuftled silicon nanoarrays.........cccceeevveeriveenceieenciie e 68
3.2.2 Fabrication process of shuffled silicon nanoarrays...........cccecveerveerrveennnnen. 70
3.2.3 Setup for spectrum mMeaSUIEMENT .........ccerveeererreeiireerireeeieeeereeesreeenereeeeeens 73
3.2.4 The 266 nm setup for measuring photothermal nonlinear scattering........... 75
Chapter 4 SIMulation TESUILS........cc.eiiiiiiieiiie et e 78

4.1 Polaritonic resonance of a single silicon nanodisk on a quartz substrate in the
|1 O 7 [ ) s KR RUSRRPR 78
4.2 Optimization of the radius of a single silicon nanodisk in Lumerical................. 81
4.3 Photo-thermo-optical nonlinearity of a silicon nanodisk on quartz excited at 266nm8&4
4.4. dSAX microscopy for resolution enhancement® .................cccocoooiiieiiiennnn. 88
Chapter 5. Experimental T€SUILS.........ccveiiiiiieiiiieiie ettt 91
5.1 Spectrum measurement in the DUV 1egion..........ccccveeviiieniiiiciiieeiieciee e 91

VIl

doi:10.6342/NTU202501130



5.2 Photothermal nonlinearity experimental measurement ...............ccceeveevivennneenieas 98

Chapter 6. Conclusion and future Worki...........ccocovverieeiiiiniieiieniececc s 104
6.1 COMNCIUSION -t e e e e e e e e e e eeeaeaeaeaeaeaeaaaeaesesasesesaaaassanseaseeedaaeeas 104
0.2 FULUTE WOTK .ot e e e e e e e e e e e e e e e e e e e eaeaeaeaeaasaaaaasateseaesananasasanas 105

RETEIEIICE .ttt eeenenenenesesens s senammnmnns 107

viii

doi:10.6342/NTU202501130



Figure List

Figure 1.1: Super-resolution imaging of p-SAX MIiCTOSCOPY. ...ccvvrerveerereriurerireiieeeiireeneneas 4
Figure 1.2: Concepts of external heating and self-induced optical heating............c......... 5
Figure 1.3: The refractive index and permittivity of bulk silicon material measured at a
temperature 0f 300K.. .....ccoiiiiiiiiiii s 7
Figure 2.1: Schematic diagram of Mie resonance in a dielectric sphere............cccevueeneee 8
Figure 2.2: A comparison of c-Si and a-Si with their real (n) and imaginary parts
(extinction coefficient, k) of the refractive indeX.........cccoeeveevveeiiienienneennen. 28
Figure 2.3: Photo-thermo-optical nonlinearity analyzed analytically and numerically.. 32
Figure 2.4: Refractive index and permittivity at 266 nm and 561 nm wavelengths as a
function of temperatures ranging from 300K to 1400K ............cccevvrenennen. 36
Figure 2.5: Electric field profiles along the xz-plane are shown in the DUV region..... 40

Figure 2.6: The excitation intensities (/.x) required to heat a nanoparticle to an average

temperature (7) of 700 K...oovvioriiieeeee et 40
Figure 2.7: The concept 0f SAX MICTOSCOPY .uvverevrerrierreeirierieeiresreeieesreesseesseeeseenenes 42
Figure 2.8: Concept of differential-excitation SAX (ASAX) ...covieviirienennieienieeee 44
Figure 2.9: Flowchart of FDTD calculation in space and time. ..........ccccceeeeeeneeneennnene 48
Figure 2.10: The electromagnetic field distribution in a Yee grid mesh. ...........cc..c....... 49
Figure 2.11: FDTD with field equivalence principle to separate incident field and

scattered fleld. ......oouiiiiiii e 51
Figure 3.1: Particle swarm optimization (PSO) Strate€gy. ........ccceevvvveerieeenireeeiiee e 54
Figure 3.2: Settings in a particle swarm optimization (PSO). .........cccocceeviiiiiniinnennne. 55
Figure 3.3: Trends 0f PSO. ..o 56
Figure 3.4: Generation of PSO in the form of color maps. ......cccccoeoveeiiiiiiiiiniinnene. 57
Figure 3.5: The Lumerical environment for calculating modulation depth based on PSO

1S SHOWIL L 59
Figure 3.6: Simulation environment for a single silicon nanodisk.............ccccceceeeenne. 60

Figure 3.7: COMSOL simulation environment for heating a single silicon nanoparticle.

Figure 3.8: Mie analytical SOIUtION. ..........cooiiiiiiiiiiiiiiic e 62
Figure 3.9: Scattering cross-section and absorption cross-section fit well between the

Mie analytical solution and FDTD simulation in the visible at 561 nm and

the DUV region at 266 nm wavelength. ...........ccccoeeiiiviiiiniiiiiiecee e, 63
Figure 3.10: Simulation of photothermal nonlinear scattering for single silicon
nanodisks with widths of 100, 170, and 190 nm............c..cceevvevvveeeereerinnnnns 65
Figure 3.11: Simulation of a silicon nanodisk lying on sapphire. .........ccccceevcvveenveennnenn. 66
Figure 3.12: Electric fields of a silicon nanodisk lying on the sapphire substrate. ........ 67
1X

doi:10.6342/NTU202501130



Figure 3.13: The layout of shuffled nanodisk arrays of a radius of 36 nm according to

the PSO TESULL. . .o s e e 69
Figure 3.14: The 4x5 numbers of arrays are arranged to be patterned by EBL. ............ 69
Figure 3.15: Fabrication of shuffled silicon nanodisk arrays. ........c..cccccoiioininniinnnn 71
Figure 3.16: The white light path for measuring Spectra. ..........cccceveriereenieniiiiesneriaenn. 74
Figure 3.17: The 266 nm laser light path for measuring the nonlinear scattering.......... 76
Figure 4.1: Simulation of a single silicon nanodisk lying on a quartz substrate. ........... 80
Figure 4.2: Electric field distributions of a silicon nanodisk on a quartz substrate........ 80

Figure 4.3: The modulation depth was calculated separately from a single nanodisk at
300K and 700K, .o..oouiieieiieieieieteee e e 84
Figure 4.4: Temperature-dependent refractive index of 150 nm thickness silicon
nanofilm on quartz at 266 nm wavelength............c.ccccceeeieriiieniiniiinienn, 85
Figure 4.5: Simulation results of photo-thermo-optical nonlinearity from a single silicon
nanodisk of radius 35 MM ......ooeiiiiiiiiiii e 86
Figure 4.6: Spectra of the radius of 35 nm silicon nanodisk at 300K/ 500K/ 700K. ..... 88

Figure 4.7: Relations between the scattering intensity (Isca), linear intensity (Ir), and

nonlinear intensity (INL). ..eooveveeriiriinieeeereeee e 89
Figure 4.8: SAX microscopy with differential excitation. ...........cccceveeeveereniieneenennnne. 90
Figure 4.9: Subtraction signal from linear minus nonlinear signal. ............ccccceceerennee. 90
Figure 5.1: Sample arrays with different dose times. . ......c.ccoecevieieniienenninienieeeee 93
Figure 5.2: Spectra of shuftled nanodisk arrays measured with silicon mirror as

reference background. ..........ccccccoeviiiiiiiiiiiiii e 94
Figure 5.3: Separated spectra with different doses with silicon mirror. ............c.......... 95

Figure 5.4: Spectra of shuftled nanodisk arrays measured with an aluminum mirror.... 96
Figure 5.5: Separated spectra with different doses with aluminum mirror..................... 97
Figure 5.6: The Spectrum of Array 4 shows a resonance peak at 270 nm. .................... 98
Figure 5.7: Preliminary results of photothermal nonlinearity of shuffled silicon arrays.99
Figure 5.8: Transmission signal of air (left) and its normalization signal (right)......... 100

Figure 5.9: Reversibility and repeatability of photothermal nonlinearity of the

transmitted signal of the quartz substrate..........c.cceceeveiiiiniiiiniieeiee e, 101

Figure 5.10: Reversibility and repeatability of silicon's nonlinearity..............cccceeneee. 102

Figure 5.11: Reversible measurement of silicon signal with a spot size of 2~5 pm.... 103

Figure 6.1: Comparing the experimentally measured » and k at 266 nm..................... 105
X

doi:10.6342/NTU202501130



Table List

Table 1: A chart for comparing parameters used in the DUV and the visible region ..... 39

Xi

doi:10.6342/NTU202501130



Chapter 1. Introduction

1.1 Semiconductor observation: an introduction to imaging techniques

The prospering development of the semiconductor industry endeavors to miniaturize
integrated circuits (IC) chips to form a more functional device. One important task in the
contemporary semiconductor industry lies in developing methods to inspect structures
quickly. Several kinds of electron microscopies are used for inspection, such as scanning
electron microscopy (SEM), transmission electron microscopy (TEM), and atomic force

microscopy (AFM)!23

. Even though electron microscopy offers angstrom scale
resolution, it has several drawbacks. For example, error sources in electron microscopy,
cause drifting, vibrating, beam damaging, charging, and contaminating, which will affect
the performance of modern best SEM*. Moreover, low throughput due to a small field of
view and a high-vacuum condition needs to be improved as well. On the other hand, OM
has a much higher throughput due to a larger FOV>®’. For example, a conventional
optical microscope equipped with a standard objective of 20x magnification (MPLN %20,
0.4 NA, Olympus) microscope is featured by the field of view (FOV) with 1.1-mm-
diameter and the space—bandwidth product (SBP) around 7 megapixels®.

Even though imaging semiconductors with OM is promising, OM is limited by
the diffraction limit. The optical diffraction limit’, i.e. the smallest distinguishable
distance between two points, was proved by Ernst Abbe in 1873 with the formulation,

__r _ 2 (eq. 1.2.1)

" 2nsin®  2NA

, where n is the refractive index, A is the incident wavelength, NA is the numerical
aperture, and 6 is the angle between the incident light and the normal line.

It is proportional to the wavelength and puts a curb on the spatial resolution around several
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hundreds of nanometers when using visible wavelengths. Nowadays, the critical
dimension of semiconductors is far smaller than the diffraction limit. For example, finFET
keeps decreasing and reached an unprecedented nanometer scale!®!!,

Therefore, it is impractical to use a conventional OM to inspect the state-of-the-
art electronic chips and a breakthrough of resolution limit is desired. The technique that

breaks through diffraction limits is called super-resolution optical microscopy'>!>.

1.2 Super-resolution imaging based on silicon nonlinear scattering

There are several super-resolution optical microscopies to reach spatial resolving power
beyond the diffraction limit. Contemporary techniques include stimulated emission
depletion microscopy (STED)!'*, stochastic optical reconstruction microscopy
(STORM)", photo-activated localization microscopy (PALM)', and saturated excitation
(SAX)!” microscopy. Most of them involve fluorescence as a contrast probe. Samples
under observation are usually fluorescently labeled bio-samples. However, when we
wanted to observe silicon with these mature techniques, we found difficulty in the
fluorescence labeling of I1C chips. In 2022, a paper proposed a super-resolution imaging
technique that combined a fault localization method, called laser probing, with an
algorithmic method to achieve beam positioning accuracy of better than 10 nm'®. In detail,
laser probing wavefronts in the neighborhood are extracted and correlated, yet parallel
transistors might show no difference, causing a flaw in this method. Additionally, with a
shorter wavelength of the laser probing technique, optical resolution is enhanced more
than twofold and reduces crosstalk, even though the resolving thickness of the Si substrate
is restricted by large absorption.

Different from the algorithmic method of laser probing for increasing lateral

doi:10.6342/NTU202501130
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resolution, the results published in our group took good use of the inherent properties of
a single silicon nanoparticle to demonstrate super-resolution imaging in simulation at
DUV wavelength. Our team strives to develop a real-time method for imaging silicon
nanostructure in the DUV region to break beyond the optical resolution limit with a large
throughput.

One possible method of our proposed label-free super-resolution imaging
technique is using saturated excitation (SAX) microscopy. In 2014, the first super-
resolution imaging based on plasmonic scattering: plasmonic saturated excitation (p-SAX)
microscopy was invented!® for imaging a single gold nanoparticle. With visible p-SAX
microscopy, spatial resolution was enhanced by three-fold, as shown in Figure 1.1%°.
Near-infrared p-SAX microscopy provides both contrast and resolution enhancement
over 400 pm depth in a tissue phantom from gold nanoshells?!, as shown in Figure 1.1 I.
Inspired by super-resolution imaging using a single gold nanoparticle, we explored
applying SAX microscopy for real-time imaging of Si-based chips at DUV wavelengths,

where c-Si behaves as a polaritonic material.
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{C) Depth: 80 pym 240 pm 400 pm

Figure 1.1: Super-resolution imaging of p-SAX microscopy. (a) SEM image and p-SAX images of gold
nanoparticles of diameter 100 nm. (b) P-SAX captures imaging of aggregated gold nanostructures. (c) Gold
nanoshells distributed in a tissue phantom with different thicknesses of 80 um, 240 um, and 400 pm are
imaged by p-SAX. Figures in a set were reconstructed by the signal demodulated at f,,, 2., and 3f,.. (a)-(c)

were reproduced with permission from [20].

Intriguingly, our group found that a silicon nanoparticle excited under visible
wavelength exhibits a giant optical nonlinearity’. The giant optical nonlinear mechanism
is due to the combination of the photothermal and thermo-optic effects, namely photo-
thermo-optical nonlinear scattering??, and the mechanism is shown in Figure 1.2. A single
silicon nanoparticle absorbed incident photons to be heated up, temperature changes
refractive index, and index variation modifies absorption cross-sections and scattering
resonance of a silicon nanostructure. Based on Mie resonance-enhanced efficient heating,

a silicon nanoparticle achieves an effective nonlinear refractive index nz equivalent to
4
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10" um?*mW. In comparison, bulk silicon has a thermo-optical nonlinear index of n»
equivalent to 10° pm%*mW. By applying enhanced saturated scattering to SAX
microscopy for imaging a silicon nanoparticle, the increased nonlinear component
enables the extraction of higher-order harmonics, resulting in a smaller point spread
function for resolution enhancement and achieving a 132 nm resolution with more than a

two-fold improvement’.

T (Gaps)
Light

Oabs (Ti+1)

Figure 1.2: Concepts of external heating and self-induced optical heating. It is a recursive method that starts
from light heating a nanoparticle with an absorption cross-section spectrum at every new temperature. After
heating, the new temperature reaches equilibrium and refreshes the absorption under continuous-wave

illumination. The figure was reproduced from [22].

1.3 SAX imaging in the DUV region based on silicon polaritonic
resonance enhanced photo-thermo-optical nonlinearity
A key approach to enhancing resolution in SAX microscopy is reducing the wavelength

to the DUV region. Our team achieved a 132 nm resolution using SAX in the visible
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https://paperpile.com/c/qIG0qw/KaGPn

range, and we now aim to further improve lateral resolution two-fold by shifting to DUV
wavelengths. Silicon in the visible region above 550 nm has a large real refractive index
(n) and a moderate imaginary refractive index (k), so it’s not hard to find silicon
nanostructures that show Mie resonance. A large photothermal nonlinearity was reported
to originate from the spectra shifting of a silicon Mie-resonator.
When we decrease wavelengths from the visible to the DUV region, the quality factor
(Q-factor) of Mie resonance decreases?’. The reason lies on the change of the optical
properties from its wavelength-dependent optical constants demonstrated in Figure 1.3.
The reason is based on the skyrocketing k surpassing decreasing n, which results in
negative permittivity. Even though the resonance in DUV shows a smaller Q-factor, the
negative permittivity in the DUV enables the polaritonic resonance in Si nanostructures.
We expect to use the silicon polaritonic resonance to induce thermo-optical nonlinearity
to enhance the resolution of SAX in the DUV wavelength.

Related physics for discussing polaritonic resonance starting from plasmonic
theory will be given in Ch. 2.2. Different from metals showing negative permittivity based
on oscillating free electron gas in conduction bands, silicon shows its polaritonic trait

with a resonance peak shown in the DUV region related to interband transitions®*2%-2°,

as

shown in the relative permittivity in Figure 1.3 (b), and a detailed description will be

shown in Ch. 2.3.
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In the following chapters, I’ll discuss the theoretical basics in the sequence of Mie
resonance, plasmon resonance, ultraviolet excitation of silicon polaritonic resonance,

imaging with SAX microscopy, and the finite-difference time-domain (FDTD) method.
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Figure 1.3: The refractive index and permittivity of bulk silicon material measured at a temperature of 300K.

(a) The real part of the refractive index (n) is plotted in blue, while the imaginary part (k) is plotted in

orange. (b) The real permittivity is plotted in blue, and the imaginary permittivity is plotted in orange. While

the permittivity becomes negative, it shows a polaritonic trait alike metal. The refractive index values were

reproduced from [7].
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Chapter 2. Theory

2.1 Mie resonance: introduction to Mie theory

Scattering originates from heterogeneity, enabling us to distinguish different materials via
optical excitation. In the case of dielectrics, incident light oscillates and polarizes the
bound electrons inside the material, leading to re-radiation from the atoms, which is called
scattering. Scattering intensity is mainly dominated by several factors, such as the particle
size ratio and the incident wavelength. In the following discussion, we focused on Mie
scattering, as the concept shown in Figure 2.1, in which the size of the particle is roughly

in the same order as the wavelength.

E-field

M-field

Magnetic
dipole

Electric
dipole

Figure 2.1: Schematic diagram of Mie resonance in a dielectric sphere. Electric dipole and magnetic dipole

are characterized by the interaction with incident electromagnetic waves.

In 1871, Lord Rayleigh solved the small particle scattering solution based on

Maxwell’s equations®’, where the particle size is far smaller than the incident wavelength.

8
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Afterward, Rayleigh's scattering is used to explain why the sky is blue based on the
scattering intensity bein® 4th-power inversely proportional to the incident wavelength. In
the case of the particle of almost the same scale as the incident wavelength, a theory for
solving this problem is famously named after Gustav Mie, who published a simulation
paper discussing colorful scattering from gold nanoparticles and the corresponding
Maxwell’s equations in 19088, Unlike Rayleigh scattering, Mie scattering is anisotropic,
and its scattering intensity is a complex function of particle size.?’ Kerker documented

30.31,32 in which Mie was not the

the history of solving the scattering problem of a sphere
first to solve the problem %°. The related scattering theories are named after Mie because
his work discussing the color of gold nanoparticles inspired the next generation with the
possibility of using resonance nano-scatterer structures to design optical devices, such as
an optical antenna, nanoscale sensor, and all-optical modulator. One thing to notice here
is that the size-dependent colorful gold spheres were later interpreted in terms of localized

surface plasmon resonance (LSPR), which will be discussed in the last part of this

section®?.

Mie theory is built on Maxwell’s equations with the derivation of the wave
equations in spherical coordinates. The commonly used Mie theory is also referred to as

3334 or even Lorenz-Mie-Debye theory®® for describing plane waves

Lorenz-Mie theory
scattered by a homogeneous isotropic sphere*®.
A time-harmonic electromagnetic field in a linear, isotropic, homogeneous

medium satisfies the wave equation under consideration,

VZE+k*E = 0. (eq. 2.1.1)
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VZH+k?*H = 0. (eq.2.1.2)
where k? = w?eu, (k is the wavenumber, w is the angular frequency, & is relative
permittivity, and u is permeability.)
and it is divergence-free

V-E=0,V-H=0. (eq. 2.1.3)
E and H are related by Maxwell’s equations,
VX E=iwuH,V X H= —iweE. (eq.2.1.4)
We can further develop eq. 2.1.4 in spherical coordinates (r, 8, ¢) with scalar wave

equation as,

, ¢ 1 NN 9%
r? ar( r 2sin6 69( i 60) r2sinf d¢p?

+ k%P = 0. (eq. 2.1.5)

Y(r,0,¢p) = R(r)O(0)P(¢) for separating variables and yielding three equations.

d*o 5

W+m ® =0, (eq. 2.1.6)
1 d de m?
) 1) — 0 =0, eq. 2.1.7
p 9d9(sm 0)+[n(n+ ) sinze] (eq )
d dR
—(r*— 2r? — = .2.1.8
I (r dr) + [k*r* —n(n+ 1)]JR =0, (eq )
Solving these equations, we derived,

Yemn = cos(me) PJn(COSH)Zn(kT), (eq. 2.1.9)
Yomn = sin(me) By (cos8)zy (kr), (eq. 2.1.10)

where m is an integer or zero. By is the associated Legendre functions of degree n and

order m, where n=m,m+1,.... z, is any of the four spherical Bessel functions

10
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B @

jn' Yn' n »''n -
) ,n (eq. 2.1.11)
Jn(p) = Z]n+1/2(p):
s (eq. 2.1.12)
Yu(p) = /5 Yitr1/2(0),
h$P(0) = jn(P) + iya(p), (eq. 2.1.13)
hP(p) = ju(p) — iyn(p), where p = kr, (eq. 2.1.14)

The wave equations can be expanded as infinite series based on the completeness of the
functions cos m¢, sinme, B (cosf) and z,(kr). With these, we can expand the
vector spherical harmonics, Mgy, Momn, Nemns Nomn-
Therefore, we can start to expand an incident plane x-polarized wave in spherical polar
coordinates,
E; = Eje'kreosbe. (eq. 2.1.15)

where e, = sinfcospé, — singpey.
The electromagnetic fields at all points of space are expanded based on vector spherical
harmonics. Expanding (eq. 2.1.15) in spherical harmonics, we have

® 2 (eq. 2.1.16)
E; = Z Z (BemnMemn + BomnMomn + AemnNemn + AomnNomn)'

m=

o

n=m

with the orthogonality relations of all vector spherical harmonics and the orthogonality

of sine and cosine, we proceed with the form

11
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P [T Mo |?sinG dodep

and similar expressions for Byyn, Aemn, and Agmn-

Bommn = Aopmn = 0 for all m and n, based on the orthogonality of My, Nomn and €.

The same reason also renders the remaining coefficient vanishes unless m = 1.

With the condition that the incident field is finite at the origin, j,(p) the suitable

spherical Bessel function with subscripts (1) to choose among the generating functions

Yoin » Yein- Yn Would be eliminated in this case.

Therefore, we have the expansion in the form of

w 1 1 (eq. 2.1.18)
E; = Zn:l(BolnMgl)n + Ae1nNe(13J-
Solving the numerical part containing the Legendre polynomials,
Td , . ; . dpy (eq. 2.1.19)
o E(sm@Pnl)e‘p c0s8qg, with P} = BPTY
we obtain the form,
g 2n+1 _ . oeq 2041 (eq. 2.1.20)
BOlTL =1 EO —n(n+1), and Aeln = lEol n(n+1)'

Hence, we obtained the expansion of a plane wave in spherical harmonics. For
convenience, we change the symbol to

EoMS, = M (r), and EgNG), = NV (1), yielding

oln eln

_ o ip 2n+1 @D oMy _ v 2n+1 (eq. 2.1.21)
E; = E Zn:l lnm(Moln - lNeln) - Zn=1 lnM(

1 . 1
M®P () —iNP (),
12
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with its curl, we have the magnetic field,

2n+1

k o = 2n+1 1 . 1
H = ——-E, Yo in 2 oy 4N s

— _k g ® a7 (1)
n(n+1) ©eln o1n) = _w_#2n=1 in (M, (r) + iN, (7).

With the boundary conditions indicating a continuous field, we can derive the scattering
field and field inside the particle. Two other fields are of interest, scattering fields E(7)
and H(r) outside the particle and resonant field E,(r) and H,(r) inside the particle.
An incident field is represented as E;(r) and H;(r). We want to expand them to a linear
combination of M,Sl) (r) and Nr(ll) .

(Ei(r) + E(r) — E,(r)) x e, = 0, (eq. 2.1.23)

(Hi(r) + Hy(r) — Hp(r)) x e, = 0. (eq. 2.1.24)

We expressed them in the linear combination of M,(ll) (r) and N,Sl) (r). Only the Bessel
function of the first kind takes use of z(p) that can suitably represent the field inside the

particle, E,(r) and H,(7r), like the incident plane wave.

o om + 1 (eq. 2.1.25)
. 1 . 1
By(r) = ) i s (a2 () = N (),
n
kK <o .n 2n+1 . (eq. 2.1.26)
Hy(r) = — - T " s (daM (1) + icuN D (), ¥

where ¢, and d,, are the constants for M,gl) (r) and N,El) (1), respectively.

13

(eq. 2.1.22)
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The expressions for the scattered field should be represented by sphere Hankel functions
h,(f) h,(f) because they don’t exist at the origin. They are approximated in the vicinity of
infinity as follows,
h(3)(k )~ e”‘r indicating the wave propagates outward the particle.
(4) (kr)~ — e'*"_indicating the wave propagates inward the particle.
Because the scattered field propagates outward the particle, Mr(f)(r) and Nf)(r) are

under consideration based on hgf).

E(r) = — i 2n+1( M(3)(r) LbnN,?)(r)), (eq. 2.1.27)

n(n+1)
(eq. 2.1.28)
H,(r) _—z 1 227 p MO ) + 1a,ND (1),
( n+ 1)
©) ©)
where a, and b, are the constants for M,;”"(r) and N, (7).
In the final step, we want to solve a,, and b, to evaluate the scattering efficiency. By

solving the equations with boundary conditions on the particle surface and eliminating

¢, and d, by Riccati-Bessel functions, and p = k,,r = 27;1:: T, m= :—:1 = :—:1
The boundary conditions are’’:
(eq. 2.1.29)
Yn(mp)cn + $n(p) by = P (p),
(eq. 2.1.30)

Ymp)cy +&'n(p)bn = Yr(p),

14
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. 2.1
Pn(mp)dy, + n(p)an = Yu(p), ®a. 20

’ ’ ' (eq. 2.1.32)
Ya(mp)d, + mép(p)a, = my'y(p),

where m = :—p is the refractive index ratio between the particle and the outside medium.
m

The Riccati-Bessel functions are’”:

) (eq. 2.1.33)
Yn(p) = pin(p),
(eq. 2.1.34)
£(p) = ph (p),
) Jd . (eq. 2.1.35)
¥n(p) = o= (pin(p)),
D
) 0 (eq. 2.1.36)
§(0) = 5- (5 (0)),
p
We can therefore represent a,, and b,, as,
0. = PP —mpn (Y mp) (eq. 2.1.37)
n Yr(mp)Ern(p)—En(p)Prn(mp) °
_ MY (mp)Prn(p)=Pn(p)P n(mp) (eq. 2.1.38)

n mypp(mp)ém(p)—én(p)Prn(mp)

Supposing the surrounding medium is non-absorbing, the electromagnetic energy flowing

through the particle surface is independent of the radius of the imaginary sphere, which

also enables the far-field approximation. Therefore, we have the representation for the

scattering cross-section, Cs.,, and absorption coefficient, C,;s with Mie coefficients,

a, and b,.

15
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2 €. 2.18Q)
T
Csca =77 ) 20+ Dllanl? + [bal),

n

e (eq. 2.1.40)
T
Corp = ﬁz&n + 1)Re(ay, + by),

n

(eq. 2.1.41)
Cabs = Cext — Csca-

The lowest order resonance mode is the electric dipole (ED) with n = 1. With
proper simplification on the Riccati-Bessel function by assuming that a nanoparticle is
very small*® (dimensions below 100 nm) compared to the wavelength, and the
wavenumber of a medium is k,, = )ZL—Z « 1, deriving the ED mode for connecting Mie
resonance to plasmon resonance is demonstrated from eq. 2.1.42 to eq. 2.1.49.

Noting that m = :—i, where n,, is the refractive index of a nanoparticle and n,, comes
from the outside environment. Remaining terms of order 3 in Riccati-Bessel function

leads to p3, a, and b,, with the simplified term of a; and b, without the existence of

the higher order terms>®,

i2p3m? -1 (eq.2.1.42)
“ 3 m2+72
eq.2.1.43
b, ~ 0. (eq )

The disappearance of b; means a lack of magnetic dipole.

nr+

Substituting m = %, leads to
m

16
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2 2p3 ng? —n? + i2ngn; — ny,? (eq. 2.1.44)

a, = —l 3
3 ng?—n?+i2ngn; + 2n,, %
and @ = 2p3 —igq?—ie1em+3eem—igy 2 +i2em? (eq.2.1.45)
’ B (e1+2em)2 +(2)? ’

through the complex dielectric function of metal with & = &, + ie, and &, = n,,°.

5 5 (eq. 2.1.46) and (eq. 2.1.47)
& =NR" — W%, & = 2ngny ,

We obtain the expressions of Ce and Csea for the most commonly observed localized

surface plasmon resonance (LSPR), where massive electrons lie in the conduction band.

C.. — 18me,,3/2V £2(A) (eq. 2.1.48)
eXt ™ 22 [ (M) +2em|2+e,(A)?
c. = 321t 2V2 (e1—€m)%+(2)2 (eq. 2.1.49)
AT (arh2em)PH(ex)?
The extinction cross-section is maximized when &; = —2¢,,, explaining the dependence

of the LSPR extinction peak on the surrounding dielectric environment.

Simply put, Mie theory provides a mathematical framework for describing the
absorption and scattering of small spheres with arbitrary radii and refractive indices.
Scattering can be calculated through the superposition of Mie modes in a scatterer with
different indices for a,, and b,>73%%.

Moreover, the assumption of small size-wavelength ratio for a Mie resonator helps
to purify multiple Mie modes to the electric dipole resonance with a simplification on the
Ricatti-Bessel functions for deriving eq. 2.1.42 and eq. 2.1.43. In the following section
2.2, this assumption is also beneficial for representing an ideal dipole for describing the

scattering cross-sections in eq. 2.2.3 and eq. 2.2.4, where we neglected the explanation of

the ideal dipole moment used in ®,,,;, as demonstrated in Maier’’.
17
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2.2 Types of surface polaritons (SPs) at the semiconductor-insulator
surface
A polariton*® is formed by a hybrid quasiparticle with photons coupling between the
electromagnetic wave and electric dipoles in a material, such as an optical phonon
activated in infrared, excitons in semiconductors, or plasmons in doped materials*!. To
excite the surface polaritons, it suffices to satisfy the condition of
Re[e(w)] - em <O (eq. 2.2.1)

with a negative Re[e(w)], such as silicon in DUV region.
Our discussion here is focused on the excitation of interband-transition-driven surface
polaritons in Si (containing a-Si and c-Si) nanostructures at DUV region- by considering
a sphere of a diameter d, much smaller than the wavelength, A. This assumption is used
in a classical plasmon theory for ignoring the phase and fields distribution in a particle of
dimensions below 100 nm. In general, localized surface polariton resonance is considered
a branch of Mie resonance. This assumption helps isolate the electric dipole mode from
overlapping modes in classical Mie theory®®. The second usage of this condition is to
represent an ideal dipole for the convenience of mathematical analysis.

From solving the boundary condition of electrostatic problems involving
dielectrics, where inside and outside the sphere have no free charges*?. Inside the sphere,

there are constant electric field parallel to the applied field and an electric dipole located

18
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E—&m
E+2&m

at the center, which is represented as p = 4meye,a® Ey, where g, is the

dielectric constant of the free space, and &, is that of the surrounding medium. E, is
the amplitude of the incident electric field, and « is the polarizability of the nanosphere,
defined by
@ = 4mr3 :((a‘)"))% (eq.2.2.2)
, where &(w) is the dielectric function of the nanosphere dependent on the angular
frequency, w, of the incident light, and r is the radius of the dielectric sphere.
The corresponding cross sections for scattering (Cs.,) and absorption (Cyps) i

calculated via the Poynting-vector determined from the electromagnetic fields associated

with an oscillating electric dipole with corresponding total fields, represented as

Kk* 8 —em |?
Csca = e la|? = ?ﬂk4a6 % (eq.2.2.3)
Caps = kIm[a] = 4mka®Im[_2]. (eq. 2.2.4)

The Frohlich condition for describing the resonance of dipole surface polaritons of the

silicon at DUV is deduced from C.,, and gives

Rele(w)] = —2¢,. (eq. 2.2.5)

, based on explaining the resonance condition of minimizing |& + 2¢&,,| with a slowly-

varying Im|e] around the resonance.

19
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The material absorption is represented by the absorbed energy, Agps, which is
proportional to the imaginary part of the dielectric function, Im[e(w)], and is described
by

Agps « Im[e(w)]|Eo|? (eq. 2.2.6)
Turning back to discuss the negative permittivity of silicon in the DUV region, where
strong interband transitions resulted in the increasing absorption that leads to the negative
Re[e(w)], going with an increase in Im[e(w)], featured by higher absorption.
Kramers-Kronig relations properly link the real part and the imaginary part of the

dielectric functions:

Re[e(w)] =1 +%Pj:°w’(;)}2m—_[s((va2)’)] '

Im[e(w)] = —?P 7 o2 do'

2w J‘°°Re[s(a)’)] -1
0

, where P is the Cauchy principal value integral. From these relations, an interband

transition causing increment in Im[e(w)] results in a decrease of Re[e(w)]. Therefore,

once the interband transition strength is high enough, Re[e(w)] experiences a sudden

drop and falls to be negative value, which meets the case for silicon in the DUV regime.
Moreover, polaritons in layered two-dimensional materials are mainly classified

as plasmon polaritons (PPs), phonon polaritons (PhPs), and exciton polaritons (EPs).

Propagating polaritons indicate electromagnetic modes confined in an interface

composed of materials of a positive and a negative permittivity with evanescent

20
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electromagnetic waves propagating along the direction perpendicular to the surface.
Three types of surfaces related to polaritons in crystalline silicon (c-Si) are briefly
discussed below.

Surface plasmon polaritons (SPPs) are the most widely discussed among the three
types of polaritons. The system for discussing SPP is applied to the flat interface between
a conductor and a dielectric. Here, we characterized the surface excitations in terms of
their dispersion and spatial profile with a brief discussion of the field enhancement,
starting from the wave equation. ¢ is the complex dielectric function, which could be
discussed in detail under different conditions. &, =~ 8.854 x 10~2F/m, is named

vacuum permittivity. uo =~ 1.257 X 107°H /m, is named vacuum permeability. Light

1

v €oko

speed is defined as ¢ = ~ 2.99752353 x 108 . By identifying VXV X E =

V(V-E)—V?E aswellas V- (¢E) = E - Ve + £V - E, rendering

0°D
VXVXE=—u,—=, eq. 2.2.7
o573 (eq )
0°E
V(V-E)—V?E = ~Ho€o€ 57 (eq.2.2.8)
1 0°E
V(E [V-(¢E) —E - Vg]) — V2F = _”Ogogﬁ, (eq. 2.2.9)

devoid of inhomogeneity in materials with V-& = 0 leading to V- D = 0, where D is

the dielectric displacement of linear, isotropic and nonmagnetic media, defined as

D =¢eyeE = ¢E+ P = (1+ y)E. (eq. 2.2.10)

, where P represents the electric dipole moment per unit volume, caused by the
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alignment of microscopic dipoles with the electric field.

Thus, it leads to

1 0%E
V(——E-V)—VZEz— —_— eq. 2.2.11
. € Hogof 5 (eq )
Since ¢ is neglected, we obtained
£ 0°E
V’E———=0. eq. 2.2.12
g2 (eq )
Considering a time-harmonic electromagnetic field with E(r,t) = E(r)e™'*! yields
Helmholtz equation,
V2E + k2¢E = 0. (eq. 2.2.13)

where ky = % is the propagating wave vector in vacuum.
Describe the electromagnetic field in Cartesian coordinate with E(x,y,z) =
E(z)e™"* = E(z)e~%=* inwhich B is called the propagation constant of the traveling

waves for an infinite long metal film by assuming

0%E,(z

—x( ) + (ke — BYE, = 0. (eq.2.2.14)
0z?

As for the magnetic field H(x,y,z) = H(z)e"Y = H(z)e*®»Y yielding the form of

OzHy(z)

52 T (k§e — BHH, = 0. (eq. 2.2.15)

The mentioned electromagnetic wave demonstrated in (eq. 2.2.15) is also called the
transverse magnetic modes (TM or p) modes, corresponding to the electric field

demonstrated in (eq. 2.2.14).

0B

Recalling Faraday-Lentz’s lawas VX E = — e

(eq. 2.2.16)
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oD

and Ampere’slawas VX H = [, + —.

at

Remembering D = gy¢E and B = puyuH.

o . 0 .
For harmonic time dependence, it goes with 5 = Tl

(eq.2.2.17)

Following curl equations demonstrated in (eq. 2.2.16) and (eq. 2.2.17), we derive

0E, O0E, _ . .
dE, 0E, .

Io5x 9%z _ H.-
0z ox  @Holly
O0E OE

A H
ax 9y 1WHo iz

And the corresponding equations for magnetic fields

0H, O0H, )
3y o —lwegeEy;
J0H, O0H, .
57 9x —iwegeE,;
0H, O0H )
a_xy_ ayx = —iweyeE,.

For z > 0, it shows

For z < 0, it shows

Hy(z) = Aje'Pre~2?,

1

WEpEL

Ex(2) = iA,

E,(2) = —A, —L—eibxekez,

WEpEL

Hy(z) = Aje'Prekaz,

1

WEpEL

E.(2) = —iA, k,etBxekiz,

E,(z) = —A, —L—eifxekaz,

WEYE,

23
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(eq. 2.2.19)
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First of all, we discuss only metal-dielectric interface with inherently positive real
dielectric constant (or permittivity) &, and that of complex dielectric constant for
metallic of Re[e;] < 0. Noting that k; = k,;(i =1,2) follows the wave vector
perpendicular to the interface of material with &; and &,. In the meantime, defines the
evanescent decay length of the fields Z = 1/|k,|, called reciprocal value acting as the
ability for confining the wave in the perpendicular direction.

With the boundary condition A; = A,, it leads to

’;_j - _i_i (eq.2.2.20)
, which also indicates that the surface wave exists only at interfaces between materials
with opposite signs of dielectric permittivity, the same as the demonstrated conductor-
insulator surface.
Replacing (eq. 2.4.12), (eq. 2.4.13) and (eq. 2.4.14) into (eq. 2.4.9) leads to

k? = B? — k2¢ (eq.2.2.21)
, where ko, = 2m /A means the vacuum wave number.
Combining (eq.2.4.15) and (eq. 2.4.14) derives the dispersion relation of propagating
SPPs at the interface

ksp =B = ko \/% (eq. 2.2.22)
It doesn’t matter whether the permittivity of metal, &;(w), is real or complex number

going with a term for dissipation, the surface plasmonic dispersion relation is
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accomplished.

Secondly, we briefly discuss the transverse electric mode (TE mode) and its
possibility of initiating the surface plasmon polariton on the metal-insulator surface. It
turns out that there is no possibility with a pure transverse electric wave.

Specifying the electromagnetic wave in the region of z > 0 gives
E,(2) = Aye'Pre ke,

H.(2) = —i4, wiﬂo kyeibxe=ke?, (eq. 2.2.23)

B_ oiBxp—kaz
WHho

Hz (Z) = Al
For z < 0, it goes with

Ey(z) = Aje'Frekaz,

H,(2) = iA, — k,etPxekiz, (eq. 2.2.24)

WHo
H,(z) = A, L eiFxekiz,
z WHo
From the continuity of E,, and H, gives
Since it requires k; and k, asthe confinement on the surface, the only existing solution
is A; = A, =0. It indicates that surface polaritons can only be excited by TM
polarization rather that TE mode.
However, the material we are concerned about is silicon, which is not a standard

metal. Interestingly, silicon has negative relative permittivity, making it an optical
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polaritonic material in the DUV region. Therefore, it is better to include surface phonon
polariton and surface exciton polariton based on the multiple indirect band gap transitions
(demonstrated in section 2.4) and the intrinsic electron-hole pair in the bulk c-Si.

Surface phonon polariton arises from coupling the electromagnetic field to lattice
vibrations of polar dielectrics, such as SiC, at infrared frequencies. Silicon is not a polar
dielectric, but it still demonstrates insulator behaviors and an induced dipole moment.
Therefore, all facts indicate that c-Si contains more than one kind of polaritons*->,

In 2025, an ultra-thin layer of a-Si showed the possibility of exciting long-range
surface polaritons (LRSPs) in the visible and ultraviolet region at which a-Si is a strongly
absorbing dielectric*. Secondly, the pioneering work published in 1990 by Yang et al.**
already demonstrated the excitation of LRSPs in thin films at the infrared wavelength at
which the material behaves as a strongly absorbing dielectric. Hence, it is promising that
other strongly absorbing dielectric materials, such as c-Si at DUV wavelength, might
show similar effects. Thirdly, by comparing the refractive index of a-Si to that of c-Si, c-
Si has an even sharper positive real and a larger imaginary part of the refractive index
from the wavelength 290 nm to 380 nm. With a shorter wavelength below 290 nm, not
only a-Si but also c¢-Si demonstrate a negative permittivity, behaving as a strongly

absorbing dielectric. Yet, both materials go with a negative permittivity and obey what

KK-relation® told us that a peak in the imaginary part of the dielectric function, &'y,
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leads to a jump in the real part, &';, as demonstrated as Figure 1.3. What’s more, when
the electrons are excited from the valence band to the conduction band, strong interband
transition leads to negative permittivity with large absorption. Moreover, when an
electron goes from the valence band to the conduction band***’, leaving a hole in the
valence band, the negatively charged electron and the positively charged hole form a
bound state. This kind of electron-hole pair quasiparticle is called an exciton.

Last but not least, surface exciton polaritons are elementary excitations
propagating along the boundary between a dielectric medium and a Wannier-type crystal
excited in bulk. In general, elementary excitations are classified into three parts: the lattice
vibrations described by phonons, the collective vibrations of free electrons in the
conduction band named plasmons, and the excitation of the electron-hole excitations
described by excitons. Therefore, the thin bulk c-Si*® surface immersed in the air is

suitable to be described by three kinds of polaritons*” rather than one of them.
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Figure 2.2: A comparison of c-Si and a-Si with their real (n) and imaginary parts (extinction coefficient, k)
of the refractive index. The figure was reproduced from [48]. The n and k& follow the KK-relation, which
endows a peak in the real part lying in a slightly larger wavelength than the peak of the imaginary part of
materials.

In brief, the conclusion of section 2.2 was corrected to a more general term for c-
Si as “localized surface polariton resonance” to suit the physical properties, with the
assumption of a much smaller size of the nanoparticle being much smaller than the
excitation wavelength. Even though the assumption doesn’t correspond to the simulation
condition used in this research, it helps a simpler form to represent the electric dipole
resonance in eq. 2.1.48 and 2.1.49, and more ideal form for the mathematical description
of representing a nanoparticle as an ideal dipole to articulate eq. 2.2.3 and eq. 2.2.4.
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Additionally, the key physics among these two sections includes:

First, according to eq. 2.1.42 and eq. 2.1.43 with the simplification of Riccati-Bessel
functions, a; corresponds to electric dipole resonance, while b; = 0 indicates the
absence of magnetic dipole resonance in localized surface polariton resonance.
Secondly, a polariton in the DUV region is excited at the interface with a negative sign
on the permittivity of two materials, such as c-Si-air interface or c-Si-silica interface in
the DUV region.

Third, the fundamental physical properties of crystalline silicon in the DUV region exhibit

polaritonic resonance.

2.3 Photothermal nanophotonic nonlinear scattering

Nonlinear optical research involving various materials holds great promise for bridging
nanophotonics with modern techniques for nanoscale semiconductor observation and the
development of all-optical switches for integrated circuits. A significant breakthrough in
this field was the discovery of plasmonic saturated excitation (p-SAX) microscopy, which
emerged from the study of saturated excitation in gold nanoparticles. This technique
modulates the excitation intensity temporally and demodulates the scattering intensity at
harmonic frequencies, enabling label-free imaging of gold nanospheres. p-SAX has

demonstrated enhanced spatial resolution, achieving A/8 of the excitation wavelength, and

29

doi:10.6342/NTU202501130



has also improved imaging depth.

A historical review of the enhanced photothermal nonlinear scattering by our lab
starts with discussing surface plasmon resonance (SPR) in the visible wavelength. The
plasmonic field enhancement in metallic nanostructures can lead to a largely enhanced
nonlinear refractive index as high as n,~1 um?/mW , which is three orders of magnitude
higher than that of the bulk material. This effect is understood through the quasi-static
approximation of the classical Mie theory, where the origin of photothermal optical
nonlinearity is partially attributed to temperature-dependent permittivity, as described by

(eq. 2.3.1),

ep(T) — €
gp(T) + 2&p,

(eq. 2.3.1)
Osca(T) = 3 wrtre

, where 0., (T) is the scattering cross-section, 7 is the radius of the nanoparticle, &, is
the complex relative permittivity for a nanoparticle, and ¢, is the relative permittivity
from the surrounding lossless medium, T is the temperature for the nanoparticle,
influenced by both electrons and phonon temperatures. Under CW illumination, the
temperature difference between electron and phonon is small, and assuming that the
thermal conductivity of the background medium is much lower than that of the
nanoparticle, so the temperature increment of the nanoparticle is much larger compared

to that of the background with a constant permittivity. When the denominator is zero, i.e.
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Re(g, + 2€,)=0, resonance appears with the denominator remaining the imaginary part
&p. With increasing excitation intensity of the incident light, the SPR resonance peak
broadens due to the reduction of gy, through photothermal effects, which results in a
slowdown in the increase of scattering intensity. In Figure 2.3, the real and imaginary
parts of the permittivity are shown in (a) under 564 nm laser illumination. In Figure 2.3(a),
the blue dots represent the permittivity calculated using the linear temperature model,
while the black line corresponds to the analytical solution of the coupled heat and
Maxwell equations. Figure 2.3(b) illustrates the relationship between the excitation and
scattering intensity of a gold nanoparticle with a diameter of 80 nm under continuous-
wave (CW) laser illumination at 561 nm. The analytical solutions, obtained using the
quasi-static approximation, and the Mie theory are represented by the green and black
lines, respectively, and are solved using the coupled equations with the absorption cross-
section. The red dots in (b) correspond to the experimental results in (b).

It was not until 2020 that research on silicon nanoparticles revealed their giant
optical nonlinearity, attributed to Mie resonance-enhanced light-matter interactions. This
discovery opened new possibilities for GHz all-optical control at the nanoscale and super-
resolution imaging of silicon, achieving more than a two-fold enhancement in spatial
resolution in the visible region. Building upon this pioneering work, our present study

aims to explore the deep ultraviolet (DUV) region, further expanding the potential
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applications of nonlinear optical microscopy.

Unlike metals, the polaritonic resonances of silicon in the DUV region originate

from strong interband transitions between the valence and conduction bands, leading to a

sharp permittivity peak in the deep ultraviolet (DUV) region. Similar to how Mie

resonance explains photothermal nonlinearity in the visible region, the polaritonic

resonance of silicon may satisfy eq. 2.3.1, thereby enabling the explanation of

photothermal nonlinearity in the DUV region.

(a) (b)
—10]
= .
ey o 5 8"
= 6
& |
sod
o 00 02 04 06 08 10
iy (MW/em®) ine (MW /em?)

Figure 2.3: Photo-thermo-optical nonlinearity analyzed analytically and numerically. (a) Real and

imaginary parts of the permittivity of gold nanoparticles of diameter (D) 100 nm under CW laser excitation

at wavelength 564 nm. The blue dots are permittivity calculated by the linear temperature model. Solid

black lines indicate the analytical solution combining the coupled heat and Maxwell equations. (b)

Excitation intensity at 560 nm CW laser and the corresponding scattering intensity of a single gold

nanoparticle of D=80 nm. The green dashed line and black solid line are numerical solutions by solving the
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coupled equations with the absorption cross-section calculated by quasi-static approximation and Mie

theory, respectively. Red dots come from experimental results. (a) and (b) are reproduced from [30].

In our previous discussions in the visible region, detailed analyses of the
photothermal nonlinearity of the effective nonlinear index (n2) were conducted. For bulk
silicon, ny approaches 10~°um?/mW, which is three orders of magnitude larger than
Kerr-type nonlinearity, where n is approximately 10~°um?/mW . The heating
mechanism in silicon, known as the thermo-optical effect, is explained by two self-
induced optical heating processes®?. First, the photothermal effect arises from material
absorption, which depends on the absorption cross-section of incident light and leads to
a temperature increase. The absorption cross-section is determined theoretically using
Mie resonance and measured experimentally via spatial modulation spectroscopy. This
temperature increase, in turn, triggers the thermo-optical effect, where the absorption
cross-section changes as a feedback response to temperature variations. These two
processes alternate until thermal equilibrium is reached. The relation of the temperature
and the refractive index is

n=ny+ Z—:AT. (eq. 2.3.2)
In this equation, Z—: it has the same meaning as the temperature coefficient and AT is the
temperature increment based on light-heating materials. The equilibrium temperature is
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calculated by Fourier’s heat equation®,

aT
pC, P kV2(T) = al, (eq.2.3.3)

where C, is the heat capacity of the nanoparticle, p is the density, k is the thermal
conductivity, a is the absorption coefficient, and I is the intensity of the light source. In
the equilibrium state, the first term in the heat equation can be eliminated, so we are left
with
—kV?2(AT) = al. (eq.2.3.4)
Integrating over the region of radius r, we therefore derived,
_alr?

AT = o (eq. 2.3.5)

Replacing this with the refractive index, we have
n =n0+2—;”%21. (eq. 2.3.6)
Hence, we derive the nonlinear refractive index for the photo-thermo-optical effect in the
following representation,
n, = d—na—rz. (eq.2.3.7)
aT K
In summary, the nonlinear refractive index (n,) is influenced by Mie-resonance-
enhanced giant photothermal nonlinearity, which depends on Z—:. Therefore, we analyzed
the gradient of the refractive index in the visible wavelength range, as shown in Figure

2.4 (c) and (d).

Furthermore, since our goal was to tune the wavelength to the deep ultraviolet
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(DUV) region to explore the distribution of nonlinearity and its role in enhancing spatial

resolution, we did not limit our discussion to the refractive index at 561 nm. Instead, we

also examined the refractive index at 266 nm, as demonstrated in Figure 2.4 (a) and (b).

In Figure 2.4 (c), the refractive index (n) in the visible region varies by 3%, ranging from

3.98 to 4.1, while the extinction coefficient (k) varies by 2.2%, ranging from 0.023 to

0.0737. In the deep ultraviolet (DUV) region, as shown in Figure 2.4 (a), n exhibits a 15%

variation, ranging from 2.2 to 2.53. Similarly, & decreases by 3.85%, from 4.368 to 4.2,

as the temperature increases from 300K to 700K. Here, n denotes the extent of light

bending, while k characterizes the material’s absorption properties.

Moreover, the permittivity data shown in Figure 2.4 (b) and (d) provide valuable

insight into the optical properties of silicon from permittivity. If the real part of the

permittivity is greater than 0 with positive permeability, the material is classified as a

dielectric material®?

. Conversely, if the real part is less than 0, the material cannot support
propagating light waves, and reflection or plasmonic effects dominate. Thus, the
discussions in panels (b) and (d) are relevant for understanding these properties.

In Figure 2.4 (b), for the discussion of the material in the DUV region, the real
part of the permittivity ranges from -14.2 to -11.3 as the temperature increases from 300K

to 700K, showing a 20.4% variation. The imaginary part varies from 19.3 to 21.3, with a

10.36% variation. In the visible region, the real part of the permittivity ranges from 15.84
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to 16.744, exhibiting a 6.9% variation, while the imaginary part increases from 0.07 to

0.16878 with a 141% increment. To the first order of approximation, the variation in the

real part in the DUV region is four times greater than that in the visible range, suggesting

that the photothermal nonlinearity at 266 nm might be more significant than that at 561

nm.

However, determining the modulation depth solely from variations in the

refractive index or permittivity is challenging, as the resonance induced in the

nanoparticle depends on both its size and shape. Therefore, numerical simulations are

essential for analyzing light-matter interactions, making them a crucial component of the
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Figure 2.4: Refractive index and permittivity at 266 nm and 561 nm wavelengths as a function of

temperatures ranging from 300K to 1400K. (a) The real and the imaginary parts of the refractive index (n
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and k) are plotted at 266 nm. (b) The real and imaginary permittivity are shown at 266 nm. (c) The real and
imaginary refractive index at 561 nm. (d) The real and imaginary permittivity at 561 nm. The refractive
index values are reproduced from [7].

Table 1 contains the information on the real part or the imaginary part of the
refractive index as a function of temperatures, n(T) and k(T), and the permittivity,
eg(T) and &/(T), and the absorption cross-sections as a function of temperatures,
Caps(T) between 300K to 1400K.

First of all, for the SiNB with a temperature transition from 300K to 700K at 561
nm wavelength, n varies from 3.98 to 4.092, and k varies from 0.000884 to 0.0206.
For the DUV region at 266 nm wavelength, n varies from 2.212 to 2.5305, and k varies
from 4.368 to 4.206. Transitions from the visible to the DUV region, the imaginary part,
k, becomes larger than n, indicating a negative permittivity in the real part. This causes
the silicon nanostructure to become a polaritonic material in the DUV region. The
representation of the real part or the imaginary part of the permittivity is also listed nearby
n and k value.

A debate arises over whether the strong absorption of silicon in the DUV region
leads to proportionally strong absorbed energy, based on its dependence on the imaginary
part of the permittivity and the squared magnitude of the exciting electric field along the

direction of the absorption dipole moment, as described in a paper published in 20256, It
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is expected that a 35 nm-radius SiND in the DUV region—despite having half the volume
of a 100 nm-width SiNB in the visible region—exhibits 200 times greater absorption,
potentially resulting in 100 times more absorbed energy in the DUV region. Therefore,
we plot Figure 2.5 to visualize the electric field distributions and Figure 2.6 to clarify how
large the /.. we need to heat up a nanoparticle to an average temperature 700K.

As a result, Figures 2.5 (a) and 2.6 (a) show that LSPR confines the electric field
to the surface in the DUV region, enabling a 7=35 nm SiND to reach 700K with an /e of
22 mW /um?. In the visible region, heating a w=100 nm SiNB to 700K requires an
Iox of 8.5 mW /um?, as shown in Figures 2.5 (b) and 2.6 (b). Figures 2.5 (c) and 2.6 (c)
indicate that a w=170 nm SiNB requires 6.8 mW /um?, while Figures 2.5 (d) and 2.6 (d)
show that a w=190 nm SiNB requires 5.3 mW /um? to reach the same temperature.

In conclusion, although a SiND with a radius of 35 nm in the DUV region (266
nm) exhibits higher absorption, its limited electric field intensity results in greater
absorbed energy in SiNBs with varying widths in the visible region (561 nm). This leads
to smaller absorption cross-sections (Capss) as a function of temperature for the SiND in
the DUV region, compared to those of the three types of SiNBs in the visible region, as

listed in Table 1.
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Table 1: A chart for comparing parameters used in the DUV (266 nm) and the visible region (561 nm)

contains the information on the real part or the imaginary part of the refractive index, n(7) and k(7), and

the permittivity, €z(7) and &;(7), and the absorption cross-sections (Cass) as a function of temperatures

between 300K to 1400K.
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(a) r=35 nm, SiND (DUV, 266 nm)

(b) w=100 nm, SiNB (Vis., 561 nm)

(c} w=170 nm, SiNB (Vis., 561 nm})

B A

Figure 2.5: Electric field profiles along the xz-plane are shown in the DUV region at 266 nm for (a) a SIND
with radius =35 nm, and in the visible region at 561 nm for (b) a SiNB with width w=100 nm, (c) w=170

nm, and (d) w=190 nm. The incident plane wave is x-polarized and propagates along the -z direction.

(b) w = 100nm SiNB, 561 nm
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Figure 2.6: The excitation intensities (/.x) required to heat a nanoparticle to an average temperature (7) of
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700 K are shown in the figure. For (a), a ¥=35 nm SiND at the DUV region (266 nm) requires an /.. of 22
mW /um? to heat it up to 700K. The required I, to heat a SiNB in the visible region (561 nm) to 700 K is
8.5mW /um? for w=100 nm in (b), 6.8 mW /um? for w=170 nm in (c), and 5.2 mW /um? for w=190 nm

in (d).

2.4 Differential-excitation saturated excitation (dSAX) microscopy

The distinguishable distances between two point spread functions (PSF) define the
resolution of optical microscopy. If we could get the image of signals with smaller PSFs,
we could resolve a smaller distance between two PSFs, hence increasing the resolution.
If the resolution surpasses the optical resolution limit, super-resolution is achieved. In this
section, we’ll demonstrate two kinds of SAX super-resolution optical microscopy, one is
conventional SAX and the other is differential-excitation SAX (dSAX) microscopy for
achieving super-resolution imaging?®.

In conventional SAX microscopy!®, the extraction of nonlinear fluorescence
signals is achieved by harmonic demodulation techniques to achieve super-resolution
with different harmonics. A higher order of harmonics signal contributes to a smaller PSF.
The strategy of conventional SAX microscopy is shown in Figure 2.5, saturated scattering
(SS) of a fluorescence signal is excited under stronger incident laser illumination. Fourier
transform of the SS contributes to a frequency spectrum of several harmonics. If the light
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incident is not strong enough to excite a nonlinear response, only linear scattering is
shown. The corresponding Fourier transform shows a single frequency identical to that

of the incident light.
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Figure 2.7: The concept of SAX microscopy. The center image represents the PSF of the focal point. Near
the center part of the PSF, light intensity is the strongest, causing a nonlinear response for showing saturated
scattering (SS). Fourier transform of the SS shows higher-order harmonics in the frequency spectrum. On
the edge of the Gaussian beam, light intensity is weaker, so only linear scattering is excited. Fourier

spectrum shows an identical frequency to the incident frequency. The figure was reproduced from [29].

Unlike conventional SAX using harmonic demodulation techniques, dSAX
proposed by Hampolickova et al, extracted saturated fluorescence signals varying with
different excitation intensities and compared different degrees of excitation saturation to
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improve the SNR. The scheme of dSAX is shown in Figure 2.6. The Linear signal minus
the nonlinear signal leads to the subtraction signal. This subtraction signal shows
resolution enhancement compared to the linear signals. The subtraction signal is obtained

according to eq. 2.5.1,

IFL(Iex) = Qqlex + azlex2 + a316x3+- = IL(Iex) = Inp(Iex) (eq.2.5.1)

Iz (I.,) is the scattering intensity of fluorescent molecules, and it can be expanded to
orders of excitation intensities (aloy + Aylpy> + azl,y>+..). 1, (o) is the linear signal
and Iy;(l.y) is the difference between the linear and subtraction fluorescent signal,
Ie; (Ipy). I (Ioy) minus Iy (I,,) results to the nonlinear intensity with enhanced SNR
ratio, as shown in Figure 2.6.

Combining dSAX and conventional SAX means tuning the excitation intensity by
conventional SAX microscopy to enhance resolution. By improving the SNR with better
beam quality and comparing SAX of different signal qualities, the spatial resolution is
improved. In this thesis, even though we don’t have the experimental result showing
saturation scattering with different harmonics, we used simulational scattering

nonlinearity with the concept of dSAX to achieve a narrower PSF.
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Figure 2.8: Concept of differential-excitation SAX (dSAX) proposed by Hampolickova et al. A narrower
PSF is achieved by subtracting the nonlinear fluorescence signal from linear scattering intensity. (a)
Relations between saturated fluorescent signal (Ir), linear intensity (Ir), and nonlinear intensity (Inv). (b)

Relation between Ip. and Irr. (c) Inp from subtracting I from I shows a narrower PSF compared to Iy.

Figures were reproduced from [28].

2.5 Finite-difference time-domain and finite element method

Faraday and Ampere’s discoveries are the essence for Maxwell to unify the form of
electromagnetic waves (EMW). There is no doubt that Maxwell’s unification reached a
milestone in classical electrodynamics; the missing term of the displacement current,
which requires a physical basis, articulates the physics map of EMW. Maxwell’s
equations remain the development basis of electro-technology since the nineteenth
century>®. Many EMW interaction problems solved are related to the arbitrary shapes of

particles illuminated by scattered fields. Therefore, an efficient way to calculate the
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scattered field based on total-field or scattered-field (TFSF) incident light source

equipped in most commercial finite-difference time-domain (FDTD) solvers prevail due

to its high efficiency.

The basis of FDTD lies in Maxwell’s equation. If we consider Maxwell’s

equations in Cartesian coordinates, they are described in the following form in a single

medium, which is linear, isotropic, and homogeneous in vacuum and no electromagnetic

source,

JH, 1 aEy aEy .
ot = ;[ e - dy - (Msourcex + 0"H,)]

0H, 1 0E, OE,

ot = ; [ Ox - e - (Msourcey + G*Hy)]

0H, 1 0E, OE, )
ot = ;[ay - Ox - (]VIsourceZ +0 Hz)]

0E, 1
ot ¢

oH, 0H,
ay - 0z - (]sourcex + O-Ex)]

[

0E, 1 0H, 0H,
ot - ;[ dz - dx - (]sourcey +6Ey)]

0E, 1 0H, OH

ot - ;[ dx - ayx - (]sourcez + UEZ)]

(eq. 2.6.1)

(eq. 2.6.2)

(eq. 2.6.3)

(eq. 2.6.4)

(eq. 2.6.5)

(eq. 2.6.6)

, where o: electric conductivity (S/m) and ¢*: equivalent magnetic loss (2/m).

The numerical method used in FDTD is the central difference method (¥ # £ &

%), used to simplify terms in solving partial differential equations in the following Taylor

expansions:
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_ f1(x) [
fxt4x)=f(x) £ TH (4x) + > (4x)% + 0(4x)3. (eq.2.6.7)
Afterwards, we rearranged terms to obtain appropriate differential equations:

Fl(x) = [Era07) L;—Tf"(x) + 0(4x)? or

Ax
fla) = L0 2 )+ 0(ax)2. (eq. 2.6.8)

Tidy up the differential equation and neglect higher order terms, we obtained the central

differential equations as the following representation,

’ o f(x+Ax)—f(x—4x)
fi(x)= e . (eq. 2.6.9)

In discretizing Maxwell’s equations, FDTD applied the Yee algorithm for doing
so**. Kane Yee first proposed the basic algorithm of FDTD in 1966. Later on, Allen
Taflove and M.E. Brodwin obtained the numerical stability for Yee’s algorithm, who first
solved the sinusoidal steady-state EM scattering problems in two- and three-dimensional.
This solution becomes an example in a lot of textbooks regarding classical computer
programs. We’ll discuss FDTD in detail with a precise mathematical form for clarity after
a rough understanding of some basic properties of FDTD and its comparison to another
commonly used finite element method (FEM).

In discretizing Maxwell’s equations based on the Yee algorithm, space and time
are meshed. We can rename every point in space and time respectively as (i, j, k) and nAt,
among which At is the time interval and n is the integer multiple of the time interval.

Therefore, we can represent a function of space and time as,
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f(i,j, k,nAt)

= fi,r;',k

(eq. 2.6.10)

with the concept of the central difference method, we discretized and tidied up the

following equations:

i j+1/24t At N N
E n+1/2 _ ( 28ij+1/2 ) n-1/2 + & ,j+1/2 [Hzli,j+1_Hz|i,j i n ]
i,j+1/2 — 7] J+1/24t xlij+1/2 0 j+1/24t Ay ]sourcex i,j+1/21>
28ij+1/2 28jj+1/2
(eq. 2.6.11)
_Oi-1/2,j+14t At n N
E. | nt1/2 = ( 28 j11/2 ) n-1/2 + Ei—1/2,j+1 [— Hz|i,j+1_Hz|i—1,j+1_
i-1/2,j+1 — 1+0i—1/2,j+14t yli-1/2,j+1 1+6i_1/2_j+1At P
28i_1/2,j+1 28i_1/2,j+1
Jsoureey | F-1/2,/] (cq. 2.6.12)
sourcey | i—-1/2,j1> qJ. £.0.
o* At
LY G At E |n+1/2 _E |n+1/2
H |n+1 _ ( 2”11+1 ) | Hij+1 [x ij+3/2” "% lij+1/2
z1i,j+1 1+0' i j+1At) 7 Z ,j+1 +f’*i,j+14t Ay
2Mij+1 21 j+1
E |n+1/2 _E |n+1/2
Yli+1/2,j+1 “Y li-1/2,j+1
Ay - Msourcex]- (eq- 2-6-13)

The interval of time and space differs by 0.54, as shown in Figure 2.7. From these

discretized equations, we can generate every next step electric field from its former

electric and magnetic field according to Yee grid mesh as shown in Figure 2.8.

Courant—Friedrichs—Lewy (CFL) stability criterion describes that information

traveling distance during every timestep length must be lower than the distance between

meshes. Time and space must satisfy the rule for keeping stable during every calculation

in iterations.

cAt <

= )2+<—)2+(Az)2
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represents the spatial resolution along the x-axis, y-axis, and z-axis, respectively. In a one-
. . . A . J
dimensional mesh settings, we have At < % It has to be satisfied to approach stability

in the simulation.

Figure 2.9: Flowchart of FDTD calculation in space and time. The basic idea of the Yee algorithm in 1

dimension. Brown color represents magnetic fields, blue color represents electric fields, and black arrows

indicate the direction of incident light.

FDTD is mainly used to solve differential equations, such as Radio Frequency

(RF) and microwave applications. Additionally, FDTD comparable to the finite element

method (FEM) is fast because it does not need to solve matrix equations or simultaneous

equations. Mesh constructions in FDTD are distributed according to Cartesian

coordinates in space. Comparable to that of FEM, where mesh settings are stored in the

matrix and its storage contains what components are built for, FDTD offers fast
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calculation and less storage. Additionally, FEM is more suitable to be considered with a
low frequency of 50Hz comparable to FDTD. Nevertheless, precise mesh settings with

FEM enable the simulation of various structures in detail.

3 (i, j, k) = (i+1,j,k)

y
E
& }r : T

= _,:ftHJ, -
o

(L,j+ 1, k)

Figure 2.10: The electromagnetic field distribution in a Yee grid mesh>. Inside FDTD, the discretization of
space and time is named with every mesh point (i,j,k,nAt). At is a time interval, and n is an integer multiple

of At. The figure was reproduced from [53].

TFSF technique is an efficient technique widely used in FDTD modeling to
compute scattered fields with equivalence principle>*>, by which the incident wave is
separated into the total field and scattered field, as shown in Figure 2.9. Basic TFSF light

source propagating in space can be formulated by electric field E and magnetic field H
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propagating in an isotropic non-dispersive medium of permittivity &, permeability u,
electric conductivity o, and magnetic loss ¢*

e(X)0E(x,t) + c(X)E(x,t) =V X H(x,t) — Jinc(x50,t), (eq. 2.6.14a)

u(x)oH(x,t) + o*(x)H(x,t) = =V X E(x,t) — M. (x50,t), (eq.2.6.14b)
where the differential operator d;(-) is a partial derivative concerning time t, and x =
[x,v,z] € R3. 02 indicates the magnetic light sources exist at the interface of the total-
field region £, and the scattered-field region ()5. The above functions are comprised of
electric current density Ji,.(X50,t) and magnetic current density M;,.(x30,t) as
forcing functions to form a set of inhomogeneous partial differential equations. The
incident wave here is generated by the electric and magnetic current sources, Jsyyrce and
Msource, With which its interaction with the target forms a total EM field, E; and Hy.
Relations between incident, scattered, and total field are represented as E; = Ej;, + Es
and Hy = H;,. + Hg. A more precise description is shown as E(x,t) = Eg(x,t) +
Einc(x,t) and H(x,t) = Hg(x,t) + Hjpo(x, t) for x € 04, belonging to the total-field
region. The exterior fields, containing only scattered fields are E(x,t) = Eg(x,t) and
H(x,t) = Hg(x,t) for x € f)s. In short, the discontinuity of the EM field, J;,,.(x50,t)
and M, (x50,t) lieson x € 042, where the subscripts S and inc denote the scattered and

incident waves, respectively.
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target ~
5.9 H T Er

boundary
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J, %M

M,

inc? inc
( equivalent )

Figure 2.11: FDTD with field equivalence principle to separate incident field and scattered field. (a) is the

original problem consisting of total fields filling all of the space. (b) demonstrates the equivalence principle

applying to the problem, which divides the space into total-field and scattered-field regions. The figure was

reproduced from [55].
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Chapter 3. Materials and Methods

In this chapter, we’ll introduce sample fabrication in experiments and the settings of

simulation files.

3.1 Simulation strategy

The goal of the simulation is to demonstrate photothermal nonlinear scattering in silicon
nanostructures heated by laser-induced polaritonic resonance. First, we explain how the
optimal radius of the structure is determined using an optimization function. Once the
radius is established, we simulate temperature-dependent absorption cross-sections to
derive the relationship between excitation intensity and temperature. To model
photothermal nonlinearity, we employ three approaches: two setups in Lumerical and one
in COMSOL.

In this study, we use the finite-difference time-domain method (FDTD) in Ansys-
Lumerical (Lumerical, Inc., FDTD Solutions) combining finite element method (FEM)
simulations in COMSOL Multiphysics (COMSOL, Inc.) to study the optical properties
from a single silicon nanodisk. Lumerical FDTD simulation is used to calculate the
scattering cross-section or absorption cross-section in a thermo-optical process based on

the temperature-dependent silicon refractive index. The absorption cross-section is input
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to COMSOL for calculating heat flux based on the Fourier heat equation. This simulation
method is identical to those demonstrated in the previous work’.

3.1.1 Particle Swarm Optimization (PSO) method for size determination

First, we want to determine the radius of the silicon nanodisk used for simulating
photothermal nonlinear scattering. Since the nonlinear scattering reported in our previous
research relies on a temperature-dependent refractive index that causes spectrum shift
under different temperatures, we used PSO for calculating the modulation depth, which

is defined by the ratio of the scattering cross-section spectrum difference between 300K

and 700K with the initial spectrum at 300K, i.e. C“a’ggoK ~Cscat00k 54966 nm wavelength.
sca,300K

The concept of modulation depth here is the same concept shown as nonlinear deviation
ratio (NDR)’ or the modulation depth reported>.

PSO is inspired by the immigration of animals in groups to profit from others’
experiences, as the strategy shown in Figure 3.1. For example, if we have a random
function containing several local minima, random points are scattered on the plane and
search for minimum points in random directions after several iterations. The functions
are shown below,

Xit+1) =X+ Vit + 1), (eq. 3.1.1.1)
with Xi(t) = (x'(t),yi(t)) and velocity Vi(t) = (vi(t), v},(t)) . The velocity is

updated according to the rule, Vi(t+1)=wVi(t)+ c,;ry(pbest’ — Xi(t)) +
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c,1,(ghest — X'(t)), where r; and r, are random numbers between 0 and 1. w, ¢y,
c, are constant parameters.

w(t) is called the inertia weight constant, set between 0 and 1 to represent the tendency
for a particle to remain at the same velocity. w is set as a function to avoid velocity
explosion®®, which can be set in a variety of ways. The initial value V(0) is suggested
to be infinitesimal or 0°7. pbest® represents the best position of a single particle ever
explored, and gbest represents the best position ever found so far by the swarming

group™.

™y Particle 1 (Current Position X) | -==--==-- Original Velogcity (vg)

(O Particle 1 (Next Position X)) | "= =" - Velocity to P (v)

{7 Particle 2 (Current Position x) | = = = = Velocity to G (vg) |
QO Particle 2 (Next Position Xorury) Resultant Velocity (v.+))

A4 1

SV

Figure 3.1: Particle swarm optimization (PSO) strategy, cited from>. The initial point starts from x(lt) and
the next step is determined by V,', P*(t) and V¢, corresponding respectively to Vi(t), pbest’,and gbest

in this thesis. The figure was reproduced from [58].
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Figures 3.2, 3.3, and 3.4 illustrate the radius optimization process, which is
performed by calculating the largest modulation depth using particle swarm optimization
(PSO). The optimization settings, shown in Figure 3.2, are used as input for PSO. The
radius is varied between 20 nm and 55 nm, with each generation containing 10 particles
and a maximum of 20 generations®’.

The optimized result, displayed in the right panel of Figure 3.3, indicates an

optimal radius of 3.6e-08 m (i.e. 36 nm). The entire PSO process is visualized in Figure

3.4. The numerical aperture (NA) considered in this model is approximately 0.6.

m Edit Optimization X

Hame |0pumzationRadius |

Setup Advanced

Optimization corfignration

Aleorithm: | Particle Swarm  ~| Maximun generations: [20 3| [] Resetrandom generstor
Type: | Maamze " Generstion size: |10 %+ Tolerange: |0
Parameters
[ Paramete T M M Unit
| =modelzr Length 20 55 nm
| Remove
Figure of merit
| Oiptimize Mamse Result YY)
| Yes MD_r zmodel::analysis group 2:ModulationDepth
Remaove
Zelect o Optimize
o

Figure 3.2: Settings in a particle swarm optimization (PSO). The maximum generations is set as number

20. In each generation, 10 random points will be counted, corresponding to the setting in Generation size.

Ranges for finding optimized points are from a radius of 20 to 55 nm.
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E Optirmization Status

Figure of ment trend Blest Solution
Figure of Merit 0.0573192
x10 A .Parameter Value
- ~model:r 3.60053e-08
=~ smol
T
E L
s i
o
E 576
o
(1] L
5T
MV ST R TSI AE AR A
T 13 T

Generation number

e

Log
Timestunp Severity Messze "
2024/6/13 F_. Motice optimizationRadius g20: loading and analyzing iteration 10 of 10
2024/6/13 T.. Motice optimizationRadius g20: loading complete.
2024/6/13 F_. Motice Optimization complete. Created: 20240604 r35 SiND SOQ __

Figure 3.3: Trends of PSO. We can see that PSO keeps finding local minimums. While the blue line becomes
flat (the y-axis remains the same value), it means that a local minimum is found. The best solution from

PSO indicates an optimized radius of 3.6 e-08 m (i.e. 36 nm).
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generation
5 10 15 20

0.0573

0.0505

0.0437

0.0369

memoer

0.0301

0.0233

0.0163

Figure 3.4: Generation of PSO in the form of color maps. The x-axis is the generation time. The y-axis

means that there are 10 members, or 10 points selected, in a generation. The color bar indicates the

modulation depth, defined as S5ca300K=Cscaz00K e reqylting modulation depth is 0.0573, i.e. 5.7%.
P o g P
sca,300K

3.1.2 Simulation Setup in Lumerical and COMSOL

In this section, three models are presented, each featuring a silicon nanodisk on a quartz
substrate. Two of these models are simulation setups in Lumerical: one for PSO, as shown
in Figure 3.5, and the other for calculating temperature-dependent absorption cross-

sections from 300K to 1400K, as shown in Figure 3.6. The third simulation, shown in
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Figure 3.7, is a COMSOL setup used to map temperatures to their corresponding

excitation intensities.

The simulation setups in Figure 3.5 and Figure 3.6 share the same settings for the
total-field scattered-field (TFSF) light source. The only difference is that in Figure 3.5,
two TFSF light sources are used to simultaneously extract scattering intensities at 300K
and 700K for calculating the largest modulation depth. The settings for each nanodisk are
identical to those of a single particle, as shown in Figure 3.6. In Figure 3.5, two silicon
nanodisks at 300K and 700K are positioned at (x,y,z)=(-1000,0,0) and (1000,0,0),

respectively.

The detailed Lumerical settings are shown in Figure 3.6. The FDTD simulation
domain is defined as (x,y,z)=3200 nmXx800 nmXx1200 nm, centered at (0,0,0). Perfectly
matched layer (PML) boundary conditions are applied in all directions. A plane wave
light source is implemented using a total-field scattered-field (TFSF) source, spanning
480 nmx480 nmXx500 nm and centered at (-1000 nm, 0, 0). The scattering cross-section
monitor is positioned within a 600 nmx600 nmx600 nm region, also centered at (-1000
nm, 0, 0), while the absorption cross-section is measured within a 350 nmx350 nmx400
nm region at the same location. The TFSF light source and monitor settings follow the

officially released tutorial®'. To derive the modulation depth using PSO, I expanded the
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FDTD simulation domain to twice its original size to accommodate two TFSF light

sources. This setup enables the extraction of scattering cross-sections at 300K and 700K,

which are used to calculate the modulation depth.

- dl Op dllQ - O -
od 0 00 00
D
D0 DO Dep 00
€ > (b)
2000 nm
266, nm

HES S INENEIEIENERAANENEREN RS RERRRRS S IS s Csca,SGUK

Csca,?’ODK

00 0 40 60 80 00

( rtz K

Figure 3.5: The Lumerical environment for calculating modulation depth based on PSO is shown. Two

particles are separated from 2000 nm to minimize the polariton coupling. PSO for calculating the largest

modulation depth is used to determine the radius of the silicon nanodisk for generating the largest nonlinear

scattering. (a) shows the xz-view in Lumerical simulation containing two TFSF light source settings for

silicon nanodisks of 300K and 700K refractive index. (b) show two spectra, one is the scattering cross-

section calculated with 300K silicon refractive index, and the other is calculated from 700K refractive index.

Csca,300K_Csca,700K

The modulation depth is defined by two spectra at 266 nm wavelength with the equation c
sca,300K
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D0
D09

-

Figure 3.6: Simulation environment for a single silicon nanodisk. (a) is the x-z side view of the simulation

settings in Lumerical. (b) is the x-y top view. (c) is the side view of the monitor settings. Monitor settings

in TSFS light source contain monitor for scattering cross-section, absorption cross-section, and TFSF light

source. Numerical aperture (NA) settings correspond to those shown in the reference paper’.

COMSOL simulation is used to transfer temperature-dependent absorption cross-

sections obtained from the Lumerical model shown in Figure 3.6 to the excitation

intensity-dependency, shown in Figure 3.7. COMSOL is equipped with heat transfer in

the solids module for calculating the temperature of the silicon nanodisk based on the

absorption cross-sections obtained from Lumerical. Absorption cross-sections as a

function of temperature calculated by Lumerical are input into COMSOL for deriving the

corresponding temperature with different laser excitation intensities. The calculation
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domain is set as a cube of an identical edge length of 10000 nm. A single silicon nanodisk
of determined radius is located at the center of the calculation domain. The ambient

temperature is set as 300 K.

COMSOL simulation environment

Temperature

L

Quartz

min max

%107 nm

0

Quartz

Figure 3.7: COMSOL simulation environment for heating a single silicon nanoparticle. (a) is the

environmental setting for heating a nanoparticle. The outer boundary edge length is equivalent to 10 pm. A

nanoblock is put on the quartz substrate in the center of the cube structure. The background environment is

air. (b) and (d) contain a nanodisk and a nanocube structure, respectively. (¢) and (e) are heat maps of a

single silicon nanodisk and a nanoblock, respectively. Temperature maps are plotted after the heat

simulation is performed. The background environment is set as 300K, the purple color. The positive

direction along the z-axis points to the quartz substrate.
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3.1.3 Matching simulation results and analytical solutions

To perform the DUV photo-thermo-optical nonlinearity, a few steps should be confirmed.

From recent literature, Mie enhanced photothermal nonlinearity of a single silicon

nanodisk on quartz was excited at 561 nm’, and polaritonic resonance of a single silicon

nanodisk on sapphire was excited at the DUV wavelength?*. We checked the Mie

analytical solution with Lumerical FDTD simulation, as shown in Figure 3.8, in which I

showed my FDTD result compared to Dr. Yusuke Nagasaki’s thesis content for

confirmation®!.

N
o

-—

€ | — Mie ---FDTD --- My FDTD

c

& 20 N\

< f |

s | | I

;31.5- l"j {' \‘

o} f 1

w I | 1

o | £ /

g1.0F 11 7\

5 I“\/ \ //’ \\

(=]

L Y A N \

$05 | \

@

s |/ e
o, . A . .
400 450 500 550 600 650 700 750

Wavelength (nm)

Figure 3.8: Mie analytical solution fits well with Dr. Yusuke Nagasaki’s results from the graduate school of

Osaka University, Prof. Junichi Takahara’s lab3!. The analytical solution is derived for a n=4, k=0, radius

of the 75 nm nanosphere. The black line, Mie analytical solution, and the red dashed line are calculated by
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Dr. Nagasaki. The blue dash line is calculated by Lumerical FDTD performed in this thesis.

We also showed the Mie analytical solution for a silicon nanosphere of a radius

of 40 nm in Figure 3.9 to confirm a suitable model for checking with smaller particles.

The FDTD simulation result fits well in the DUV and visible regions separately.
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Figure 3.9: Scattering cross-section and absorption cross-section fit well between the Mie analytical

solution and FDTD simulation in the visible at 561 nm and the DUV region at 266 nm wavelength. (a) and

(b) are Mie scattering cross-sections that fit well with the FDTD simulation in the visible wavelength and

the DUV range, respectively. (c¢) and (d) are Mie absorption cross-sections fitting well with FDTD in the

visible wavelength and the DUV range, respectively. FDTD simulation deviates from the Mie analytical

solution at 266 nm by about 2.66%. The reason for the deviation comes from the fitting of the refractive
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index input to the FDTD simulation. The refractive index data was obtained from [7].

So far, we have already demonstrated the deviations from the analytical solutions.

Also, the simulation of photothermal nonlinearity according to the paper published’ was

reproduced in Figure 3.10, left columns, (a) (c) (), which are consistent with (b) (d) (f).
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Figure 3.10: Simulation of photothermal nonlinear scattering for single silicon nanodisks with widths of
100, 170, and 190 nm. A nanostructure with different sizes is excited at a 561 nm wavelength to induce
various types of Mie resonances, demonstrating different forms of nonlinearity, including (a) and (b) for
saturated scattering (SS), (c) and (d) for super-linearity, and (e) and (f) for reverse SS. The three figures in
the right column, (b), (d), and (f), were reproduced from [7].

Since we aimed at simulating the polaritonic resonance of a silicon nanostructure
in the DUV region, silicon lying on a quartz substrate was reported to show polariton
resonance*». Figure 3.11 (c¢) shows the polaritonic resonance induced in a silicon
nanodisk according to [26]. We reproduced the simulation of the scattering cross-section,
Figure 3.11 (a), and the extinction cross-section, Figure 3.11 (b), and found that our
reproduced scattering cross-section is closer to the extinction cross-sections shown in
Figure 3.11 (c)**. The possible reason comes from the inconsistency of the imaginary part
of the refractive index used. From Figure 3.11 (b) and (c), polaritonic resonance peaks

show a similar redshift with increasing radius. We also reproduced the electric field
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intensity in Figure 3.12 (b)-(e), which shows a clear hotspot, i.e., localized electric field
enhancement. On the border of the silicon contacting with quartz, an electric field

penetrating the substrate magnifies dilated hotspots.
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Figure 3.11: Simulation of a silicon nanodisk lying on sapphire for showing extinction cross-section in (a)

and scattering cross-section in (b), indicated in the left and middle graphs. The right graph (c) were the

extinction cross-sections reproduced from [24]. Compared to our simulation, the reference paper showed

an extinction cross-section result similar to the scattering cross-section in the simulation demonstrated here.

The reason behind this lies in the differences in the imaginary part of the refractive index of the sapphire

used.
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(a) (b) Si-quartz border | (c) Top of silicon
Top—

Z. Dong, Nano Lett. (2019)

Figure 3.12: Electric fields of a silicon nanodisk lying on the sapphire substrate. (a) shows the electric field

profile with corresponding positions, containing xy-view of (b) Si-quartz border, (c) the top of silicon, xz-

view in (d), and yz-view in (e). The electric field is polarized along the x-direction, and hotspots are shown

in the xz-view in (d). The electric field in (e) is weak. (a) was reproduced from reference [24].

3.2 Experimental preparation

We’ll demonstrate steps for measuring photothermal nonlinear scattering excited under a

266 nm laser. Nevertheless, while we checked the reversibility and repeatability of the

same sample, it showed a tendency closer to linearity with fluctuations.

In the preparation step, we first introduced the fabrication process of shuffled

silicon nanoarrays as shown in sections 3.2.1 and 3.2.2. Afterward, two optical light paths,
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one for spectra measurement under white light illumination are shown in section 3.2.3,
and the other light path is used to measure photothermal nonlinear scattering under 266
nm laser excitation, shown in section 3.2.4.

3.2.1 Layout of shuffled silicon nanoarrays

PSO indicates the nanodisk has a best radius of 36 nm. We designed the layout of silicon
shuffled arrays according to a paper published in 2019%*. A unit array in the layout is a
randomly distributed unit of area 11 pm?. A whole array is the periodic shuffled array of
area 100x100 um? as shown in Figure 3.13. We designed 45 numbers of areas100x100
um? with four different doses in electron beam lithography (EBL), with doses 475, 500,
525, and 550 uC/cm?, and repeated 5 patterns for each dose, as shown in Figure 3.14.
Figure 3.14 (a) is the top view of the 11 cm? silicon on a quartz wafer. The pattern is
located in the center, indicated by the pink color in (a). Figure 3.14 (b) shows the

arrangement of 45 arrays patterned by EBL. An arrow as a mark is written on the wafer.
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This layout is composed of periodic “random distributed silicon nanodisks”. 100
um

Each silicon nanodisk is of radius 35nm and height 150 nm.l_—|

Figure 3.13: The layout of shuffled nanodisk arrays of a radius of 36 nm according to the PSO result. A unit

cell is a silicon nanodisk of radius 36 nm. A unit array cell is 1x1 pm? randomly distributed silicon

nanodisks. A whole shuffled silicon nanodisk array is of the area 100x100 pm?. The distance between the

neighboring two arrays is 20 um.

(b)

@ Top Vi 120 um 100 ym
a (0) 1EW
‘ p ‘ Dose (uC/cm?)| } 1100 um
Si thin film 120 um|
0.5cm
lem| (e— -
0.5cm (Patte
20 um}
Icm ¥
20 um

Figure 3.14: The 4x5 numbers of arrays are arranged to be patterned by EBL. (a) Patterns are written in the

center of a 1x1 cm? silicon nanodisk array on a quartz wafer. (b) Arrays patterned contain four sets of
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electron beam doses, 475/ 500/ 525/ 550 uC/cm?. The distance between the two arrays is 20 um. An arrow

as a mark is labeled on the arrays.

3.2.2 Fabrication process of shuffled silicon nanoarrays

Our sample is composed of shuffled silicon nanodisk arrays, which are cooperated with
Prof. Junichi Takahara’s lab from Osaka University®> and Prof. Ming Lun Tseng’s lab®’
from National Yang-Ming Chiao-Tung University. The wafer is the 150-nm-thick
monocrystalline silicon on a quartz substrate (Shin-Etsu Chemical Co., Ltd.). We used
PSO optimization to determine the radius of 36 nm in a unit cell. A shuffled array is
composed of monocrystalline silicon nanodisk arrays of radius 36 nm and 150 nm height
arranged in a shuffled distribution of an average period of 75 nm.

Si shuffled nanostructures acting as polaritonic resonators operating in the DUV
wavelengths were fabricated by the schematics shown in Figure 3.15. The overall process
flow is identical to that mentioned in the paper’. Nevertheless, the photoresist is changed
to polymethyl methacrylate (PMMA) due to a lack of surface attachment leading

inhomogeneity. The fabrication process is described in the following Figure 3.15:
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1. Clean SOQ wafer 2. Spin coating 3. E-beam

5min acetone+ 5min IPA
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PMMA: positive photoresist PMMA
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Quartz Osmr{ Quartz Quartz

5. Evaporation (egun) 6. Lift-off process
30nm
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7. Dry Etching (tsrie11) 8. Wet etching (cretchant) 9. Clean wafer
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Si

Quartz Quartz Quartz
Figure 3.15: Fabrication of shuffled silicon nanodisk arrays. The fabrication processes originate from the
paper referenced’. The nine steps, start from wafer cleaning, spin coating, electron beam lithography,
development, evaporation, lift-off process, dry etching with mask, wet etching to remove mask, and end
with wafer cleaning.

Step 1: Sample preparation

Silicon on quartz substrate (SOQ) wafer (supported by Prof. Takahara’s lab,

manufactured by Shin-Etsu Chemical Co.) was ultrasonicated and cleaned with acetone

for 5 minutes and isopropyl alcohol (IPA) for 5 minutes. We are grateful to cooperate

with this wafer with Osaka University, Prof. Junichi Takahara’s lab. The fabrication

processes below are cooperating with National Yang-Ming Chiao-Tung University,

associated with Prof. Ming Lun Tseng’s lab.
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Step 2: Surface coating PMMA and Espacer

SOQ was coated with polymethyl methacrylate (PMMA) as a positive photoresist

on the surface. In this step, the SOQ wafer was dried at 180 °C hot plate for 5 minutes,

spin-coated with PMMA at 2200 rpm for 10 seconds, and hard-baked at 180 °C for 2

minutes to solidify the photoresist. PMMA was better attached to the surface than

ZEP520A (a chemical resist, Zeon Corp.) in our testing, thus showing a better

homogeneity on the surface. Furthermore, since SOQ is not a good conductor, it was

coated with Espacer to enhance the conductivity for being exposed to the electron beam

lithography in the next step. Therefore, we attached an Espacer with 1000 rpm for 10

seconds and 3500 rpm for 50 seconds and soft-baked the wafer at 90 °C for 90 seconds.

Steps 3 and 4: Electron beam lithography

SOQ was coated with positive photoresist PMMA. Electron beam (EB)
lithography (Raith VOYAGER) went with an acceleration voltage of 50 keV, dose time
of 500~550 uC/cm?, and field size of 500 um. After the lithography, the wafer was soaked
in MIBK/IPA developer and then IPA. This step starts with removing the Espacer in water
for 60 seconds, then moving into MIBK for 70 seconds, and IPA for 60 seconds.

Steps 5 and 6: Patterned-metallic mask deposition

A 30 nm-thick Cr layer was deposited on the hard mask using an evaporator

(ULVAC EBX-10C) with an evaporation rate of 0.4 A/s for the initial 5 nm, followed by
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0.1-0.2 A/s when the deposition thickness exceeded 5 nm. Cr mask preparation was
finished after the lift-off process, in which the photoresist was removed, with immersion
in acetone overnight, around 12 hours. The redundant Cr mask was removed in acetone
by ultrasonic lift-off for 10 to 30 minutes.

Steps 7, 8, and 9: Pattern formation

The silicon layer was etched by plasma gases in a reactive ion etching chamber
(LAM2300-BEOL 8 Etcher). The etching rate between Cr and Si is about 2.08. It is a
dry etching that makes good use of ion bombardment, featuring anisotropic etching to
form an almost perpendicular silicon nanopillar. After finishing the etching, the sample
was immersed in Cr etchant overnight to remove the mask. It was taken out and
ultrasonically cleaned with acetone for 10 minutes and IPA for 5 minutes.

3.2.3 Setup for spectrum measurement

We use an ultra-broadband light source® (ISTEQ, XWS-30, wavelength range: 190nm-—
2500 nm) in the light path to measure the spectra of shuffled silicon arrays down to the
DUV wavelength. A schematic of the setup is shown in Figure 3.16. The white light was
collimated by three Al-coated off-axis parabolic mirrors’® and entered a polarizer
(Thorlabs RPM10)"! associated with an elongated light path for separating s-p waves.
Therefore, to match the simulation results, polarized light is incident on the sample

through a low-NA objective (NA 0.4, Mitutoyo plan UV infinity corrected objective). The
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backward scattering signal is split into two light spots of different wavelength regions,
featuring blue and orange color spots. The blue light is collected to the camera, passing
through a 50/50 beam splitter (BS1, Thorlabs BSW20). To capture the DUV spectrum
with an undiminished signal, the second beam splitter (BS2, Thorlabs BSWI10R) is
removed from the light path to prevent attenuation of light intensity entering the
spectrometer (OtO Photonics, EagleEye EE2063, wavelength resolution: 0.2 nm). The

white light path is shown in Figure 3.16.

Lens

Polygon
prisnA O =P Spectrometer
M
M8

uv
Tube lens

BS2 Camera
VIS
Aluminum

mirror (M1
Reflected light ND filer ( / W 3
UV light I M6
N Parabolic
Objective

| Beamsplitter o3 o3 o5 1 op2 ) ngliggr
sample (BS1) Shutter Polarizer PM2 )

V |P-wave /
M2 Ultra-broadband
My light source
S-wave
S

Figure 3.16: The white light path for measuring spectra. Ultrabroadband light source®® passes through three

|

parabolic mirrors”’, two UV-enhanced aluminum mirrors, and is incident on a Rochon prism as a polarizer’!

to separate s-p waves from a polarized incident light. Polarized light passing through flip neural-density

(ND) filters and an objective lens of numerical aperture (NA=0.4, Mitutoyo, 50x) is incident on the sample.

The reflected light going through a beam splitter (BS1, Thorlabs BSW20) is separated by a beam splitter
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(BS2, Thorlabs BSW10R) and collected by a camera and the spectrometer.

3.2.4 The 266 nm setup for measuring photothermal nonlinear scattering

Noting that the transmission of a shuffled array of identical cells is equivalent to the

forward-scattering of a single silicon nanodisk. Since we used an array, as shown in

Figure 3.13, laser-illuminated in the experiment, we’ll rephrase the forward scattering in

simulation to transmission in an experiment. The 266 nm laser light path is shown in

Figure 3.17. The 266 nm laser light has a spot size of 0.5 um in diameter and is beam

expanded to be incident on the sample through an objective lens (NA 0.36, Mitutoyo plan

UV infinity corrected objective). We can measure the reflection and transmission of light

via a removable beam splitter (BS) put in the cage system. The reflection light path is

used to measure the power of the laser light incident on the sample. Removing the BS,

we can measure the transmission light passing through the sample and collect the

scattering signal via a photodetector. To extract signals captured by a photodetector

(PDA10A2), we connect the photodetector to an Arduino board (UNO R3) and record the

signal with Python code. (This code is supported by Prof. I-Lin’s lab at National Central

University. I modified the code by adding a recording function.)
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Functions of each component:

266 Laser 1. Chopper: control the exposure time
2. Flip mirror: block the laser
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Figure 3.17: The 266 nm laser light path for measuring the nonlinear scattering. The laser light is beam-

expanded using two uncoated plano-convex lenses, passes through an ND filter and a low-NA objective

lens, and illuminates the sample. The transmission signal passes through an identical objective lens and a

plano-convex lens to focus incident light on the photodetector to measure the nonlinear scattering signals.

It contains 6 mirrors in the 266nm illumination light path, causing a debilitated

reflectance from 83.63 mW to 62.8 mW in front of the incident objective lens. The

measured reflectance from each mirror in front of the incident objective is 0.9375 (M1),

0.9566 (M2), 0.92 (M3), 0.9777 (M4), 0.9765 (M5), 0.9536 (M6), 0.97536 (M7, in the

collected light path). After the light incident on the objective (OBJ1), the power is lowered

to 34.5 mW. To detect the transmitted scattering signal, we put a photodetector behind the

light-collected objective (OBJ2) and a plano-convex lens in front of the photodetector.
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Sample images:

[Step 1] Shrinking the light spot to a diameter of 25 um.

[Step 2] Finding the sample from the arrowhead. The edges of each sample block are clear,

so it is easy to locate the sample, pattern 4.

On the last day of our experiments, the camera malfunctioned. Therefore, we used

photoluminescence from the paper to localize the sample. Luckily, the experiments were

completed smoothly.
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Chapter 4 Simulation results

In this chapter, the simulation results show cross-section spectra of a silicon nanodisk on
a quartz structure in Figure 4.1, and the electric field profiles are shown in Figure 4.2.
The Second results are the modulation depth with different radii near 36 nm. In the
photothermal nonlinear scattering result, we choose a radius of 35 nm, and a 0.1%
modulation depth difference is predicted from that of 36 nm. The demonstrated
photothermal nonlinear scattering includes total, forward, and backward scattering. The
nonlinear scattering curve is consistent with the modulation depth estimated between the
scattering spectra of 300K and 700K. Last but not least, the nonlinear curve is plotted as
a saturated PSF. The resolution enhancement is obtained by subtracting nonlinear signals
from the linear signal. We obtained a 1.38-fold smaller PSF and the resolution
enhancement based on the SAX using the differential excitation method.

4.1 Polaritonic resonance of a single silicon nanodisk on a quartz substrate in the
DUYV region

We used Lumerical to demonstrate the polaronic resonance of a single silicon nanodisk
on the quartz substrate. The reason we don't use the sapphire substrate is due to the
material consistency established in our previous work in [7]. The simulation results are

demonstrated in Figure 4.1. We can observe a clear peak redshift in the scattering cross-
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section shown in Figure 4.1(b) with increasing radius, reminiscent of the result shown in

Figure 3.11 (b). It is reasonable to show peak redshift in almost the same wavelength

because sapphire has n around 1.83 while quartz has n around 1.5 around 266 nm

wavelength. From the electric field shown in Figure 4.2, we observe the same featured

field profiles demonstrated in Figure 3.12. Figure 4.2 (a) shows that the simulated

structure is a silicon nanodisk lying on the quartz substrate. Figure 4.2 (b) and (c) are

electric field profiles in xy-view on the silicon-quartz border and the top of the silicon

disk. Figure 4.2 (d) and (e) are the xz-view and yz-view, respectively. Hotspots occur in

the corner along the electric-field polarizing direction, shown in (d).

In previous studies of a metallic nanostructure, both linear and nonlinear

scattering are greatly enhanced by surface plasmon resonance (SPR). Wavelength-

dependent and intensity-dependent studies reveal that the physical origin is due to

nonlinear absorption, meaning that the absorption coefficient becomes smaller with

increasing excitation intensity.
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Figure 4.1: Simulation of a single silicon nanodisk lying on a quartz substrate with the results shown in (a)

extinction cross-section, (b) scattering cross-section, and (c) absorption cross-section.
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Figure 4.2: Electric field distributions of a silicon nanodisk on a quartz substrate. (a) The color represents
temperature, indicating the heating of the nanostructure. (b) In the x-y view, at the quartz-silicon interface,
the electric field enhancement is stronger than at the top of the silicon nanodisk. (c) In the x-y view, at the

Si-air boundary (the top of the nanodisk), the electric field enhancement is weaker than in the region shown

80

doi:10.6342/NTU202501130



in (b). (d) shows the x-z view, illustrating that the hot spot corresponds to the electric field polarized along

the x-direction. (e) presents the y-z view, demonstrating the disappearance of the hot spot perpendicular to

the electric field polarization.

4.2 Optimization of the radius of a single silicon nanodisk in Lumerical

Two particle models are constructed based on the simulation setup described in the

Methods section and illustrated in Figure 4.3. Through PSO optimization in Lumerical,

an optimal radius of 36 nm was obtained. The modulation depths for different radii are

shown in Figure 4.3. Since the model used for PSO optimization (as shown in Figure 3.5)

includes minimal polaritonic coupling, this effect can be considered negligible. The

orange curve in Figure 4.3, which shows a slight indication of polariton coupling, closely

matches the result calculated using a single silicon nanodisk (navy blue curve). The

modulation depth of different radii from 35 nm to 40 nm shows a modulation depth of

5.7% without using a function sweep, which is consistent with the PSO showing maxima

of radius of 36 nm.

A brief comparison of the 5.7% modulation depth can be made with Figure 2.4

(b). The permittivity in the DUV region shows a real part variation of 20.4% and an

imaginary part variation of 10.36%. It is counterintuitive that it only shows 5.7%

modulation depth with the permittivity varying between 10.36% to 20.4%. To resolve this
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ambiguity, we first clarify the inherent optical properties of bulk silicon by examining its
normal-incidence reflectivity, as described in eq. 4.2.1. In the simulation process, while
we expand the radius of a silicon nanodisk for calculating the scattering cross-sections, it
shows red-shifting and stop to increase in its intensity, resembling that of a silicon mirror.

The reflectivity is shown below
ny+n, |2 _ nf-2ny+1 _ go—Ae—2,/go+Ae+1 4.[eq+Ae

Ry, = = = =1-
0 n2+2n,4+1  go+Ae+2 /o +Ae+1 got+Ae+2\[eg+AE+1

(eq. 4.2.1)

ny-ny
, with n = /e 1, =&, = m and g, is used for 300K and Ae is existing for
the temperature of 700K. R3g9x~ 0.396 (reflection at 300K, with &, = 19.3) and
R0k ~0.4145 (with gy, + Ae =21.3). The corresponding modulation depth is defined
as W = 0.0467 = 4.67%. After expressing the results in terms of reflectivity,
the comparison between the optimized nanostructure and bulk silicon appeared
reasonable. Secondly, if we discuss a Mie sphere in air with its modulation depth
according to eq. 2.4.1, a 5.7% modulation depth is obtained. This value is equivalent to
the optimized silicon nanodisk lying on the quartz substrate. It seems that a discussion on
the shape and the environment are important. The existing of substrate for a nanostructure
is related to the coupling of magnetic resonance, which means the magnetic dipole (MD)
driven by the incident electric field couples to displacement current loops. Therefore, the

result to somehow proves that the nanostructure lying on the quartz substrate is lack of

magnetic resonance. According to the paper published in 2016%, changing shapes from a
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cylinder to a sphere with its shape remaining unchanged results in the enhancement of
MD resonance. Here, we didn’t see enhanced modulation depth, meaning that localized

surface polaritonic resonance is not able to generate a stronger MD resonance.

Since two particles exist simultaneously and contain a polariton coupling effect,
we calculated the modulation depth in two ways without using PSO optimization. One
way uses the model mentioned in Figure 3.6, in which we calculate the modulation depth
of 300K and 700K separately without polariton coupling, as shown in the navy blue line
in Figure 4.3. We also calculate the modulation depth without using the PSO function,
indicated by the orange line. We selected spectra calculated at 300K and 700K because
700K is the highest temperature of the refractive index measured’. Calculation without
polariton coupling results in a 1% larger modulation depth compared to the bulk silicon.
To sum up, modulation depth calculated with or without PSO shows a maximum of a

single silicon nanodisk of radius of 36 nm,
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Figure 4.3: The modulation depth was calculated separately for a single nanodisk at 300K and 700K, and
two-particle models were used to obtain the modulation depth simultaneously at both temperatures. Two
models show almost identical results, meaning that polariton coupling is negligible and PSO results are

reliable. The refractive index data was taken from [7].

4.3 Photo-thermo-optical nonlinearity of a silicon nanodisk on quartz excited at 266
nm

We calculated photo-thermo-optical nonlinearity, and it shows saturated scattering. In the
following simulation, a single nanosphere with a radius of 35 nm is excited under 266 nm
wavelength and shows SS. The temperature-dependent refractive index used is shown in
Figure 4.4. The refractive index of silicon as a function of temperature at 266 nm is fitted
according to the paper’®*, and the experimental data labeled by orange spots in Figure 4.4

were measured by our previous member Y. L. Tang®. The fitting of n is increasing and k
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is decreasing from 30K to 793K%°.

To estimate the refractive index in the DUV range, we apply fitting methods based

on data from the visible range to support our simulations. A more detailed discussion on

the predicted differences compared to Ref. [67] is provided in Chapter 6.

(eq. 4.3.5)

n(T)ny +a, * (T —300[K]); a, = dn/dT

k(T) = ko *eT/T0

(eq. 4.3.6)

where ny = 2.21222,a, = 0.0007957,k, = 4.49445,T, = —10550.7724.
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Figure 4.4: Temperature-dependent refractive index of 150 nm thickness silicon nanofilm on quartz at 266

nm wavelength. The refractive index of silicon and quartz, and material properties for thermal simulation,

are re

ferred to in the paper’.
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Figure 4.5: Simulation results of photo-thermo-optical nonlinearity from a single silicon nanodisk of radius

35 nm. Three graphs in the upper row, (a)-(c), indicate a nonlinear scattering existing with increasing

temperatures. From left to right, they are (a) total scattering intensity with a modulation depth of up to

6.92%, (b) forward scattering intensity with a modulation depth of up to 5.19%, and (c) backward scattering

intensity with a modulation depth of up to 17.88%. Temperature differences from 300K to 700K are plotted

in black dashed lines. The corresponding 300K (blue line) and 700K (orange line) spectra are shown in the

bottom three graphs, (d)-(f). From left to right, it corresponds to (d) the scattering cross-section, (e) the

forward-scattering cross-section, and (f) the backward-scattering cross-section. Photothermal nonlinearities

are consistent with the modulation depth of temperature-dependent spectra from 300K to 700K.

The simulation contains scattering intensity, forward scattering intensity, and

backward scattering intensity for showing photothermal nonlinearity with a modulation
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depth predicted to be identical to two temperature-dependent spectra at 300K and 700K
in the inset figures of Figure 4.5 (d)-(f). Modulation depth is defined as the density
difference between 300K and 700K results. The scattering intensity differing from 300K
to 700K shows a 6.92% modulation depth, which is quite consistent with the modulation
depth of 6.49% shown in two-temperature spectra. The forward scattering intensity differs
by 5.19% from 300K to 700K, and the corresponding modulation depth in scattering
cross-section spectra shows a 4.6% modulation depth. The backward scattering intensity
shows a 17.88% difference, which is quite consistent with the modulation depth of
17.03% from the two spectra. From the spectra of 300K and 700K, it is clear that the
photo-thermo-optical nonlinearity comes from the spectrum being smoothed when the
particle is heated.

From temperature-dependent spectra of 300K/ 500K/ 700K shown in Figure 4.6,
peaks in spectra decrease and broaden, which proves the photothermal nonlinearity of a
silicon nanoparticle excited at 266 nm wavelength is like that of a single gold

nanoparticle®® rather than a clear peak shift with increasing temperatures.
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Figure 4.6: Spectra of the radius of 35 nm silicon nanodisk at 300K/ 500K/ 700K. The spectra show
flattened and broadened peaks with increasing temperatures. This is proof that a silicon nanodisk excited at

266 nm wavelength is similar to the nonlinear scattering from a nanodisk excited at 561 nm’.

4.4. dSAX microscopy for resolution enhancement
The dSAX microscopy® according to the strategy demonstrated in Figure 2.6, is
performed with the signal shown in Figure 4.7. Relations of the photothermal nonlinear
scattering (Isca), the linear scattering (IL), and the nonlinear scattering In. obtained by
subtracting Isca to I, i.e. Int= Lsca - I, are shown in Figure 4.7.

In Figure 4.8, I corresponds to a Gaussian function, labeled by the black line, Isca

is the saturated scattering intensity, labeled by the green line, and Inv is labeled by the
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blue line. The dSAX method is demonstrated by the FWHM of I1. and Int, as shown in
Figure 4.9. The normalized brown line is the FWHM of Ixi, and that of the black line is
the normalized Ir. The linear signal minus the nonlinear signal, which is the subtraction
signal labeled by the blue line. FWHM of the linear signal is 231 nm, and that of the blue
line is 167 nm—resolution enhancement with a silicon nanodisk heated up to 700K,
showing a 1.38 times resolution enhancement by the dSAX method, as demonstrated in

Figure 4.9.

Scattering Intensity (mW)
o o o
N w N

o

=]

0 10 _26‘ 30 4'0‘ 50 60 70 80
Excitation Intensity (mW/um?)

Figure 4.7: Relations between the scattering intensity (Isca), linear intensity (Ir), and nonlinear intensity
(Inv). It=a41,, is the linear scattering intensity as shown in eq. 2.5.1. Isc, is the scattering intensity shown

in Figure 4.5 (a). InL comes from I minus Isc..
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Figure 4.8: SAX microscopy with differential excitation. The black line is a linear signal, I (Gaussian
function) and the green line is the saturated scattering signal, Isc. (saturated PSF) under 700K, estimated by

Figure 4.5.(a). The nonlinear signal, Int is obtained by ( Ip - Isca )-
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Figure 4.9: Subtraction signal from linear minus nonlinear signal. The FWHM of I is 231 nm, and that of

Inz is 167 nm, with which we can achieve a 1.38 times better spatial resolution.
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Chapter S. Experimental results

In this chapter, two experimental results are shown. One is the spectra measurement to
plot the polariton resonance peak. The other is the experimental results of the
photothermal nonlinearity. Nevertheless, due to limited experimental infrastructure, even
though we successfully measured the reversibility of scattering nonlinearity, it is difficult
to distinguish the trend of nonlinearity at low excitation power due to the noise level, and
reversibility has not been achieved in this system. The preliminary experimental results
shown in Figure 5.6 are worth recording because the nonlinear scattering patterns align
with the reflectance spectrum, which shows a resonance peak in the DUV wavelength
range.

Measurement accuracy in experiments is not worthy to be referenced below the
incident power of 5 mW, with an illumination spot size of the diameter 25 pm.
Nonlinearity between 5 mW to 25.925 mW has fluctuated so that it is difficult to judge
the correctness of the experimental data.

5.1 Spectrum measurement in the DUV region
Samples under observation illustrated in Figure 5.1 are measured with the optical light
path demonstrated in Figure 3.16. There are 4 x 5 arrays with 4 sets of different doses

(475/ 500/ 525/ 550 pC/cm?) and repeated 5 patterns in each dose, referring to Figure
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3.14. We used silicon and aluminum mirrors as the reference spectrum, shown
respectively in Figure 5.2 and Figure 5.4. Spectra measured by the aluminum mirror is
more fluctuated than those measured by the silicon mirror. An aluminum mirror has
higher reflectance, which contributes to spectra of higher sensitivity, compared to bulk
silicon. A discussion based on spectra measured by silicon and aluminum mirrors with
different 4 sets of doses is shown in Figure 5.3 and Figure 5.5.

Figure 5.3 (a) and Figure 5.5 (a) with a dose of 475 pC/cm? show a broad
resonance peak in the center of 340 nm, which means the fabrication is failed. In Figure
5.3 (b), (¢), (d) and Figure 5.5 (b), (c), (d), we observed that there are resonance peaks in
DUV in accordance with successful fabrication parameters. In Figure 5.3 (b) and Figure
5.3 (d), two spectra show resonance peaks in the DUV region. In Figure 5.3 (c), three
spectra show resonance peaks in DUV, so dose 525 pC/cm? shows the most suitable

parameter.
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Figure 5.1: Sample arrays with different dose times are labeled according to their column numbers. Arrays

1,1, a, A, Iused EBL dose 475 uC/cm? for patterning. Arrays 2, ii, b, B, II are patterned by dose 500 pC/cm?.

Arrays 3, iii, ¢, C’, III are patterned by dose 525 uC/cm?. Arrays 4, iv, d, D, and IV are patterned by dose

550 uC/cm?. With larger doses, pattern shapes will be enlarged.
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Figure 5.2: Spectra of shuffled nanodisk arrays measured with silicon (Si) mirror as reference background.

The reference spectrum is a bulk single crystalline silicon wafer. Integration time is set as 1200 ms in the

measurement. Representation of “Ri” means the reflectance from the Array i and so do other arrays. From

the spectra, we see two peaks, one lies in the DUV region near 270 nm, and the other lies in the visible

region near 450 nm. Therefore, from the optical microscopy, patterns look purple. There are 20 measured

spectra with four different doses. R1, Ri, Ra, RA, RI are of dose 475 uC/cm?. R2, Rii, Rb, RB, RII are of

dose 500 pC/cm?. R3, Riii, Re, RC, RIII are of dose 525 uC/cm?. R4, Riv, Rd, RD, and RIV are of dose

550 uC/cm?.
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Figure 5.3: Separated spectra with different doses with Si mirror. There are five spectra of each dose. For

dose 475 pC/cm?, a peak is shown near 340 nm in four spectra. RA shows two peaks, one lying at 340 nm

and the other lying at 430 nm. For a dose of 500 pC/cm?, resonance peaks are distributed at 270 nm, 340

nm, and 430 nm. For dose 525 uC/cm?, peaks of R3, RC, and Riii lie at 270 nm and 440 nm, and they are

quite consistent with the simulation results. For dose 550 nC/cm?, peaks of Riv and RIV lie at 270 nm and

445 nm, which are also consistent with the simulation results. Overall, the spectra of dose 525 seem to be

the best fit with the simulation result.
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Figure 5.4: Spectra of shuffled nanodisk arrays measured with an aluminum (Al) mirror. The reference

spectrum is a bulk single-crystalline silicon wafer. Integration time is set as 1200 ms in the measurement.

Representation of “Ri” means the reflectance from the Array i, and so do other arrays. From the spectra,

we see two peaks, one lying in the DUV region near 270 nm, and the other lying in the visible region near

450 nm. Therefore, from the optical microscopy, patterns look purple. There are 20 measured spectra with

four different doses. R1, Ri, Ra, RA, RI are of dose 475 uC/cm?. R2, Rii, Rb, RB, RII are of dose 500

uC/cm?. R3, Riii, Re, RC, RIII are of dose 525 pC/cm?. R4, Riv, Rd, RD, and RIV are of dose 550 uC/cm?.
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Figure 5.5: Separated spectra with different doses with Al mirror. There are five spectra of a single dose.

For dose 475 uC/cm?, a broadened peak is shown near 340 nm in four spectra. RA shows two peaks, one

lies on 340 nm, and the other lies on 430 nm. For dose 500 pC/cm?, resonance peaks are distributed at 270

nm, 340 nm, and 430 nm. For dose 525 uC/cm?, peaks of R3, RC, and Riii lie at 270 nm and 440 nm, which

are quite consistent with the simulation results. For dose 550 pC/cm?, peaks of Riv and RIV lie at 270 nm

and 445 nm, which are consistent with the simulation results. Compared to spectra measured with Si mirror,

spectra with Al mirror are more fluctuating. It might come from a stronger reflection from Al than the Si

mirror.

In sum, the above-mentioned spectra show resonance peaks on Array A, b, B, I,

c, C’, III, 1V, and d. Spectrum measurement is performed before May 2024. After May,
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the system was slightly adjusted to perform experiments faster.

Since the setup was slightly modified, I remeasured the spectrum of the same

sample using a 2 um pinhole in diameter. It turned out that R4 (from Array 4) showed a

clear resonance peak at 270 nm. Array 4 is used to measure the repeatability of nonlinear

scattering in Section 5.2.
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Figure 5.6: The Spectrum of Array 4 shows a resonance peak at 270 nm. Array 4 shall be a good candidate

for measuring nonlinearity.

5.2 Photothermal nonlinearity experimental measurement

Figure 5.7 shows the preliminary results of the nonlinear scattering of shuffled silicon

nanodisk arrays measured in April. There is no shutter for adjusting exposure times, so

the reversibility needs to be checked to avoid damaging the sample. The signal captured

is the transmission signal of the shuffled array (equivalent to the forward scattering of a

single nanodisk). The y-axis is the voltage measured by the photodetector. The x-axis is
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the excitation intensity of measuring a laser light spot of a diameter of 25 pm. The power
meter for measuring the laser excitation power is placed behind the OBJ1 in accordance

with Figure 3.17. We observed the nonlinear scattering shown on the sample arrays

corresponding to the spectra showing resonance peaks in Figure 5.3 and Figure 5.5.

a b C
1.6-() 1‘6-() 1.2-()

14 Pattern1 14 ] Pattern2 -e-Pattern 3

L, [~Patterni 1, | ~-Patternii 1 7 -e-Pattern iii
o 1 |==Pattern a o 14 Pattern b o 08 Pattern c
?0.8 |==Pattern | %’30.8 | =Pattern II ?3005 | —e=Pattern 111 /
(=] =] .—O.
2 06 Pattern 2 06 4 =-e-PatternB 2 o4

0.4 4 0.4 -

0.2 H 0.2 - 0.2

D D P T T T T.
O3 % & 12 1620 24 283236

0 4 8 12 1620 24 28 32 36

074 8 17 16 20 24 28 32 36

Excitation Power (mW)

Excitation Power (mW)

Excitation Power (mW)

Figure 5.7: Preliminary results of photothermal nonlinearity of shuffled silicon arrays. (a) Patterns 1, i, a, I,
A, with EBL dose 475 uC/cm?, under observation, showed linear scattering. (b) Patterns 2, ii, b, with dose
500 puC/cm?, showed linear scattering, and patterns I and B showed nonlinear scattering, which accorded
with patterns showing resonance peaks in DUV. (c) Patterns 3, iii, ¢, III with dose 525 uC/cm?, showed
nonlinear scattering. Pattern ¢ showing much obvious nonlinearity is possibly due to the remaining Cr mask.
Arrays 4, iv, d, IV, D are not observed in Figure 5.6. modified system for observing Array 4 is discussed
below.
We modified the system with an optical chopper to control the exposure time with
600 Hz for measuring reversibility of Array 4 with the light path shown in Figure 3.17.
Several sets of data are demonstrated for Array 4, including the transmission signal of

silicon arrays, quartz and air signal for normalization. The transmission signal of the
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background quartz means that the incident light passes through quartz substrate and

reaches the photodetector. That of silicon array means that light passing through silicon

arrays, reaching quartz substrate and being collected by the photodetector. Subtracting

two signals derives the transmission signal of silicon nanodisks. Raw data in Figure 5.8

to Figure 5.11 are demonstrated below for clarity. Experiments were performed with a

laser spot size of the diameter of 25 um.
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Figure 5.8: Transmission signal of air (left) and its normalization signal (right). Air signal should not show

nonlinearity, so we normalize the air signal to linearity. Blue dots represent a signal with increasing incident

light power. Orange dots represent a reverse measurement with decreasing laser light power. Yellow spots

and purple spots represent the normalized data of forward and reverse data, respectively.
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Figure 5.9: Reversibility and repeatability of photothermal nonlinearity of the transmitted signal of the

quartz substrate. Light passing through the quartz substrate and being collected by the photodetector. The

left is the experimental raw data and the right is the fitted data. Increasing signal in a forward direction

overlaps well with the reverse direction with decreasing light intensity. Fitted signal of quartz demonstrates

a linear tendency then nonlinearity. However, quartz shall not show nonlinearity. It indicates a system

instability after the incident light of 9 mW with a spot size of 25 pm.

A good reversibility of the normalized quartz signal is demonstrated in the right

figure below the incident power of 9 mW. The left figure demonstrated in Figure 5.9

shows experimental raw data and the right figure is the normalized signal. We further

normalized the silicon signal based on the normalization factor derived from the air. The

following four figures demonstrated in Figure 5.10 are transmitted signals of silicon

nanodisks on quartz, two left figures are experimental raw data of light passing through

Array 4 and quartz. The two right figures are the normalized silicon data. Overall, forward
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and reverse data overlap well. It showed a good reversibility in experiments below 9 mW

with laser light spot in diameter of 25 pm.
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Figure 5.10: Reversibility and repeatability of silicon's nonlinearity: Light passes through silicon nanodisks

and the quartz substrate, collected by a photodetector. The left figures are the experimental raw data. The

dashed line is a linear fitting of the former several data points; the right figures demonstrate normalized

data in yellow with the forward direction, in purple with the reverse direction. Two sets of experimental

data were performed sequentially on the same day in the order of Silicon; and then Silicon,. Silicon;

measurement deviates from linearity starting from 13.1 mW. Silicon, measurement deviates from linearity

starting from 16.2 mW. Overall speaking, linearity shows a good reversibility, and a larger incident power
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leads to a deviation from linearity. Furthermore, we tried to shrink the spot size to 2~5 um by enhancing
the laser incident power.

With a smaller incident light spot demonstrated in Figure 5.11, linearity lasts to

8.15 mW with a smaller spot size.
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Figure 5.11: Reversible measurement of silicon signal with a spot size of 2~5 pm. This signal is deemed as
the intensity of the incident light.

To sum up, the experimental system with a photodetector contributes to a linear
tendency below 13.1 mW, 16.2 mW with a spot size of 25 um, and 8.15 mW with a spot
size of 2~5 pm. However, experiments are already modified to be able to demonstrate
reversibility with linearity, proving an optimized system stability. Hopefully, we can
distinguish nonlinear tendency with a photodetector of higher sensitivity, such as an

avalanche photodetector that can extract signal down to nano-watt.
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Chapter 6. Conclusion and future work

6.1 Conclusion
We numerically studied polaritonic resonance-induced photo-thermal-optical nonlinearity,
a single crystalline silicon nanodisk lying on a quartz substrate combining FDTD and
FEM methods. The photothermal nonlinearity was demonstrated for the first time
numerically, based on silicon polaritonic resonance down to a wavelength of 266 nm. We
optimized the radius of a single silicon nanodisk with the particle swarm optimization
(PSO) method. We further simulate the photothermal nonlinear scattering of a single
silicon nanodisk of radius 35 nm and demonstrate the resolution enhancement based on
the dSAX method to obtain a 1.38 times smaller PSF to achieve the spatial resolution
enhancement in simulation. To further improve the simulation accuracy, we note that the
real part of n used in the simulation is 16.5%-22.5% lower than the experimentally
measured value. According to eq. 2.4.1, a decrease in n leads to a lower modulation depth
of 4.28%, which is 2.21% less than the simulation result. This reduced modulation depth
suggests that, for a nanodisk structure, the actual outcome may be even less favorable
than predicted.

In the simulation demonstrated in Figure 4.5, the refractive index used is the blue

fitted line shown in Figure 6.1. Comparing the experimental data in Figure 4.5 to the

104

doi:10.6342/NTU202501130



temperature-dependent refractive index reported in Ref. [67] reveals a good agreement.

Even though the refractive index measured in Ref. [7] covers a broader temperature range

up to 700 K, the limited data reported in Ref [67] show that temperatures ranging from

300 K to 500 K exhibit a 16.5%—-22.5% lower difference in . On the other hand, & differs

from 0.98% to 1.05% with a larger slope from 300K to 400K and 450K to 500K.
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Figure 6.1: Comparing the experimentally measured # and & at 266 nm based on the experimental data from

the referenced paper published in [67] with the theoretical analysis.

Experimentally, we fabricated shuffled silicon nanodisk arrays for observing

nonlinear scattering. Due to the background noise level, a linear trend with fluctuations

was observed. However, it is promising to complete the experiment in the near future with

an avalanche photodetector and the construction of a stage scan for silicon nonlinearity

with high stability and sensitivity.

6.2 Future work

We would like to further optimize the polariton resonance-induced photo-thermo-optical

nonlinearity using different shapes or materials for an even larger modulation depth. In
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addition, a promising application is SAX super-resolution optical microscopy operating

in the deep ultraviolet region, with metasurfaces that allow for function switching at

different temperatures, serving as an all-optical switch or for bio-sensing research.
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