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摘要

本論文以熱輔助佔據密度泛函理論 (thermally-assisted-occupation density

functional theory,TAO-DFT)，在廣義密度梯度近似 (generalized gradient approxima-

tion,GGA)加以色散校正 (dispersion correction)下研究鋰吸附鋸齒型石墨烯奈米帶

(Li-adsorbed zigzag graphene nanoribbons)之電子性質與儲氫性質。

本文發現在電子性質方面，不論是單純的鋸齒型石墨烯奈米帶或是鋰吸附鋸

齒型石墨烯奈米帶，在基本能隙 (Fundamental gap)、對稱馮諾伊曼熵 (symmetrized

von Neumann entropy)以及軌道佔據數目 (orbital occupation number)的計算結果都

顯示此系統具有多重參考性 (multi-reference)，而鋰原子的加入會使此特性更為顯

著，這點與之前研究結果類似，也正面說明本文之所以採用熱輔助佔據密度泛函

理論而不使用柯恩-沈 (Kohn-Sham)理論的原因。

在儲氫性質部分，本文發現在固定寬度為兩個苯環的鋰吸附鋸齒型石墨烯奈

米帶的長度小於等於三個苯環時，氫氣可以分子的形式在物理吸附其上，且其吸

附能量位於或接近理想範圍，此外本所研究的系統在吸附氫氣的重量百分率上亦

有優勢。

關鍵字：儲氫材料、鋸齒型石墨烯奈米帶、強關聯系統、多重參考、熱輔助佔據
密度泛函理論
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Abstract

This thesis employs TAO-DFT (thermally-assisted-occupation density functional the-

ory) under the GGA (generalized gradient approximation ) with dispersion correction

to study the hydrogen storage and electronic properties of Li-adsorbed zigzag graphene

nanoribbons.

Regarding electronic properties, this study finds that both pristine zigzag graphene

nanoribbons and Li-adsorbed zigzag graphene nanoribbons exhibit multi-reference char-

acteristics, as evidenced by calculations of the fundamental gap,orbital occupation num-

ber, and symmetrized von Neumann entropy. The addition of lithium atoms further en-

hances this multi-reference nature. These findings are consistent with some previous stud-

ies and substantiate the rationale for using TAO-DFT instead of Kohn-Sham density func-

tional theory.

When it comes to hydrogen storage , this study shows that when the width of Li-

adsorbed zigzag graphene nanoribbons is fixed at two benzene rings and the length is

vii
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less or than or equal to three benzene rings, hydrogen molecules are able to be physically

adsorbed on the nanoribbons, with energy of adsorption falling within or near the ideal

range. Furthermore, the studied system demonstrates an advantage in terms of hydrogen

adsorption weight percentage.

Keywords: hydrogen storagematerials, zigzag graphene nanoribbons,multi-reference, strongly

correlated system, thermally-assisted-occupation density functional theory
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Chapter 1 Introduction

Hydrogen possesses a lot of good features that make it possibly a good alternative to

fossil fuels. It carries 142 megaJoules of energy per kilogram, which is about two times

more efficient than gasoline. In addition, it exists in large quantities on Earth, predomi-

nantly in water. What is more important, water vapour is the only product produced when

combusted with oxygen. In spite of these ideal features, efficient production, transporta-

tion, and storage must be achieved before an economy based on hydrogen power. Among

these problems, storing hydrogen has recently been very challenging to the scientific com-

munity. One problem of hydrogen is that it is highly flammable and can burst easily when

it contacts the environment. Another problem is its large volume. Although storing en-

ergy with hydrogen requires little mass, it requires a significant amount of volume if stored

in gaseous form. To be specific, a liter of gaseous hydrogen can store only 0.0180 MJ,

for liquid hydrogen it can store about 8 MJ, while a liter of gasoline can store 34.8 MJ.

Because of these reasons, reversible and safety storage of hydrogen molecules in a com-

pact and lightweight container has been a significant obstacle for an economy based on

hydrogen energy. [1–5].

The United States Department of Energy (USDOE) set the ultimate goal of 6.5 wt%

concerning the weight-specific hydrogen storage performance of onboard materials for

light-duty vehicles[5].Severalmethods for storing hydrogen have been proposed[1–4].Storage

1
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of physical means where hydrogen is stored inside vessels with huge pressures (e.g., from

350 to 700 bar) , storage of chemical means with which hydrogen is deposited as metal

hydrides, cryogenic techniques that involve cooling hydrogen to very low temperatures,

typically around 20 K, and adsorption-based method where hydrogen is adsorbed on the

surfaces in materials with high surface area. Yet, none succeeded in meeting the USDOE＇

s combined gravimetric and volumetric storage benchmarks under fast kinetic conditions.

However, a number of theoretical analyses have reported materials that may possibly

have ideal storage capacities. To adsorb and de-adsorb hydrogen at ambient conditions

(1 bar,298K), the ideal adsorption energies of hydrogen molecules should fall between 20

and 40 kJ/mol per H2.[6–8]

To meet the goal aet by USDOE, materials with high surface area such as graphene,

metal-organic frameworks (MOFs), and carbon nanotubes have been the focus of exten-

sive research in recent years. However, owing to their weak binding with H2 molecules,

these materials can adsorb H2 only at temperatures significantly lower than room tem-

perature. For hydrogen storage at ambient conditions, improving the interaction strength

between hydrogen molecules and these materials toward the target range is thus of critical

importance.[6–8] To achieve this goal, various innovative methods are being investigated.

Common approaches include substitutional doping (e.g., with B or N) and adatom adsorp-

tion (e.g., with Li, Al, Ca, or Ti)[3, 9–12]. Among these alternatives, Li adsorption stands

out due to its lightweight nature, enabling a high gravimetric storage capacity. More-

over,H2 molecules can be adsorbed by Li strongly via a charge-transfer-induced polariza-

tion mechanism, resulting in hydrogen binding energies within the desired range.[2, 13–

16] As a result, considerable research has been directed toward exploring hydrogen storage

in Li-adsorbed materials.[10, 11, 17–30]

2
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Since the isolation of graphene, a two-dimensional allotrope of carbon with excep-

tional electrical, mechanical, and thermal properties, considerable attention has been di-

rected toward its nanoscale derivatives. Among these, graphene nanoribbons (GNRs)

,quasi-one-dimensional strips of graphene with widths ranging from several nanometers

to tens of nanometers,have emerged as a particularly intriguing class of materials. The re-

duced dimensionality of GNRs, coupled with their edge morphology and width-dependent

electronic behavior, endows them with unique properties that differ markedly from those

of pristine graphene.[31–34]

The electronic structure of GNRs is highly sensitive to their edge configuration and

width. Notably, armchair-edged GNRs (AGNRs) may exhibit semiconducting behavior

with a tunable bandgap, whereas zigzag-edged GNRs (ZGNRs) are often associated with

edge-localized states that can give rise to spin-polarized currents and magnetic ordering.

These characteristics render GNRs particularly attractive for use in nanoscale transistors,

spintronic devices, and quantum computing components.[35–37] GNRs of other kinds of

edges are referred as chiral.

In addition to their electronic versatility, GNRs possess high carrier mobility, me-

chanical robustness, and chemical stability, making them ideal candidates for integration

into flexible and miniaturized devices. Recent advances in bottom-up fabrication tech-

niques have further enabled the precise control of GNR width, edge structure, and func-

tionalization, paving the way for systematic exploration of their fundamental properties

and technological potential.[38, 39]

In 2016, Seenithurai andChai published an article discussing the ability for Li-adsorbed

n-acenes to store hydrogen molecules and their electronic features.[40]Their results indi-

3
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Figure 1.1: Three types of graphene nanoribbons

cate that it is possible for carbon-based material, when adsorbed with a Lithium atom, to

adsorb hydrogen molecules reversibly around room temperature. There is also a study on

Li-decorated graphene nanoribbons in 2020 by Zheng and others.[41] This thesis serves

as a continuation of the above-mentioned works and puts its emphasis on zigzag graphene

nanoribbons with a fixed width of two hexagonal carbon rings. For the electronic proper-

ties, we follow the analysis scheme used in [40], we will analyze the stability of Lithium

atoms, the fundamental gaps, the Symmetrized von Neumann entropy and the occupation

numbers. Following the electronic properties, we discuss the hydrogen storage properties.

The scheme we employ here is slightly different from that used previously because of the

peculiarity of the system, but we try to somehow bridge the two and make comparisons in

the discussion section.

4
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Chapter 2 Theoratical foundation

This chapter discusses the theoretical foundation on which the computational pro-

gram used in the study is based. I begin by first introducing the density functional theory

as a whole. After that, I illustrate the fundamental theorem and algorithm and finally

TAO-DFT.

2.1 Density functional theory (DFT)

DFT is a method to study properties of large systems and has gained wide popularity

among physicists, chemists, and material scientists. In many-body physics, Schrödinger

equation, which is a 3N dimensional differential equation,is the fundamental equation that

governs the electronic properties. Solving such equation is not feasible and hence a new

method must be developed. Before being rigorously proved, people started to wonder if

it is possible to get electronic property of the system without looking all 3N degrees of

freedom but only the electronic density. In 1927, independently, Thomas and Fermi de-

veloped a model now known as Thomas-Fermi model, which gives the kinetic energy of

a uniform electron gas in which the mutual interactions are absent and without external

potential in terms of an electron density. In 1964, Hohenberg and Kohn rigorously proved

that for a systemwith N electrons and a unique ground state under an external potential,the

5
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electron density is solely specified by the external potential and vice versa (up to a con-

stant). A year later,on the basis of the aforementioned relation, Kohn and Sham invented

a self-consistent computational method known as Kohn-Sham DFT (KS-DFT) that can

be implemented with computer programs. The core idea behind their method is to reduce

an interacting many-body problem in an external potential without time dependence to

a non-interacting one in the reference system with an effective external potential. With

an assumed self-consistent initial condition, the Kohn-Sham equation is then able to be

solved by an iterative process. The Kohn-Sham method makes DFT a practical tool for

calculation.

To study a system (i.e. obtain the states and their observables), one begins with the

Schrödinger equation:

ĤΨ(x1, , ..., xN,R1, ...,RN) = EΨ(x1, ..., xN,R1, ...,RM) (2.1)

where Ψ is the N electron wave function representing the state,and E is the electronic

energy of that state,xi ≡ (ri, si) the spatial and spin coordinate of the electron of index

i,Rj the spatial coordinate of the nucleus of index j and Ĥ which includes the kinetic

energy of all particles and potential energy among them. To be specific, for a system

having N electrons and M nuclei with the charge of the nucleus with index j being Zj and

the mass beingmj , all in electronic units. The Hamiltonian operator is

Ĥ = −
N∑
i=1

1

2
∇2

i−
M∑
j=1

1

2mj

∇2
j+

N∑
i′<i

1

|ri′ − ri|
+

M∑
j′<j

ZjZj′

|Rj′ − Rj|
−

N∑
i=1

M∑
j=1

Zj

|ri − Rj|
(2.2)

Since themass of nuclei aremuch (about a couple of thousand times) greater than that of an

electron, in non-relativistic scenarios, it is appropriate to approximate the nuclei as static.

6
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This is known as the Born-Oppenheimer approximation.Using such an approximation we

may drop the 2nd term in the Hamiltonian and the forth term is just a constant, which can

be shifted to zero. The Hamiltonian then simplifies to

Ĥ = −
N∑
i=1

1

2
∇2

i −
N∑
i=1

M∑
j=1

Zj

|ri − Rj|
+

N∑
i′<i

1

|ri′ − ri|
(2.3)

In notations widely used in literature:

Ĥ =
N∑
i=1

−1

2
∇2

i +
N∑
i=1

vext(ri) +
N∑
i<j

1

rij
= T̂ + V̂ext + V̂ee (2.4)

To simplify the problem, a thing one can do is to consider the electron density, since it is

just a function with 3 spatial variables and a spin variable. The relation between electron

density and wave function can be easily obtained by the fact that Ψ∗Ψ is a probability

density function and is invariant when two of the arguments interchange. It turned out

that

ρ(x) = N

∫
dx2...dxNΨ∗(x, x2, ..., xN)Ψ(x, x2, ..., xN) (2.5)

where dxi stands for
∑± 1

2
si
dri. From the normalization condition of the wave function,

the normalization condition of the density is

∫
dxρ(x) = N (2.6)

which satisfies our intuition.When the system is spin symmetric, it is convenient not to

look at the spin degree of freedom but only the spatial part.

ρ(r) =
±1/2∑
s

ρ(x) (2.7)

From this definition, we can see that for some stateΨ, the expectation value of the external

7
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potential :

⟨Ψ|Vext|Ψ⟩ =
∫
dx1...dxNΨ∗(x1, ...xN)Vext(r1, ..., rN)Ψ(x1, ...xN) (2.8)

=

∫
dx1...dxN

N∑
i=1

vext(ri)Ψ∗(x1, ...xN)Ψ(x1, ...xN) (2.9)

=
N∑
i=1

± 1
2∑

s1

∫
dr1

ρ(r1, s1)
N

vext(r1) =
∫
drρ(r)vext(r) (2.10)

The above derivation demonstrated that the potential energy related to the external poten-

tial is encodable within a density-dependent functional without any assumption. Suppose

that both kinetic energy and inter-electron interaction potential are also functionals of ρ(r).

The total energy can be written as

E[ρ] =⟨Ψ|Ĥ|Ψ⟩ = ⟨Ψ|T̂ + V̂ext + V̂ee|Ψ⟩ (2.11)

=⟨Ψ|T̂ + V̂ee|Ψ⟩+
∫
drρ(r)vext(r) (2.12)

=F [ρ] +

∫
drρ(r)vext(r) (2.13)

2.2 The Hohenberg-Kohn theorems

It was in 1964 that Hohenberg and Kohn [42] proved that for an N-electron system

with non-degenerate ground state, there exists a one-to-one (up to a constant) relation link-

ing the ground state density to the external potential. This is known as the First Hohenberg-

Kohn theorem and thus justifies the use of electron density as a fundamental variable. To

be more specific, since the ground state is acquired by solving the eigenvalue problem of

the Hamiltonian, which is determined by the electron number and external potential. By

this theorem, having the ground state electron density of a non-degenerate system allows

8
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us to determine the external potential and thus the whole Hamiltonian.

The proof of the First Hohenberg-Kohn theorem goes as follows. Let V a
ext(r) and

V b
ext(r) be the external potentials of two N-electron systems. Constructed from these ex-

ternal potentials are the Hamiltonians Ĥa and Ĥb with ground states Ψa(r) and Ψb(r), re-

spectively. Suppose that the Ψa(r) and Ψb(r) both lead to ρ(r) Since Ψa(r) is the ground

state of Ĥa, it will not be the ground state of Ĥb. So

Eb
0 ≡ ⟨Ψb(r)|Hb(r)|Ψb(r)⟩ < ⟨Ψa(r)|Hb(r)|Ψa(r)⟩ (2.14)

similarly,

Ea
0 ≡ ⟨Ψa(r)|Ha(r)|Ψa(r)⟩ < ⟨Ψb(r)|Ha(r)|Ψb(r)⟩. (2.15)

By linearity of the inner product, we can rewrite:

Eb
0 < ⟨Ψa(r)|Ĥb(r)|Ψa(r)⟩ = ⟨Ψa(r)|Ĥa(r)|Ψa(r)⟩+ ⟨Ψa(r)|Ĥb − Ĥa|Ψa(r)⟩ (2.16)

This is

Eb
0 < ⟨Ψa(r)|Ĥb(r)|Ψa(r)⟩ = Ea

0 +

∫
drρ(r)[vbext(r)− vaext(r)] (2.17)

also,

Ea
0 < ⟨Ψb(r)|Ĥa(r)|Ψb(r)⟩ = Eb

0 +

∫
drρ(r)[vaext(r)− vbext(r)] (2.18)

Adding the above two inequalities, we get

Ea
0 + Eb

0 < Ea
0 + Eb

0 (2.19)

Which is a contradiction, so our hypothesis that two different potentials can have identical

ground state densities is wrong. Hence for a given non-degenerate density, the external

9
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potential is uniquely determined up to a constant. A careful reader may wonder why

a constant different in vaext and vbext leads to no contradiction, this lies in the fact that

a constant shift in potential leads only to a phase in the wave function and the density

remains invariant.

Proving the one-to-one relation between the ground state density and external po-

tential is not good enough for density functional theory to be applied to real-world prob-

lems as it doesn’t provide us a way to find such ground states densities. It is the second

Hohenberg-Kohn theorem that tells that such ground state densities are also the densities

that minimize the energy functionals E[ρ], so that one can get the ground state density via

the variation.

From the first Hohenberg-Kohn theorem, there is a one-to-one relation between den-

sity and potential1. So a trial density ρ̃ has corresponding Ṽext ,H̃ and also Ψ̃ If the trial

density ρ̃ is different from the true ground state density ρ0 than the density functional

evaluated with this density is:

E[ρ̃] = ⟨Ψ̃|Ĥ|Ψ̃⟩ > ⟨Ψ|Ĥ|Ψ⟩ = E[ρ0] = E0 (2.20)

which is a consequence directly follows the variational principle of wavefunction. If dif-

ferentiability of the energy functional is further assumed, we can get the minima by cal-

culus of variations. With the constraint that the density must integrate to total electron

1A careful reader may argue that in the proof of first theoremwe just discuss densities that is constructed
from the non-degenerate ground state wavefunctions of some Hamiltonian and if it is possible that for some
density this doesn’t hold. The answer is yes, and Levy-Lieb constrained-search formulation was proposed
to deal with these cases. But let us assume for now all the trial density comes from the wavefunctions of
some non-degenerate ground states. These densities are said to be v-representable

10
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number (i.e.
∫
drρ(r) = N ), we have

δ{E[ρ]− µ

(∫
drρ(r)−N

)
} = 0 (2.21)

From which the Euler equation is,

µ =
δE[ρ]

δρ(r)
=
δF [ρ]

δρ(r)
+ vext(r) (2.22)

The functional F [ρ], being universal and external-potential-independent, is expressed as:

F [ρ] = T [ρ] + Vee[ρ],

where T [ρ] and Vee[ρ] denote the kinetic and interaction energy functionals, respectively.

If such functional form is known and differentiable, then we basically have everything

done. However,finding the exact functional form remains challenging and there is no

guarantee that such a functional is going to be differentiable. An alternative approach is

to introduce a reference system, which I will discuss in the upcoming section.[43]

2.3 The Kohn-Sham method

The introduction of a reference system is the key idea behind the Kohn-Shammethod.

This reference system is assumed to be non-interacting, which means that Schrödinger

equation for this system can be solved. Furthermore, it is assumed that the ground state

of this reference system will have the same electron density as the real physical system.

Introducing such system makes it possible to approximate the kinetic energy functional

using the kinetic energy associated with the one-electron solutions of the reference system

and the difference between the true physical ground state density and the one evaluated
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with the solution from the reference system is known as the exchange-correlation energy.

With mathematical symbols. The Hamiltonian of the system of reference is of the form:

Ĥs = T̂s + V̂eff

where V̂eff does not contain electron-electron interacting term and hence the solutions

{ϕi} can be acquired. The kinetic energy density functional is:

T̂s[ρ] =
N∑
i=1

⟨ϕi| −
1

2
∇2|ϕi⟩ (2.23)

where ρ is assumed to be the ground state density of the system of reference under Kohn-

Sham scheme. That is

ρ(r) =
N∑
i=1

± 1
2∑
s

|ϕi(r, s)|2 (2.24)

The effective potential Veff is defined by the potential that the true ground state density

is the same as that of the reference system. For the non-interacting reference system, the

total energy is:

Es[ρ] = Ts[ρ] +

∫
drveff (r)ρ(r) (2.25)

From which the Euler equation is

µs = veff (r) +
δTs[ρ]

δρ(r)
(2.26)

Compare this with the Euler equation of the physical system, with some modification:

µ =
δF [ρ]

δρ(r)
+ vext(r) =

δTs[ρ]

δρ(r)
+
δEH [ρ]

δρ(r)
+
δExc[ρ]

δρ(r)
+ vext(r) (2.27)
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where Ts[ρ] is the same as the one in the non-interacting system, EH being the simple

Coulomb interaction of density, i.e.

EH [ρ] =
1

2

∫
dr1dr2

ρ(r1)ρ(r2)
|r1 − r2|

(2.28)

and

Exc[ρ] = T [ρ]− Ts[ρ] + Vee[ρ]− EH [ρ] (2.29)

It follows from the definition of EH [ρ] that

δEH [ρ]

δρ(r)
=

∫
dr′ ρ(r

′)

|r− r′|
(2.30)

and

δExc[ρ]

δρ(r)
≡ vxc(r) (2.31)

So

const. = µ− µs = vext(r)− veff (r) +
∫
dr′ ρ(r

′)

|r− r′|
+ vxc(r) (2.32)

The effective potential is thus defined

veff (r) = vext(r) +
∫
dr′ ρ(r

′)

|r− r′|
+ vxc(r) + const. (2.33)

The Kohn-Shammethod is an iterative method that starts with an initial trial density. From

this density, one constructs the effective potential as in (2.33). Than one solves the one

particle Schrödinger equation with this effective potential

ĥ(r)ϕi(r) = [−1

2
∇2 + veff (r)]ϕi(r) = ϵiϕi(r) (2.34)

13

http://dx.doi.org/10.6342/NTU202502251


doi:10.6342/NTU202502251

which is also called the Kohn-Sham equation. The first N solutions of the set {ϕi(r)} will

then be used to calculate the new density. If this constructed new density is sufficiently

close to the guess, the algorithm terminates and we get the answer. If not, this new density

will be used as the new trial density and repeat the process. This is known as the self

consistent method. Note that the sum of energies of the first N orbitals is not the physical

ground state energy.

N∑
i=1

ϵi =
N∑
i=1

⟨ϕi| −
1

2
∇2 + v̂eff |ϕi⟩ (2.35)

= Ts[ρ] +

∫
drρ(r)vext(r) +

∫
drdr′ρ(r)ρ(r

′)

|r − r′|
+

∫
drρ(r)vxc(r) (2.36)

While the physical ground state energy is:

E[ρ] = F [ρ]+

∫
drρ(r)vext(r) = Ts[ρ]+

1

2

∫
drdr′ρ(r)ρ(r

′)

|r − r′|
+Exc[ρ]+

∫
drρ(r)vext(r)

(2.37)

So the sum of N orbitals and the true total energy is related by

E[ρ] =
N∑
i=1

ϵi −
1

2

∫
drdr′ρ(r)ρ(r

′)

|r − r′|
−

∫
drρ(r)vxc(r) + Exc[ρ] (2.38)

Another thing to note is that for a general solution ϕi(r, s), it can be put as

ϕi(r, s) = ϕiα(r)α(s) + ϕiβ(r)β(s) (2.39)

where ,α(1
2
) = β(−1

2
) = 1 and α(−1

2
) = β(1

2
) = 0 In practical calculations, several as-

sumptions aremade to simplify the problem. For a spin-polarized (or spin-unrestricted)calculation,

one assumes ϕiα, ϕiβ be real functions and no mixing. i.e.

ϕi(r, s) = ϕiα(r)α(s)
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or

ϕi(r, s) = ϕiβ(r)β(s)

If a system has an even number of electron and the external potential has no spin-dependence,

onewould often do a spin-unpolarized (or spin-restricted) calculation. The spin-unpolarized

calculation takes all the assumptions of spin-polarized calculation, with an additional as-

sumption that

ϕiα = ϕiβ

To conclude the section, the invention of Kohn-Sham method reduces the unknown from

the universal functional F [ρ] to the exchange-corelation functional Exc[ρ] via the intro-

duction of the approximating N-electron non-interacting reference system and provide an

easy iteration process to study the ground state, thusmakingDFT a popular tool. However,

there are still many factors such as the lack of accurate and computationally affordable

exchange-correlation functional and the failure to satisfy the assumptions of Kohn-Sham

DFT can still cause qualitative error in calculations.[44–47]

2.4 Thermally-assisted-occupation density functional the-

ory

In the Kohn-Sham scheme, the density of ground state is assumed to be of the form

of equation (2.24). However, high accuracy calculations such as full configuration inter-

action shows that this assumption fails for some systems. In 2012 Chai proposed a new

method known as TAO-DFT (thermally-assisted-occupation density functional theory) to

compensate this shortcoming of the conventional KS-DFTwhile maintaining similar com-

putational cost[48].
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In TAO-DFT, the ground state density is assumed to be non-interacting thermal en-

semble vs representable. That is, the density is represented by the ground state density of

a reference system consisting of N electrons which are non-interacting and are at the ther-

mal equilibrium with a fictitious electronic temperature θ when there is a local potential

vs(r). The density is thus of the form:

ρ(r) =
∞∑
i=1

fi|ψi(r)|2 (2.40)

with

fi =
1

1 + exp[(ϵi − µ)/θ]
(2.41)

the Fermi-Dirac distribution and µ determined by

∞∑
i=1

fi = N (2.42)

ψi being the i-th orbital and ϵi the associated energy. In TAO-DFT, the universal functional

is partitioned as

F [ρ] = Aθ
s[ρ] + EH [ρ] + (Vee[ρ]− EH [ρ] + T [ρ]− Aθ

s[ρ]) (2.43)

= Aθ
s[ρ] + EH [ρ] + (Vee[ρ]− EH [ρ] + T [ρ]− Ts[ρ]) + (Ts[ρ]− Aθ

s[ρ]) (2.44)

= Aθ
s[ρ] + EH [ρ] + Exc[ρ] + Eθ[ρ] (2.45)

where Aθ
s[ρ] is the non-interacting θ-temperature kinetic free energy and

Eθ[ρ] ≡ Ts[ρ]− Aθ
s[ρ] = Aθ=0

s [ρ]− Aθ
s[ρ] (2.46)

One can easily check that for θ = 0 TAO-DFT reduces to KS-DFT. With this new decom-
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position of F [ρ] minimizing E[ρ] with constraint leads to

δE[ρ]

δρ
= µ =

δAθ
s[ρ]

δρ
+

∫
dr′ ρ(r

′)

|r− r′|
+
δExc[ρ]

δρ
+
δEθ[ρ]

δρ
+ vext(r) (2.47)

The direct evaluation of δAθ
s [ρ]
δρ

can be prevented by usingMermin’s theorems, which states

that the grand-canonical potential Ωθ
s[ρ]

Ωθ
s[ρ] = Aθ

s[ρ] +

∫
drρ(r)[vs(r)− µs] (2.48)

is minimized. The minimization condition yields the Euler equation

µs =
δAθ

s

δρ
+ vs(r) (2.49)

along with equation (2.47) we get

vs(r) = vext(r) +
∫
dr′ ρ(r

′)

|r− r′|
+
δExc[ρ]

δρ
+
δEθ[ρ]

δρ
(2.50)

The computation process for TAO-DFT is identical to that of the traditional Kohn-Sham

DFT. One begins by an initial guess ρ0(r) and construct the potential vs(r) by (2.50). Then

one solves the single-particle, non-interacting Schrödinger equation

[−1

2
∇2 + vs(r)]ψi(r) = ϵiψi(r)

Fromwhich one obtains {ψi} and {ϵi}. from (2.41) and (2.42) one gets µ and {fi}. Finally

one check if ρ0(r) is close enough to ρ(r) determined by (2.40). If not the process repeats

with ρ(r) as the new ρ0(r). One can express the kinetic free energy Aθ
s using orbitals and

occupation numbers as

Aθ
s = T θ

s [{fi, ϵi}]−
θ

kB
Sθ
s [{fi}] (2.51)
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where

T θ
s [{fi, ϵi}] =

∞∑
i=1

fi

∫
drψ∗

i (−
1

2
∇2)ψi =

∞∑
i=1

fiϵi −
∫
drvs(r)ρ(r) (2.52)

and the entropy being

Sθ
s [{fi}] = −kB

∞∑
i=1

(1− fi) ln (1− fi) + fi ln fi (2.53)

It is thought that the entropy term here plays a significant role in describing the multi-

character nature of the system, since when the system is of single-reference nature, one

will have fi being 1 or 0, making the term insignificant. While when the system is of multi-

reference character, fi becomes fractional and this entropy term becomes more important.

2.5 Computational detail

A development version of Q-Chem 6.1 is employed for all calculations [49, 50].

Dispersion corrected TAO-DFT with BLYP-D exchange correlation is implemented [51,

52], and the local density approximation density functional with θ dependency functional

ELDA
θ with the fictitious temperature θ set to 7 mHartree [48]. In every calculation, we

employ the basis set 6–31G* and the fine grid consisting of 75 Euler-Maclaurin radial grid

points and 302 Lebedev angular grid points. For weekly interacting systems, to calculate

their interaction energies, counterpoise correction process is adopted to reduce the BSSE

(basis set superposition errors).
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Chapter 3 Results and discussion

3.1 Electronic properties

As the first step we obtain the stable singlet geometry of pristine Zigzag graphene

nanoribbon of dimension [2,n](ZGNR[2,n]),where n indicates how many benzene rings

are there in direction parallel to the zigzag edge, via geometry optimization with TAO-

BLYP-D. At this optimized singlet geometry, we place a Lithium atom at the middle of

each of the six-carbon rings and subsequently optimize the geometry again. The posi-

tion of Lithium atom after optimization is slightly displaced and the structure is then re-

optimized. The displaced Lithium atoms turn out to return to approximately the middle of

the six-carbon ring, this implies a stable adsorption site for Lithium atom. In this work,

ZGNR[2,n] with Lithium atoms adsorbed is written as ZGNR[2,n]-Li, which consists of

ZGNR[2,n] and 6n-2 Lithium atoms with the Lithium atoms being adsorbed on the ad-

sorption sites as depicted in Figure 3.1.

Then we evaluate how stably the Lithium atoms are adsorbed via computing the av-

erage binding energy of Lithium atoms on ZGNRs, which is:

Eb(Li) = (EZGNR[2,n] + E(6n−2)Li − EZGNR[2,n]−Li)/(6n− 2)
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Figure 3.1: Li-adsorbed zigzag graphene nanoribbon

WhereEZGNR[2,n]is the total energy of ZGNR[2,n],E(6n−2)Li is the total energy of the 6n-

2 Li adatoms on the hexagon sites, and EZGNR[2,n]−Li is the total energy of Li-adsorbed

ZGNR[2,n]. Eb(Li) is then modified for basis set superposition error (BSSE) using a

standard counterpoise method, in which the ZGNR[2,n] is considered as the first fragment,

and the 6n-2 Li atoms as the second fragment. As expressed in Figure 3.2 ,Li adatoms bind

to ZGNR[2,n] strongly with the binding energy range of 75 to 93 kJ/mole for each Lithium.

The vertical electron affinity

EAv = EN − EN+1

,ionization potential

IPv = EN−1 − EN

, and fundamental gap

Eg = IPv − EAv = EN−1 + EN+1 − 2EN

are acquired via several difference of energy calculations, with EN being the total energy
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Figure 3.2: Average binding energy of Lithium atoms as a function of n, in kJ/mole

of the neutral system containing N electrons. Here the geometry of the whole systems

remains to be that obtained via geometry optimization of the neutral, spin singlet system.

When the length n increases, vertical ionization potentials for both pristine ZGNR[2,n]

and ZGNR[2,n]-Li tend to decrease.On the other hand,vertical electron affinities tend to

increase for both pristine and Li- ZGNR[2,n]. Regarding the fundamental gaps, they de-

creasemonotonically for both pristine ZGNR[2,n] and ZGNR[2,n]-Li.It is also noteworthy

that the gap values of Li-adsorbed ZGNR[2,n] (n = 2–6) fall within the technologically

relevant range of 1 to 3 eV, which is particularly promising for potential applications in

nanophotonic devices.

To investigate whether pristine or Li-adsorbed ZGNR[2,n] exhibits multi-reference

character, we take a look at the symmetrized von Neumann entropy:

SvN = −1

2

∞∑
i=1

{(1− fi) ln (1− fi) + fi ln fi}
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Figure 3.3: Vertical ionization potential as a function of length,in eV

Figure 3.4: Vertical electron affinity as a function of length,in eV
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Figure 3.5: Fundamental gap as a function of length,in eV

for the singlet state of pristine/Li-adsorbed ZGNR[2,n] and plot them as a function of

length n. In the above equation, fi is the occupation number of the ith orbital obtained

with TAO-BLYP-D, with a value between zero and one, and is about the same as the

occupation numbers of the ith natural orbital as pointed out by previous studies[48, 51].

Note that for a system with single reference character, {fi} are very close to either 0 or

1, so the SvN is very close to 0, as the quantity of active orbitals increases, fi become

fractional for these orbitals and SvN increases rapidly. As shown in the following figure

for pristine ZGNR[2,n], the Symmetrized von Neumann entropy increases monotonically,

these are consistent with the previous TAO-LDA result.[53]

The calculated vonNeumann entropy (SvN ) reveals that Li-adsorbed ZGNR[2,n] sys-

tems exhibit a more pronounced multi-reference character than their pristine counterparts

for all examined values of n. This observation implies that conventional KS-DFT (Kohn–

Sham density functional theory), which relies on standard exchange-correlation function-

als, is insufficient for accurately capturing the electronic structure of these systems. How-
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Figure 3.6: Symmetrized von Neumann entropy as a function of length

ever, an increase in SvN alone does not fully elucidate the nature of the underlying electron

correlation, as such an increase can result from two distinct scenarios: either most orbital

occupation numbers remain close to 0 or 1 with a few approaching 0.5, or a broader set of

orbitals attain fractional occupation values that are not necessarily near 0.5. To distinguish

between these cases, we examined the orbital occupation numbers for both pristine and

Li-adsorbed ZGNR[2,n] systems (n = 2–6), considering orbitals ranging from the 10th

below the highest occupied molecular orbital (H–10) to the 10th above the lowest unoc-

cupied molecular orbital (L+10). The analysis indicates that both increasing the ribbon

length and introducing Li atoms elevate the symmetrized von Neumann entropy, albeit

through different mechanisms. While lengthening the system drives more orbitals toward

half-occupation, Li adsorption results in a larger number of orbitals with fractional occu-

pation, though not necessarily close to 0.5. Given the prohibitively high computational

cost of accurate multi-reference calculations for large ZGNR systems, both pristine and

Li-adsorbed, the use of thermally-assisted-occupation DFT (TAO-DFT) is a practical and
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justified choice for this study.

Figure 3.7: Occupation numbers of all orbitals between the 10th orbital below the high-
est occupied molecular orbital (H-10) and the 10th orbital above the lowest unoccupied
molecular orbital(L+10) of ZGNR[2,n](n=2 6)

Figure 3.8: Occupation numbers of all orbitals between the 10th orbital below the high-
est occupied molecular orbital (H-10) and the 10th orbital above the lowest unoccupied
molecular orbital(L+10) of Li-ZGNR[2,n](n=2 6)
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3.2 Hydrogen storage properties

pristine carbon-basedmaterials are found to interact with hydrogenweakly (i.e. mainly

by dispersion).Thus they are incapable of storingH2 molecules under ambient conditions.

For the same reason, pristine zigzag graphene nanoribbons are unpropitious for ambient

hydrogen storage , because of insufficient binding energy. On top of that, the number of

hydrogen molecules that every benzene ring can adsorb is constrained by repulsive inter-

actions among them at close proximity. As a consequence, the average binding energy is

expected to drop with the increase of hydrogen molecules adsorbed. For these reasons,

under ambient conditions, pristine zigzag graphene nanoribbons cannot be efficient hy-

drogen storage materials. In this thesis, the hydrogen storage properties of Li-adsorbed

ZGNR[2,n](n=2,3) are examined. Starting from their ground-state geometries, x hydrogen

molecules are first placed at different potential adsorption sites in the neighborhood each

Lithium adatom. Geometry optimizations are then carried out to identify the most stable

configurations.We focus on the cases where all hydrogen molecules are in their molecu-

lar form. The average binding energy of hydrogen, denoted as Eb(H2), on Li-adsorbed

ZGNR[2,n] is calculated using the following definition:

Eb(H2) = (EZGNR[2,n]−Li+x(6n−2)EH2−EZGNR[2,n]−Li−x(6n−2)H2)/[x(6n−2)] (3.1)

Li-ZGNR[2,2] Li-ZGNR[2,3]
1H2 29.37 30.22
2H2 23.25 21.07
3H2 19.19 14.20

Table 3.1: Average binding energy of hydrogen molecules, in kJ/mole

Here, EH2 is the energy of a single H2 molecule in vacuum, while EZGNR[2,n]−Li
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Figure 3.9: Average binding energy of hydrogen molecules, in kJ/mole

corresponds to the total energy of a ZGNR[2,n] structure with Lithium adsorption when

x H2 molecules are bound to each Li adatom. The binding energy Eb(H2) is modified for

BSSE via the standard counterpoise scheme. As depicted in the previous table, when x=1,

Eb(H2) is 29 kJ/mole perH2 for n=2 and 30 kJ/mole for n=3. For the case of x=2,Eb(H2)

is 23 kJ/mole perH2 for n=2 and 21 kJ/mole for n=3. These binding energies falls within

the ideal energy range. For x=3, however, Eb(H2) becomes 19 kJ/mole per H2 for n=2

and 13 kJ/mole for n=3, which are below the ideal range.

To evaluate whether the binding energies of each H2 molecule fall within the desir-

able range for practical hydrogen storage, rather than just considering the average binding

energy. We study the binding energy of the y-th H2 molecule. Unlike Li-adsorbed n-

acenes, the number of hydrogen atoms that each Li atom can adsorb is different. As a

result, we start by checking the final geometry of the system that initially places 3 hydro-
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Figure 3.10: The optimized structure containing 30H2 adsorbed to Li-adsorbed
ZGNR[2,2]. In this figure, hydrogen molecules that are while are of the first type and
those in red are of the second type. In this system there is no hydrogen molecules of the
third type

gen molecules around each Li atom. From the optimized geometry, we identify different

types of hydrogen molecules. The first type of hydrogen molecules are located next to the

Li atom. The second type of hydrogen molecules are located a bit farther away from Li

atoms. And the last type of hydrogen molecules are those being very far away from the

storage system. In this study we will focus on the first two types of hydrogen molecules,

in which the second type hydrogen molecules are already weakly adsorbed, justifying our

ignorance on the third type. The successive binding energy is defined as, for Li-adsorbed

ZGNR[2,2]

Eb,1(H2) = (EZGNR[2,2]−Li + 20EH2 − EZGNR[2,2]−Li−20H2)/20 (3.2)

Eb,2(H2) = (EZGNR[2,2]−Li−20H2 + 10EH2 − EZGNR[2,2]−Li−30H2)/10 (3.3)
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Figure 3.11: Successive binding energy of hydrogen molecules, in kJ/mole

and for Li-adsorbed ZGNR[2,3]

Eb,1(H2) = (EZGNR[2,3]−Li + 22EH2 − EZGNR[2,3]−Li−22H2)/22 (3.4)

Eb,2(H2) = (EZGNR[2,3]−Li−22H2 + 12EH2 − EZGNR[2,3]−Li−34H2)/12 (3.5)

Li-ZGNR[2,2] Li-ZGNR[2,3]
Eb,1(H2) 26.24 20.30
Eb,2(H2) 5.58 2.27

Table 3.2: Successive binding energy of hydrogen molecules, in kJ/mole

The result shows that Eb,1(H2) is 26.24 kJ/mole per H2 for n=2 and 20 kJ/mole per

H2 for n=3, Eb,2(H2) is 5.58 kJ/mole per H2 for n=2 and 2.27 kJ/mole per H2 for n=3.
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These results show that for hydrogen molecules of the second kind, their interaction with

Li-adsorbed ZGNR is weak, and the binding energy is close to that of a dispersion. Thus

hydrogen molecules of the second kind is not adsorbed to the system.

By using the van’t Hoff equation,[9, 11],we can estimate the temperature at which

the adsorbed hydrogen molecules will desorb from the system. Here we use the average

binding energy of first hydrogen molecules and Eb,1(H2) for estimation.

TD =
Eb(H2)

kB

{
∆S

R
− ln

p0
peq

}−1

(3.6)

Where Eb(H2) has been defined previously,∆S the change in hydrogen from gas

to liquid (with value being 13.819R),p0 is the standard atmospheric pressure (1 bar), peq

is the equilibrium pressure and kB, R the Boltzmann and gas constant respectively. As

presented in Table 3.3 , the desorption temperature TD of the adsorbed hydrogen on Li-

adsorbed ZGNR[2,n] (n=2,3) is estimated using equation (3.6) at peq = 1.5 bar and 1

bar,respectivel. For the first adsorbed hydrogen molecule, the desorption temperature is

about -20 degrees Celsius, and for the average of all adsorbed hydrogen molecules, it

becomes about -100 degrees Celsius. With the proper cooling mechanism, Li-adsorbed

ZGNR[2,n] can be suitable for hydrogen storage materials near ambient conditions.

As Li-adsorbed ZGNR[2,n] (n=2,3) can bind up to 20 and 22 hydrogen molecules

respectively with the average binding energies in the ideal range, the associated hydrogen

gravimetric storage capacity Cg is defined as

Cg =
mMH2

MLi−ZGNR[2,n] +mMH2

(3.7)

where m is the number of hydrogen molecules a system can adsorb,MH2 the mass of a
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hydrogen molecule andMLi−ZGNR[2,n] the mass of Li-adsorbed ZGNR[2,n],calculated by

using the molecular formula in [53]. As shown in the table. Cg is 11 % for n=2 and

8.7 % for n=3, satisfying the USDOE ultimate target value 6.5 %. However, the what

the USDOE target is meant for the whole storage system, which contains not only the

storage material but also the enclosing tank, insulation, piping etc. Accordingly, a direct

comparison of our calculated result to the USDOE target is not feasible in this case.The

actualCg value will be affected by the design of the entire storage system, so a comparison

should only be made after taking all relevant factors into account. However, since the Cg

values obtained in this study are higher than the USDOE ultimate target, storage systems

utilizing Li-adsorbed ZGNR[2,n] are still likely to serve as high-capacity hydrogen storage

materials. On top of the above analysis, let us see how the addition of hydrogen molecules

n Binding energy TD(peq = 1.5) TD(peq = 1)
Cg1H2 Eb,1(H2) 1H2 Eb,1(H2) 1H2 Eb,1(H2)

2 29.37 26.24 248 222 256 228 11
3 30.22 20.30 256 172 263 177 8.7

Table 3.3: Average binding energy, desorption temperature and gravimetric storage ca-
pacity. The binding energies are in kJ/mole, temperatures are in K and Cg in percent

affects the electronic properties of the system. To be specific, the occupation number and

the symmetrized von Neumann entropy.

Li-ZGNR[2,2] Li-ZGNR[2,3]
no H2 2.88 4.49

all H2 of type 1 2.16 5.06
more H2 2.08 5.16

Table 3.4: Symmetried von Neumann entropy of Li-ZGNR[2,n] and mH2-Li-ZGNR[2,n]

In terms of orbital occupation numbers and symmetrized von Neumann entropy, it

can be seen that the adsorption of hydrogen molecules does not change them significantly.

That is, the introduction of hydrogen molecules rarely increases or decreases the multi-

reference character of the system.
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Figure 3.12: Orbital occupation numbers from L-10 to L+10 for Li-ZGNR[2,2] and Li-
ZGNR[2,3] with different number of hydrogen molecules adsorbed

As a final part of the analysis, let us take a look on how the addition of hydrogen

molecules changes the partial charge of the lithium atoms. The charge we are talking

about is the Mulliken atomic charge[54]. As charge can be either positive or negative on

each lithium and any non-zero partial charge can polarize the hydrogen molecules, we

present here the average absolute value of charge on all lithium atoms in the system.

Li-ZGNR[2,2] Li-ZGNR[2,3]
no H2 0.16 0.39

all H2 of type 1 0.61 0.63
more H2 0.73 0.74

Table 3.5: Average of absolute value of Mulliken charge on Lithium atoms

The result shows that the Mulliken partial charge on lithium atoms increases as the

number of hydrogen molecules in the system increases. On top of that, we can see that

the difference of partial charge on the lithium atom between the cases when all hydrogen

molecules of type one are being adsorbed and the case when no hydrogen molecule is

adsorbed is much bigger than that between the cases when more H2 being adsorbed and

all hydrogen molecules of type one being adsorbed. In other words, the lithium atoms

fail to polarize further when more hydrogen molecules are added to the system, this can

possibly set the limit on the binding energy of the hydrogen molecules.

32

http://dx.doi.org/10.6342/NTU202502251


doi:10.6342/NTU202502251

3.3 Discussion

It is appropriate to compare our results obtained here to those obtained in the 2016

study on linear Li-adsorbed n-acenes [40] as Li-adsorbed ZGNR[2,n] can be regarded as

two parallel n-acene fused together. For electronic properties, both linear n-acenes and

ZGNR[2,n] are found to have high multi-reference characters and these characters are

further enhanced by the addition of Lithium atoms. The binding energies of Li atoms on

both systems are found to be similar.

For hydrogen storage, unlike Li-adsorbed n-acene, the number of hydrogenmolecules

that each Li adatom can adsorb is different from one to one. It is found that Li adatoms

in the center strip of the ribbon adsorb less or even no hydrogen molecules while those

on the edge adsorb about one or two hydrogen molecules. Regarding the binding energy,

hydrogen molecules are generally adsorbed more strongly on Li-adsorbed n-acene than

on Li-adsorbed ZGNR[2,n].This is possibly because of the stronger repulsions among the

hydrogen molecules since in Li-adsorbed n-acenes, each benzene ring has at most two

neighboring rings, while in Li-adsorbed ZGNR[2,n], each ring can have up to six neigh-

boring rings. As Li atoms are adsorbed at the center of the ring and hydrogenmolecules are

adsorbed to Li atoms, this will force the hydrogen molecules to be more tightly packed,

increasing mutual repulsion [55], hence lowering the binding energy. Unlike n-acenes,

the number of hydrogen molecules that each Li atom can adsorb is also different from

one to another. This is also very different from n-acene,in which every Li atom in the

system can adsorb two hydrogen molecules with the ideal energy range. Besides, during

the study, we found that in some of our simulations, hydrogen molecules are torn apart

and adsorbed chemically on Li atoms. This occurs more frequently as the system size
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gets larger. The occurrence of chemisorption is by far not well understood and was never

observed in the n-acene study, but we think these may result from some initial placement

of hydrogen molecules that is not physical. It is also worth mentioning that chemisorp-

tion occurs only at the Li atoms in the central strip. In Li-adsorbed n-acene systems, the

average binding energies are basically around 30-40 kJ/mole per hydrogen molecule, re-

sulting in dissociation temperatures that are close to room temperature or slightly higher

than room temperature. On the other hand, for Li-adsorbed ZGNR[2,n], average binding

energies are about 20-30 kJ/mole, which correspond to dissociation temperatures that are

to some degree lower than room temperature.

Compared to Li-adsorbed n-acenes, Li-adsorbed ZGNR[2,n] have higher gravimetric

storage capacity,especially for Li-ZGNR[2,2]. For Li-adsorbed n-acenes, the gravimetric

storage capacity is reported to be 9.9 to 10.7 % wt in the study and asymptotes to 11.2 %

for n→ ∞. For Li-adsorbed ZGNR[2,n], the gravimetric storage capacity is already 11%

wt for n=2 but unfortunately there seems to be no asymptotic result that can be compared.
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Chapter 4 Conclusion

In this work, we examined the hydrogen storage properties of Li-adsorbed zigzag

graphene nanoribbons (Li-ZGNR[2,n], with n = 2, 3) and the electronic properties of Li-

adsorbed zigzag graphene nanoribbons (Li-ZGNR[2,n], with n = 2 - 6) using thermally-

assisted-occupation density functional theory (TAO-DFT) with dispersion corrections.

Specifically, we analyzed the electronic properties including Li binding energies, verti-

cal electron affinities, ionization potentials, fundamental gaps,symmetrized von Neumann

entropy,and orbital occupation numbers. Hydrogen storage descriptors such as the suc-

cessive and average H2 binding energies, gravimetric storage capacities, and desorption

temperatures are also studied. Because of the strong multi-reference character inherent

in both pristine and Li-adsorbed ZGNRs, conventional Kohn–Sham DFT with standard

exchange–correlation functionals may yield unreliable predictions. In contrast, accurate

multi-reference methods such as FCI are computationally infeasible for such large sys-

tems, thereby showing the necessity of the employing TAO-DFT.

Our results show that Li-ZGNR[2,2] can accommodate at most 20 H2 molecules and

Li-ZGNR[2,3] can accommodate at most 22 H2 molecules with the average energies of

binding falling within the ideal range (20–40 kJ/mol per H2). The corresponding tem-

peratures for hydrogen desorption are slightly below room temperature. Regarding the

gravimetric storage capacities, they range from 8.7 to 11 %, which exceeds the ultimate
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target of 6.5 % set by the USDOE . These findings suggest that Li-adsorbed ZGNR[2,n]

(n=2,3) systems are promising candidates for high-capacity, reversible hydrogen storage

near ambient conditions.

It is also theoretically feasible to decorate both sides of the ZGNR surface with Li

atoms. However, experimental implementation may be challenging due to the stacked

nature of GNR crystals. As proposed by Deng et al.[18], the use of pillared architec-

tures—such as 2,5-dihydrofuran-solvated Li+ cations—to increase the interlayer spacing

could potentially allow for sufficient spatial accommodation of both Li adatoms and H2

molecules. Nonetheless, further investigations are warranted to evaluate the properties of

such pillared ZGNR systems. Additionally, practical limitations such as Li site occupa-

tion by solvent molecules and the reduced stability of Li-doped materials under ambient

air or moisture must be addressed through experimental studies.[30]
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Appendix A — Figures of real-space

representation of HOMOs and LUMOs

for the lowest singlet states of pristine

and Li-adsorbed ZGNR calculated

using spin restricted TAO-BLYP-D

(θ = 7mHartree) at isovalue =0.002eV/Å

A.1 pristine Zigzag graphene nanoribbons [2,n]

(0.99310) (0.00690)

Figure A.1: Real-space representation of HOMO (left) and LUMO (right) for the singlet
state of pristine ZGNR[2,2] with their occupation number 0.99310 and 0.0069046
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(0.91526) (0.08475)

Figure A.2: Real-space representation of HOMO (left) and LUMO (right) for the singlet
state of pristine ZGNR[2,3] with their occupation number 0.91526 and 0.08475

(0.72246) (0.27791)

Figure A.3: Real-space representation of HOMO (left) and LUMO (right) for the singlet
state of pristine ZGNR[2,4] with their occupation number 0.72246 and 0.27791

(0.99994) (0.91526)

Figure A.4: Real-space representation of HOMO (left) and LUMO (right) for the singlet
state of pristine ZGNR[2,5] with their occupation number 0.576264 and 0.42726
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(0.99994) (0.91526)

Figure A.5: Real-space representation of HOMO (left) and LUMO (right) for the singlet
state of pristine ZGNR[2,6] with their occupation number 0.51060 and 0.50413

A.2 Li-adsorbed Zigzag graphene nanoribbons [2,n]

(0.52016) (0.21912)

Figure A.6: Real-space representation of HOMO (left) and LUMO (right) for the singlet
state of Li-ZGNR[2,2] with their occupation number 0.52016 and 0.21912

(0.70266) (0.42173)

Figure A.7: Real-space representation of HOMO (left) and LUMO (right) for the singlet
state of Li-ZGNR[2,3] with their occupation number 0.70266 and 0.42173
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(0.67990) (0.28979)

Figure A.8: Real-space representation of HOMO (left) and LUMO (right) for the singlet
state of Li-ZGNR[2,4] with their occupation number 0.67990 and 0.28979

(0.53120) (0.39654)

Figure A.9: Real-space representation of HOMO (left) and LUMO (right) for the singlet
state of Li-ZGNR[2,5] with their occupation number 0.53120 and 0.39654

(0.57376) (0.38082)

Figure A.10: Real-space representation of HOMO (left) and LUMO (right) for the singlet
state of Li-ZGNR[2,6] with their occupation number 0.57376 and 0.38082
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Appendix B — Figures of optimized

geometries of Li-adsrobed ZGNR[2,n]

(n=2,3) with various numbers of

hydrogen molecules adsorbed

Figure B.11: Optimized geometries of Li-adsrobed ZGNR[2,2] with 10 hydrogen
molecules adsorbed
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Figure B.12: Optimized geometries of Li-adsrobed ZGNR[2,3] with 16 hydrogen
molecules adsorbed

Figure B.13: Optimized geometries of Li-adsrobed ZGNR[2,2] with 20 hydrogen
molecules adsorbed
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Figure B.14: Optimized geometries of Li-adsrobed ZGNR[2,3] with 22 hydrogen
molecules adsorbed

Figure B.15: Optimized geometries of Li-adsrobed ZGNR[2,2] with 30 hydrogen
molecules adsorbed
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Figure B.16: Optimized geometries of Li-adsrobed ZGNR[2,3] with 34 hydrogen
molecules adsorbed
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