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Abstract

Physics-based control tasks demand robust generalization because violations of phys-
ical laws, such as those involving gravity or collisions, could cause severe safety risks.
We investigate how to improve generalization in such tasks by generating a training en-
vironment curriculum. Building on the framework of Unsupervised Environment De-
sign (UED), we identify that random environment generators, as adopted by several prior
UED works, could hinder zero-shot generalization. By examining the generated environ-
ments, we found that the generated environments are often overly complex. To address
this, we use off-the-shelf Vision-Language Models (VLMs) to produce environments with
grounded complexity, leveraging that VLMs are training-free and can be conditioned in a
zero-shot manner. We further define grounded complexity by semantic groundedness and
sample complexity groundedness to reflect how grounded the generated environments are
with respect to a reference environment and policy. We outline several design choices to

achieve these metrics. Experimental results demonstrate that even a grounded environ-

doi:10.6342/NTU202501834



ment generator alone improves generalization. Furthermore, performance can be further

boosted by incorporating a complementary UED method. Our proposed method, VLM-

based Sampling For Learnability (V-SFL), achieves state-of-the-art performance on the

studied physics-based control benchmark.

Keywords: Unsupervised Environment Design, Vision-Language Models, Reinforce-

ment Learning, Physics-based control
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Chapter 1 Introduction

Recent developments of generation models, such as Vision-Language Models (VLM)
and video generation models, have brought impressive capabilities in world understanding
and prediction. However, such capabilities are still imperfect, as sometimes the model out-
put could violate physical laws, making the model less trustworthy. This urges researchers
to study the understanding of physical laws in various ways, such as visual-question an-
swering [7, 39], object-centric models [3, 22, 24, 37, 38], world model physics alignment

[20], self-supervised objectives [14].

We focus on physics-based control generalization because violations of physical laws
can lead to severe safety risks, such as collisions, which are more critical than errors in
video generation or question answering. Specifically, we aim to improve physics-based
control generalization with gravity and collision on a variety of object layouts, as gravity
and collision are the most common scenarios of physics-based control. The control ob-
jective is for the subject to reach a goal location by rolling on the surfaces of other objects
under gravity. We train control policies in a set of training environments and test whether
the trained policy could perform well in unseen testing environments, in both zero-shot
manner and after a period of adaptation in the unseen environments. For example, policy
is trained in environments with a set of possible steepness of slope, and we test whether the
policy could still work when the steepness of slope is unseen before. Moreover, there may

1 doi:10.6342/NTU202501834



be obstacles on the subject’s trajectory, and the position of the obstacle could be different
in training and testing environments. This leads to different trajectories after collision,

and the policy should be generalizable to such unseen environments.

We conduct policy learning via online model-free reinforcement learning due to the
following reasons. First, offline methods such as imitation learning or offline RL [17]
require a dataset of trajectories. Such trajectories can be collected using algorithms, ex-
isting policy models, or expert demonstration [12]. However, in physics-based control,
it is unclear by which algorithm or model the trajectories should be produced, and expert
demonstration is too costly. Therefore, we choose to train the policy online. Second,
model-based methods, such as a pre-trained video model or a differentiable physics-based
simulator, can create another source of error compared to model-free methods. Video
models could produce predictions that violate physical laws [20], and the gradient ob-
tained from differentiable simulators is unstable and requires special design to mitigate

the problem [26, 30]. Therefore, we decide to train the policy in a model-free manner.

In the online model-free RL setup, to promote generalization, a widely adopted method
is domain randomization (DR) [32]. DR generates a large amount of environments to train
the control policy, hoping the training environments could be broad enough to cover the
possible environments at test time. Various techniques have been proposed for better DR
[8, 40]. However, in physics-based control, a change in slope steepness or obstacle lo-
cation could make environments significantly harder, because it is difficult to sample a
successful trajectory due to the lack of dense reward. We assume the reward is sparse
due to the difficulty in designing the reward function. In this way, not all environments
offer the same learning utility, and further training in difficult environments could also

lead to forgetting [36]. To address those problems, we opt for Unsupervised Environment

2 doi:10.6342/NTU202501834



Design (UED) methods because they try to quantify the learning utility of environments.
The learning utility is typically quantified by regret, corresponding to the current control
policy. The goal of UED is to construct a curriculum of environments that maximizes the
generalization performance to unseen environments. In the seminal work of UED [11], it
has been shown that training policies in high-regret environments could facilitate gener-

alization.

An important research obstacle for studying the generalization is choosing a set of
benchmarks to evaluate on. We think that the benchmark should satisfy the following
properties: controllability, discrete action, sparse reward, and texture-free observation.
Controllability refers to the ease of manipulating environments through variables or pro-
grams, a key requirement for UED. For instance, well-known Atari [4] does not offer
such controllability. In addition, discrete action tasks are more preferable than continuous
action tasks (such as RLBench [16]) because continuous action tasks require the policy
to learn motor control, which could add another layer of complexity. Furthermore, the
sparse reward property is important because the reward function is hard to design and an
ill-defined reward function could result in a form of bias. Therefore, we think that the per-
formance should be assessed through whether the task is accomplished. Finally, we focus
on tasks with texture-free observation because the policy could focus directly on learning
physical law generalization, where we note that various works have discussed tasks with
rich textures [40]. Of several potential benchmarks, we found that the recently proposed
benchmark I-PHYRE [22] satisfies all the properties, and it will serve as our main testbed

for evaluating physics-based control generalization.

UED methods could be classified as learning-based methods and replay-based meth-

ods. Learning-based methods generate environments via a learned generator, whereas

3 doi:10.6342/NTU202501834



replay-based methods prioritize environments sampled from a random generator. Learning-
based methods are typically hard to train [10] or require a pre-defined dataset [10), 13].
However, such a dataset is not available in our setup. Therefore, we applied existing
replay-based methods [19, 27, 28] but found that training in randomly-generated envi-
ronments does not lead to an improved generalization. Inspecting the generated envi-
ronments, we identified that the generator often produces overly complex environments.
Such a complexity could hinder policy learning and, counterintuitively, we do not observe

meaningful performance differences with replay-based UED variants.

Observing the phenomenon, we ask: ”Can grounded environment curriculum gener-
ation improve generalization?” Because of the lack of predefined dataset and the need to
avoid high complexity, a natural approach to this problem is to leverage the capabilities of
oft-the-shelf VLMs. VLMs are training-free and can be conditioned in a zero-shot manner
[6, 21], making them an immediate choice to ground the complexity. However, we found
that a direct use of a VLM to generate environments results in very random outputs, pro-
ducing trivial environments solvable by a random policy. Based on this observation, we
identify two essential components of ”grounded complexity”: semantic groundedness and
sample complexity groundedness. Semantic groundedness measures similarity to a refer-
ence environment, while sample complexity groundedness measures how many samples
a reference policy needs for success. Those metrics prevent the generated environments
from being overly complex from both semantic and sample complexity perspectives. We
then study how to elicit the VLM to enhance both metrics. Experimental results show
that VLM, when properly grounded, serves as a promising generator that captures envi-
ronment complexity and outperforms existing UED baselines. Furthermore, our grounded

environment generator is compatible with replay-based UED methods, and we show that
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their integration, V-SFL, reaches state-of-the-art performance in the studied physics-based

control benchmark.

Our work made the following contributions. First, we first define grounded com-
plexity under the UED regime and demonstrate how to elicit such groundedness from
VLM. Second, we show that grounded environment curriculum generation is crucial for

generalization for physics-based control.
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Chapter 2 Related works

Physics-based control and intuitive physics The capability for physical understand-
ing has been studied across a variety of domains, including Visual Question Answering
(VQA) [7, 39], video prediction [2, 3, 24], object-centric representation [37, 38], world
models [20], self-supervised training objectives [14]. While most of these works empha-
size semantic or predictive understanding, few have investigated the control perspective
in an isolated manner. The most relevant to our work are [22] and [25], which study
generalization behavior in physics-based control environments. [25] focus on scaling up
physical simulations for more efficient training, whereas our work focuses on the central
role of the environment generator. Moreover, the benchmark proposed by [22] presents
limitations for evaluating UED methods, as its small number of test environments hinders

a meaningful comparison.

LLM/VLM-based task generation Large language and vision-language models have
recently been leveraged to produce diverse robotic simulation tasks at scale. Various
modalities have been explored for different input and output, including text-based inter-
faces [34, 35], image-based prompts [41], and intermediate representations [31]. Some
works aim to improve real-world transferability by generating simulation scenes tailored

to real-world utility [40]. While many of these studies demonstrate the effectiveness of
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task generation by showing downstream policy improvement, they did not examine the
alignment of agent’s capability with the generated environments. The most relevant to our
work is [23], which improves VLM-based terrain generation by rolling out multiple com-
peting policies in an evolutionary manner. In contrast, our work focuses on the grounded
complexity of environment generation and evaluates on an isolated physics-based control

benchmark.

Unsupervised Environment Design Unsupervised Environment Design (UED) aims
to improve generalization in RL by strategically generating a training environment cur-
riculum without supervision. The line of research began with [11], and subsequent meth-
ods have improved generalization through alternative regret approximations or additional
components in UED. UED methods could be categorized into learning-based methods and
replay-based methods. Learning-based methods train an adversary that generates high-
regret environments via reinforcement learning [ 1 1, 19], auxiliary representation learning
[1], VAE [13], and diffusion models [10]. Replay-based methods, on the other hand, ap-
proximate the regret of existing or randomly generated environments, such as ¢; value
loss [19, 27], zero-shot success rate [28], and others [5]. Learning-based methods are of-
ten difficult to train [ 10], or require an additional dataset [ 10, 13], making those method
inapplicable to setups with high-dimensional observation space due to the lack of a dataset
like ours. Replay-based methods, on the other hand, assume a random environment gen-
erator, which turns out to be unrealistic beyond simple benchmarks like MiniGrid [9],

BipedalWalker, and CarRacing [33].

8 doi:10.6342/NTU202501834



Chapter 3 Background

Reinforcement Learning In reinforcement learning, a POMDP environment could be
modeled by M = (S, A, T,0,R,Z,v) where S, A, O means state, action, and obser-
vation, respectively. < is the discount factor. The environment transition is described
by T : § x A — A(O), the reward function is modeled by R : S x A — R, and
the observation function is given by Z : S — O. We consider the episodic setup where
we assume that the episodic duration is 7". The goal of reinforcement learning given M

is to learn a control policy 7 € II that maximizes the expectation of discounted reward

Ex[Y0 7' Rlst,ar)].

Unsupervised Environment Design Following [ 1], the POMDP can be extended to
an under-specific POMDP (UPOMDP) givenby M = (S, A, T, O, R,Z,, ©) where the
extra © implies a distribution over all possible environments. In this setup, the transition
function becomes 7 : Sx Ax O — A(S). The goal of UED is to generate a curriculum of
environment during the course of learning and maximize the generalization performance
(often, zero-shot) of the learned policy in a set of unseen environments M., C ©, while
training in a set of designated environments # € M, C ©. An environment generator
(or adversary in some prior work) G : II — O isused to randomly generate an environment

given a policy and can be parameterized by a program or a learned model. Within the

9 doi:10.6342/NTU202501834



generator, we typically prioritize environments that provide better learning opportunities

defined by Regret_(6) given the current policy 7.

10 doi:10.6342/NTU202501834



Chapter 4 Methodology

The central idea of our method is to generate environments with grounded complex-
ity. In Section 4.1, we demonstrate the problem of a naive use of VLM as an environment
generator and define the meaning of grounded complexity. To solve the problem, we make
several design choices in Section 4.2 to activate grounded environment generation. Then,
we show how to integrate a varied replay-based method to prioritize environments with
high regret in Section 4.3. Finally, we introduce the testing environments that we designed

in Section 4.4. For an overview of our method, see Figure 4.1.

4.1 Why do we need grounded complexity?

We first attempt to understand why we need the generated environments with grounded
complexity by empirical observations. First, we generate environments by a naive way.
To generate, because the block configuration space is quite large, as each block has two
endpoints lying in a 600x600 canva, a reasonable choice is to leverage an off-the-shelf
VLM to generate the environments, assuming that VLMs are trained on a large corpus
of human knowledge and have been proven useful in robotic task generation. We note
that generating environments by human is time-consuming and not scalable. We query

the VLM with the game description, the designate output format, and we set the goal to

11 doi:10.6342/NTU202501834
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Figure 4.1: Overview of the proposed method (V-SFL). Top: To make generated en-
vironments with grounded complexity, we use a VLM with in-context example, its vi-
sualization and properly prompt the VLM with game description and set the goal to be
modifying the example config. The generated environments are in JSON format. Those

environments will be used to train RL policy and will be prioritized by the regret value
computed every [ iteration. Bottom: A successful gameplay of the in-context example.

— L ) ° - L 40
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s
—_— l \ Pt 230
| = -1 :
S
"L § 20
. 5
< | a < . : ;
| S~ ] £10
LSRN ~ 1 2
v
— ~ ~ i ~
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Figure 4.2: Why grounded complexity is important: Naive application of VLM could
result to environments that could be solved by random actions but overly complicated
semantic layouts. Left: the visualization of generated environments. Right: the success
rate on the environments by a random policy is close to 100%, demonstrating the problem
of ungrounded sample complexity.

“generate a new game config” (in JSON). Meanwhile, we avoid giving instructions on

how the environment should be generated to keep as unsupervised as possible.

We generated a total of 100 environments by GPT-4.1, and the JSON results are
visualized in Figure 4.2 (left). We observe some problems here. First, the generated
environments are semantically unaligned with the goal of the game because many gray
blocks (which can be eliminated) are unrelated to the possible trajectories of the red ball.
Moreover, it is semantically overly complicated from human perspective. Humans are

unlikely to design such complicated layouts at first. To understand this point further, for

12 doi:10.6342/NTU202501834



each generated environment, we roll out a random policy 500 times and count the per-
centage of successes over all rollouts. From Figure 4.2 (right), we found that 39 out of
100 environments could be succeeded with 100% success rate by a random policy. Such
environments are undesirable for policy learning because many environments could be
arbitrarily succeeded by a random policy. Consequently, we argue that an ideal genera-
tor should generate environments with “grounded complexity”, defined by: (1) Semantic
groundedness. This means that the generated environments should preserve semanti-
cally similar, but not too similar to a reference example environment. We will evaluate
this metric by cosine similarity on CLIP embeddings. (2) Sample complexity ground-
edness. This means that by rolling out trajectories by a reference policy (in our work, we
use a random policy), the success rate should not be close to 100% or 0%. Our protocol to
determine the method with best groundedness is by eliminating extreme values, reflecting

the idea that the environments generated can neither be too complex or overly grounded.

4.2 Grounded environment generation with VLM

To ensure grounded complexity, we made several important design choices. First,
we revised the prompt in Section 4.1 to be “Generate a new game config by modifying
the given game config as provided below.” See Appendix for the complete prompt. This
leverages the in-context learning capabilities inherent in VLMs. The example game con-
figuration corresponds to a layout which there is a hole below and the red ball rolls on a
tilted block that can be eliminated. This comes with adequate sample complexity, and,
therefore, the generation from the VLM is more likely to inherit such a property. Sec-
ondly, to ensure that the generation is reliable and adheres to the example configuration

with high probability, we add the visualization of the example game as an additional visual

13 doi:10.6342/NTU202501834



input. Furthermore, to make the VLM produce more diverse results, we force the VLM to
think before producing the result. Finally, we pre-generate a huge pool of environments P
with size N because if we generate environments during the training progress, it tends to
block the training due to the time it takes to generate new environments. Concretely, we

generate [V environments using a VLM-based generator G with an in-context example:

P <« 01,05, ...,0n ~ G(in-context example with visualization)

4.3 Learnability-based regret approximation

With a pre-generate pool P with many environments, we integrate a learnability-
based regret approximation to select the environments with high regret for policy learning.
We follow the concept of learnability from [2&] but made an extension. Let p denote the
zero-shot success rate by the current policy for an environment. [28] uses p(1 — p) to
approximate the regret for the environment. In contrast, we use a Beta distribution with
a hyperparameter o to approximate the regret because we empirically found that o could
non-trivially affect the generalization within specific environment steps. Concretely, the

regret of an environment is defined by

P.(0,a) x (p)*(1 —p)*0<a<1,0€B

Therefore, we sample environments following the distribution of P, (6, ). The approxi-
mation reflects that environments with a zero-shot success rate close to a will be associ-
ated with higher regret. When « is 0.5, it recovers the method of [28]. Because the pool P

could be arbitrarily large, evaluating the zero-shot success rate in all environments would

14 doi:10.6342/NTU202501834
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Figure 4.3: t-SNE visualization of the training and testing environment sets

require expensive computation. Therefore, we evaluate the regret value every [ iteration

and for each evaluation, we first subsample the pool P to a buffer B with N’ = 1000

environments. Furthermore, to avoid stale environments, following [

], we also sample

environments uniformly with probability p. Indeed, our integration of learnability-based

environment curriculum is not novel but is an important and simple ingredient to enhance

generalization performance.

4.4 Testing environments for evaluating generalization per-

formance

Previous work often evaluates the performance of UED methods in a set of unseen en-

vironments or several hand-designed environments. However, the benchmark [22] does

not offer a set of environment for UED evaluation, so we generate the testing environ-

ments ourselves. We designed three kinds of test environments: VLM-generated envi-

ronments (in-distribution), procedurally generated environments (out-of-distribution), and

15
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hand-design environments (adversarial). First, as our training environments are generated
by VLM, using VLM to generate additional environments to test resembles the training
environments more. We additionally prompt the VLM that it must generate new config-
urations by heuristic like rotating blocks and shifting blocks, leading to VLM-generated
Rotate and VLM-generated Shift. Second, to produce environments that are distinct from
the training distribution, we use a program for generation. In particular, we vary the blocks
on the upper half and bottom half differently with offsets and rotations, resulting in Pro-
cedural Rotate and Procedural Shift. Finally, we make hand-designed environments as
a total of 15 environments adversarially. Specifically, we investigate failure cases while
rolling out a policy trained on the example and its variations. We collect the failure cases
and note that those cases are still failure cases after we use a VLM-based generator to pro-
duce environments. We validate the distribution of testing environments compared to the
training distribution by t-SNE on the CLIP embedding of the environment visualization
(the initial scene). From Figure 4.3, we observe that the embedding of Procedural Rotate/
Shift forms a small group on the left and right of the figure, showing it is dissimilar to the

training distribution. See Figure 4.4 for samples. For details, please refer to the Appendix.
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Figure 4.4: Visualization of testing environments. We show examples of VLM-
generated environments and procedurally generated environments with shift and rotate
variations.
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Chapter S Experiments

To understand how the proposed method improves generalization in physics-based
control, we address the following questions in our experiments: (1) How important is each
design choice made in our method? (2) How is the proposed method compared to prior
work on zero-shot performance? (3) How fast does the proposed method adapt to unseen
environment(s)? (4) Can another VLM be used to score the environments and generate
a curriculum based on the score? To ensure a fair comparison, in our experiments, we
evaluated the success rate by rolling out 20 episodes in each environment, and we averaged

the result over three runs with different random seeds.

5.1 Howimportantis each design choice made in our method?

We justify the design choices made in our VLM-based environment generator through
a series of analyses. First, we validate that these design choices lead to the generation of
environments with grounded complexity. Secondly, to connect grounded complexity to
generalization performance, we focus on the zero-shot generalization by training a policy
on environments generated by different methods. Finally, we provide some qualitative

samples.

For grounded complexity, we compare four methods: (1) No variation: the same
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Method Mean Score Std Dev  Min Max

No variation 0.8632 0.0286 0.7740 0.9554
Variation 0.9512 0.0276  0.8607 0.9892
Variation + Visual 0.9714 0.0219 0.8732 0.9964
Variation + Visual + Think 0.9497 0.0360 0.8082 0.9923
Random 0.9386 0.0394 0.8314 1.0000

Table 5.1: Semantic groundedness of environments on ablations: Number indicates the
cosine similarity of CLIP embedding between generated environments and the example.

B No Variation B Variation + Visual
3 Variation

80

Number of environments
N W s U 9 N
s 8 &8 & & 3

=
1S}

B Random
BN Variation + Visual + Think

Success Rate

—— VLM-think

Procedural Rotate

Random

—— VLM-nothink

Procedural Shift

0.65

Success Rate
o o
& 5
w =]

o
o
=}

14
=
o

o

20 25 30
le7

30 00 05 10 15
1le7 Steps

00 05 10 15 20 25

Steps

0-1
Success Rate

Figure 5.1: Left: Sample complexity groundedness. It is less grounded if the generated
environments could achieve 100% success rate by random policy. Right: Zero-shot gen-
eralization performance by training on environments generated by different methods

setting as Section 4.1. (2) Variation: ask the VLM to modify the provided game config.
(3) Variation + Visual: on the top of (2) Variation, we add the visualization to the input.
(4) Variation + Visual + Think: on the top of (3) with thinking. (5) Random: a ran-
dom generation procedure that modifies a provided game example, and we iterate each
block and add an offset in [—100, 100] with probability 0.3. We use the same protocol as
Section 4.1 and roll out a random policy for 500 times on each environment. We gen-
erate 100 environments by each method. We evaluated both semantic groundedness and
sample complexity groundedness metrics on each method. From Table 5.1, we conclude
that with Variation and Visual component, the semantic groundedness could be improved,
as seen from the mean score metric. With Think, while the mean score is slightly lower,
its standard deviation is larger, meaning it generates more diverse results while staying
grounded. From 5.1 (left), both No Variation and Random method generate trivial envi-
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(a) Random generation (b) VLM-nothink (c) VLM-think

Figure 5.2: Qualitative comparison between different environment generators. Ran-
dom generation often creates layouts that are not semantically grounded. VLM-think,
compared to VLM-nothink, produces more diverse layouts that encourage generalization.

ronments solvable by random policies. Indeed, as we will see in the next experiment, a
non-extreme result on both semantic groundedness and sample complexity groundedness

could be more beneficial in generalization, as opposed to the best ones.

For generalization, we compare three types of environment generation: (1) Random:
the Random method in the previous experiment and we scale to 4000 environments. (2)
VLM-nothink: the Variation + Visual method and we scale to 4000 environments, (3)
VLM-think: the Variation + Visual + Think and we scale to 4000 environments. We
trained a PPO [29] policy based on the generated environments which are sampled uni-
formly. The result can be seen in Figure 5.1 (right). We confirmed that all design choices

made are essential to yield better zero-shot generalization performance.

Figure 5.2 shows the visualization of the environments generated by different meth-
ods. VLM-think achieves the best generation quality as it produces more diverse layouts
while keeping the complexity grounded. Notably, the red ball location is also more di-
verse in VLM-think generations. Interestingly, this echoes the finding from the literature
of Large Language Models that zero-shot chain-of-thought is crucial in logical tasks such

as math and coding [21]. Finally, the result of Random is the worst and the outputs are
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means std error.

semantically ungrounded.

5.2 How is the proposed method compared to prior work

on zero-shot performance?

Next, we conducted experiments on prior UED methods with the use of a random

environment generator (as described in Section 5.1), integration of those methods with a

VLM-based generator (Variation + Visual + Think), and our proposed method.

We evaluated the following methods. (1) DR (Domain Randomization): At the start

of each episode, a new environment is sampled from the random generator. (2) PLR [18]:
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Figure 5.4: Box plot of success rate. VLM-based methods, the success rate distribution
of V-Uniform/V-PLR/V-Accel/V-SFL uniformly improves on Procedural Rotate and Pro-
cedurall Shift.

Environments are prioritized based on positive value loss, using the robust variant PLR".
(3) ACCEL [27]: An editor mutates environments by applying small offsets to the x and y
coordinates of a randomly selected block or ball, and with 50% probability, flips the elim-
ination property of the selected block. The mutation is applied to a source environment
sampled from the random generator. (4) SFL [28]: In each learnability computation, we
compute the learnability p(1 — p) of environments by first sampling 1000 environments
and selecting the top 32 by learnability, following their recommended protocol. An addi-
tional 32 environments are sampled randomly, and the total 64 environments are used for
training. Learnability is re-evaluated every 10 PPO iterations. (5) V-Uniform: We gener-
ate N = 10000 environments from a VLM-based generator and sample them uniformly.
This can be viewed as an extended version of the setup in Section 5.1 with a larger environ-
ment pool. (6) V-PLR: This baseline uses the same environment pool as V-Uniform but
applies the PLR prioritization strategy for sampling. (7) V-ACCEL: Similar in structure
to ACCEL, but applied to VLM-generated environments instead of randomly generated
ones. (8) V-SFL (ours): The environments are generated as in V-Uniform, but sampled

according to our method described in Section 4.3, with a = 0.3 and learnability computed

every I = 10 PPO iterations.

We evaluate the above methods through all test environment sets proposed in Sec-
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Figure 5.5: Environments generated by ACCEL. ACCEL makes small edits to existing
environments with high regret. However, visually, it drifts from the example drastically.

tion 4.4. We run the experiment for 30M environment steps. Following prior work, we use
PPO [29] as the main RL algorithm. We note that PPO also behaves better compared to
value-based methods due to the sparse-reward property of the task we studied. Figure 5.3
shows that V-SFL converges faster on VLM-generated Shift/Rotate while achieving a
similar performance with V-Uniform on Procedural Shift/Rotate. Notably and somewhat
surprisingly, we find that the zero-shot generalization result for DR sometimes even per-
forms better than intricate methods such as PLR and ACCEL. This result does not match
the improvements observed in those works. We believe that the root cause for this be-
havior is that the random generator could lead to unbounded complexity on the generated
environments, and our use of a grounded VLM could counter this issue effectively. We
also provide the box plot as lens into the distribution of success rate from different meth-
ods. Figure 5.4 implied that VLM-based methods uniformly improve the 25th and 75th

percentiles on Procedural Rotate and Procedural Shift.

Analysis on ACCEL and V-ACCEL. In Figure 5.3, we notice that ACCEL/V-ACCEL
behaves similar or worse to PLR/V-PLR and we do not observe gains of evolving com-

plexity through mutations [27]. To understand this phenomenon, we look at the actual
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Figure 5.6: Rapid adaptation on hand-designed test environments. After training on
a large number of environments, the model exhibits rapid adaptation on unseen hand-
designed environments, even when the zero-shot success rate remains relatively low. This
behavior uniformly holds.

environments after several mutations. As shown in Figure 5.5, we qualitatively identi-
fied that the generated environment will become very random and visually drifts from
the example after several edits. This indicates an important limitation of ACCEL: the

complexity brought by evolving the environments is uncontrollable, stressing the need to

obtain a grounded environment generation.

5.3 How fast does the proposed method adapt to unseen

environment(s)?

From the zero-shot generalization result, we find that the zero-shot success rate is still
unsatisfactory for procedurally generated environments and hand-designed environments.
Therefore, we consider a practical setup where it is affordable to finetune the trained policy

model on an unseen environments(s).
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Figure 5.7: Rapid multi-task finetuning on Procedural Rotate/Shift. V-SFL outper-
forms baselines as it achieves more than 0.9 averaged success rate while using the smallest
steps.

We evaluate how quickly the model could adapt to the unseen environments(s) in
two setups. (1) Single-task finetuning. We picked the checkpoint around 30M step from
each method and finetuned the model by each environment of the hand-designed envi-
ronments individually. All model parameters are tunable. We also train a model from
scratch for comparison. Figure 5.6 shows that after V-SFL is usually the first or second
to get a success rate of more than 0.9, while other baselines usually struggle in certain
environments. (2) Multi-task finetuning. We now consider the multi-task finetuning
setup, where we finetune the checkpoint around 30M step of each method on Procedural
Rotate and Procedural Shift. The finetuning takes 1.5M steps. Figure 5.7 represents that
V-SFL converges drastically faster compared to other baselines, demonstrating that the

initialization obtained by V-SFL is better.

The role of critic in finetuning. The regret approximation of PLR and ACCEL is based
on value loss. Intuitively, they prioritize environments that are with large surprise on the
expected value and actual value. Therefore, we investigate whether replacing the critic
network would affect the progress of finetuning. We explore two settings: (1) V-SFL

with others’ critic: We replace the V-SFL critic with the critic of V-PLR, V-ACCEL, V-
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Figure 5.9: Score given by a VLM. The score VLM given to the generated environments
almost falls between 80 and 90.

Uniform or DR. (2) V-PLR/V-ACCEL with V-SFL critic. Figure 5.8 shows the multi-
task finetuning success rate trend. Replacing critic does not affect finetuning performance.
We hypothesize that in sparse reward setup, the value function is noisy and unhelpful for
achieve better generalization. Therefore, we think that regret approximation based on

policy performance might be the key for future improvement.

5.4 Can VLM be used to score the environments and gen-

erate a curriculum based on the score?

We already see that VLM could be helpful in generating environments with grounded

complexity that helps generalization. In previous experiments, we used a learnability-
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based curriculum to prioritize environments with more learning potential. Intuitively,
could VLM also be used to prioritize the environments, given that it might contain knowl-
edge about what are better environments for policy learning? Therefore, we asked another
VLM to score all the generated environments. Similar to the generation prompt, we only
changed its goal to produce a score, which the higher score should mean the environment
is not too hard or too easy for learning. The score is between 0 and 100. The result is
shown in Figure 5.9. Interestingly, the VLM could just produce scores in a very narrow
region. We think that it indicates that physics-based control is a domain in which VLM

rating is not useful because most environments are given a similar score.
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Chapter 6 Conclusion

In this work, we point out that, in our physics-based control benchmark, a grounded
environment generator is crucial to achieve better generalization. We address the poor gen-
eralization issue in our physic-based control task by grounding a VLM-based environment
generator with several important design choices, driven by the semantic groundedness and
sample complexity groundedness metrics. Furthermore, we present V-SFL, a method that
leverages VLM as the grounded environment generator and employs a learnability-based

curriculum to achieve the best generalization result.

Although we have studied the generalization of physics-based control in a benchmark
that offers a more isolated way for investigating the physical law generalization, how
to connect the study into broader regime such as tasks with semantic understanding or
even real-world robotic tasks are not yet explored. Furthermore, another limitation of
our method is that it is required to pre-generate a big environment pool and so the agent
learning might plateau at some point, while it is possible to be addressed by repeating the
grounding process on the learned policy. An interesting future direction is how to post-
train the VLM model and make it a teacher that could generate environments with high
learnability directly. A starting point is to post-train the VLM by reinforcement learning
and use regret as the reward. We hope our work could shed lights on how to make physics-
based control generalize better.
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Appendix A — Environment generation

prompts

To generate environments, we use the following prompt. We use gpt-4.1-2025-04-
14 as the VLM. The temperature is 1. We note that the prompt is based on [22], and
we simplify the configuration that omits dynamic and spring properties. Also, unlike the
original configuration, we allow only a single red ball for simplicity. In principle, we try

to update the prompt to contain most details that may affect the understanding of the game.

You are an expert in game design. We have a game of a simulated square-shaped
2D world of size 600*600 consisting of some objects. The goal of the game is to
drop the ball into the abyss (very bottom of the world) by eliminating blocks that
can be eliminated within 15.0 seconds.

**Your goal**: Generate a new game config by modifying the given game config
as provided below.

Each game is represented by an object configuration array, in JSON format. The
object configuration array is as follows (blocks and balls are all objects).

For blocks: The maximum number of blocks is 11. You can add or remove blocks.

[[[x1, y1], [x2, y2]], eli] [x1, y1] means the left end point and [x2, y2] means the
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right end point. The block is always a rectangle. The block’s height is always 20.
eli: 0/1 means whether the corresponding object can be eliminated. 1 is eliminable
and 0 is not eliminable. For balls: There is only one ball in the game. [x, y, radius]
[x, y] means the center of the ball. ’radius’ means the radius of the ball. The ball is
always a circle. The ball’s diameter is 2*radius. For example, if radius is 20, then
the ball’s diameter is 40.

In the world, there are the rules that objects follow: - Coordinates of objects are
given by (X, y), where x is horizontal (0 to 600 represents left to right) and y is
vertical (0 to 600 represents top to bottom). - During the simulation, only the ball
canmove. All the blocks are static. - [fthe agent do not want to eliminate a block, the
agent can do nothing, which is also an action. - Note that if the block is horizontally
placed, and the ball falls without horizontal force, it will just stay at the same position
on the block.

The given game config is as follows:

Game name: hole hard JSON config: “‘json “‘

Please follow the following format to respond: <think>Please use this area to
think about your idea.</think> <description>Put the description here.</description>

<new_game_config>Put the new game config here.</new_game config>

Second, for evaluating the quality by another VLM, we use the following prompt.
Most part are the same but the goal is different. To avoid creative result, we set temperature

to 0.4.
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You are an expert in game design. We have a game of a simulated square-shaped
2D world of size 600*600 consisting of some objects. The goal of the game is to
drop the ball into the abyss (very bottom of the world) by eliminating blocks that
can be eliminated within 15.0 seconds.

**Your goal**: We have a game config. Please evaluate the given game config
in terms of how much spatial reasoning learning opportunity it provides for a RL
learning agent, so the agent can perform well in the game after training. The best
game should be neither too easy nor too hard.

Each game is represented by an object configuration array, in JSON format. The
object configuration array is as follows (blocks and balls are all objects).

For blocks: The maximum number of blocks is 11. You can add or remove blocks.
[[[x1, y1], [x2, y2]], eli] [x1, y1] means the left end point and [x2, y2] means the
right end point. The block is always a rectangle. The block’s height is always 20.
eli: 0/1 means whether the corresponding object can be eliminated. 1 is eliminable
and 0 is not eliminable. For balls: There is only one ball in the game. [x, y, radius]
[x, y] means the center of the ball. ’radius’ means the radius of the ball. The ball is
always a circle. The ball’s diameter is 2*radius. For example, if radius is 20, then
the ball’s diameter is 40.

In the world, there are the rules that objects follow: - Coordinates of objects are
given by (X, y), where x is horizontal (0 to 600 represents left to right) and y is
vertical (0 to 600 represents top to bottom). - During the simulation, only the ball
canmove. All the blocks are static. - If the agent do not want to eliminate a block, the

agent can do nothing, which is also an action. - Note that if the block is horizontally
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placed, and the ball falls without horizontal force, it will just stay at the same position
on the block.

The given game config is as follows:

JSON config: “‘json “‘

Please follow the following format to respond: <think>Please use this area to think
about it.</think> <evaluation>Put your evaluation after thinking here.</evaluation>
<score>Put your score here. should be just a number between 1 and 100 (the bigger

the better).</score>
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Appendix B — Details of procedurally

generated environments

In the main text, we mentioned that there are two procedurally generated environ-

ments: shift and rotate. In particular, environments of rotate also include shift.

Throughout the whole paper, we use a sample game as template to reduce the possible

space. The JSON of the sample game is:
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"block": [
[[100.0, 150.0], [330.0, 200.0]17,
[[160.0, 100.0], [160.0, 130.01],
[[100.0, 400.0], [250.0, 400.0]11,
[[350.0, 400.0], [500.0, 400.01],
[[500.0, 300.0], [600.0, 380.011,
[[250.0, 360.0], [250.0, 380.011,
[[350.0, 360.0], [350.0, 380.011,
[[100.0, 300.0], [100.0, 380.011,

1,

"ball": [[120.0, 120.0, 20.01],

"eli": [1, 1, 0, 0, 0, 0, 0, 0, O],

"dynamic": [0, O, O, O, O, O, O, O, 1],

Here, we explain how those environments are generated.

For shift environments, for the first and second block, we sample offset x in [—100, 400]
and offset_y in [—100, 300] and add offset x and offset_y to the value of x and y for the first
two blocks. For other blocks, we sample offset_other x in [—100, 100] and offset other y
in [—100+offset_y, min(100+ offset_y, 180)] and add to the x, y position of the remaining
blocks. Moreover, the ball’s x position is added a value sampled from [—30, 200] and y is

added a value sampled from [—100, 0].
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For rotate environments, we follow the shift environments’ method to shift blocks but
do not shift the ball. Instead, the ball is shifted by offset_x and offset_y from the first two
blocks. Then, we sample a value of angle in [—7 /4, 7/4] and rotate the first two blocks

as well as the ball with respect to the first block’s center by angle degree.

Finally, for all procedurally generated environments, if the ball’s x or y is less than

20 or more than 580, the environment is excluded from the result.
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Appendix C — Experiment details

Following [22], we use the same setting in the action space and the observation space.
In particular, the action space is 7, and the observation space is symbolic space with size 12
x 9+ 7 x2=122, where the former refers to block states and the latter refers to action states.
For block states, 12 is the upper limit of the number of blocks/balls and for each block/
ball it uses 9 dimensions to describe it. We used only the elimination and the dynamic
property in our experiment, and other properties were not used. For action states, 7 is the
limit of possible actions, and for each action, the 2 dimensions are used to indicate which

position it would click if the action is used.

In our experiments, we use the same model architecture. The policy model contains
encoding layers and 3-layer MLPs. The input is the symbolic space with 122 dimensions.
For a block state, the input dimension is 9, and it is encoded by a hidden layer of 32 and
then a layer of 16. For an action state, it is encoded by a hidden layer of 8 and then by
a layer of 16. The logits from all block encoders and action encoders are concatenated
in a permutation-invariant way to avoid the sensitivity of block order. Finally, the hidden
dimension of the MLP is 256 and 256. The output of the policy is a probability distribution
of actions. The critic model is only different from the policy model in the output, which
the critic model outputs a scalar, and the policy model outputs a vector which the size is
the action space. The policy model does not share any parameter with the critic model.
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We provide all hyperparameters in Table C.1. Our implementation is based on [1 5] at
https://github.com/facebookresearch/dcd/. For the first experiment, our PPO implemen-

tation is based on CleanRL [15].
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Parameter

Value

PPO

Number of workers
Entropy coefficient
Reward scale

Number of steps
Number of minibatches
Update epochs
Advantage normalization
Value loss clipping
Value loss function
Action repeat

Frame skip

Frame rate

Anneal LR

Discounted factor
GAE lambda

Clip coefficient

Max gradient norm
Target KL

PLR, V-PLR

Level replay strategy
Level replay probability
p

Buffer size

Staleness

ACCEL, V-ACCEL
Probability of edit
Num of edits

SFL

Update per PPO iteration
N

NL

K

Sampling

Staleness

V-SFL

Update per PPO iteration /

Buffer size
Sampling
Staleness

64
0.01
0.001
256

positive value loss
0.5
0.5
1000
0.5

1.0

10
1000
64
100
Uniform from Top K
0.5

10
1000
Weighted by Score
0.1

Table C.1: Hyperparameters used in our experiments.
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Appendix D — On the impact of

different o

We conducted experiments on how the value of « affects the generalization result.
As shown in Figure D.1, we find that o = 0.1 and 0.3 generally works better in VLM-

generated environments. We used N = 10000 in this experiment.
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Figure D.1: Impact of different «.
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Appendix E — Hand-designed test

environments

Future E.2 provides the visualization of the hand-designed test environments. We
design those environments by trying to create some adversarial environments which we

think the model could be confused about.
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Figure E.2: Hand designed test environments. A total of 15 hand-designed test envi-
ronments are used for evaluation.
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