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摘要

氫氣是重要的乾淨能源，電解水為產生氫氣的方法之一，目前大多數研究集

中在通過合成新材料或改變材料表面化學組成來尋找能取代貴金屬的高效氫氣

生成反應 (Hydrogen Evolution Reaction, HER)的電催化劑而我們則探索了通過改

變材料的幾何結構來提高催化性能。我們利用表面力儀（Surface Force Apparatus,

SFA）在金和雲母表面之間創建奈米至微米級的限制空間，觀察並分析在此條件

下導引的 HER催化現象。通過遷移、對流和擴散等機制來研究水合氫離子在限制

空間中的質量傳輸過程，並使用 Comsol多物理場建模和原位影像分析等方法來

深入理解這些作用。研究顯示，限制空間會提高電極表面電位並促使水合氫離子

遷移。氣泡的形成會撐開限制空間，提供水合氫離子運輸通道並引發微對流，加

速電解質進入間隙。雲母表面的高水合氫離子濃度使水合氫離子從雙電層擴散到

金表面，增強水合氫離子傳輸。但這些短程作用無法完全解釋催化能力，暗示存

在長程相互作用。本研究證明，通過改變材料的幾何結構而非表面組成，可以有

效提升 HER催化性能，並以質量傳輸的角度為此現象提供了解釋。

關鍵字：氫氣生成反應、限制空間、電催化、干涉光學
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Abstract

Hydrogen is an important clean energy source, and water electrolysis is one of the

methods for producing hydrogen. Currently, most research focuses on finding efficient

electrocatalysts for the hydrogen evolution reaction (HER) that can replace precious met-

als by synthesizing new materials or altering the chemical composition of material sur-

faces. In our study, we explored enhancing catalytic performance by changing the ge-

ometric structure of the materials. We used a Surface Force Apparatus (SFA) to create

nanometer to micrometer-scale confined spaces between gold and mica surfaces, observ-

ing and analyzing the HER catalytic phenomena under these conditions. We investigated

the mass transport processes of hydronium ion in confined spaces through mechanisms

such as migration, convection, and diffusion, and used Comsol multiphysics modeling

and in-situ imaging analysis to gain a deeper understanding of these effects. Our research

showed that confined spaces increase the electrode surface potential and promote the mi-

gration of hydronium ion. The formation of bubbles expands the confined spaces, pro-
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viding channels for the transport of hydronium ion and inducing micro-convection, which

accelerates the entry of electrolytes into the gaps. The high concentration of hydronium

ion on the mica surface enhances the diffusion of these ions from the electric double layer

of mica to the gold surface, improving ion transport. However, these short-range effects

do not fully explain the catalytic capability, suggesting the presence of long-range inter-

actions. This study demonstrates that altering the geometric structure of materials, rather

than their surface composition, can effectively enhance HER catalytic performance, pro-

viding an explanation for this phenomenon from the perspective of mass transport.

Keywords: Hydrogen evolution reaction, Confined space, Electrocatalyst, Interferome-

try
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Chapter 1 Introduction

1.1 Hydrogen evolution reaction

Owing to the deficiency of clean energy, finding a new alternative to clean energy

is getting increasingly urgent. Hydrogen is one of the cleanest sources of energy in the

world.[1] It will only generate water after burning. Another advantage of hydrogen energy

is that it can supply almost the biggest amount of energy per gram compared to other

common fossil fuels.[2]

There are several ways to produce hydrogen gas; one way is by electrolysis of water,

and the anode and cathode will generate oxygen and hydrogen, respectively, which is

called Oxygen Evolution Reaction (OER) and Hydrogen Evolution Reaction (HER)[3].

The issue that green energy faces is that the peak time of electricity generation does

not perfectly match the peak time of electricity usage. For example, solar panels can

convert large amounts of solar energy to electricity energy during the daytime. However,

the peak time for electricity usage is usually at night for family usage. This discrepancy

causes the waste of an excess amount of electricity in the daytime and a power shortage at

night for solar panels. Therefore, a way to convert and store the excess amount of energy is

crucial, and one way to store the energy is to use the hydrogen gas as an energy warehouse.

1
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Figure 1.1: A sustainable pathway for the production and utilization of hydrogen energy
.

There are several other advantages to using hydrogen besides energy storage as out-

lined in Figure 1.1[4]. All these mentioned applications highlight that hydrogen is very

important in different areas such as fuel production, energy storage, and serving as indus-

trious material. The importance of HER has been at the center of material science and

the energy industry for centuries and is still a topic of new development and research for

many scientists worldwide.

1.1.1 Mechanism of HER

Since we focus on the electrolysis of water, it is crucial to understand the mechanism

of electrolytic water splitting, especially for the cathode reaction, HER. The mechanism

of HER is affected by the electrolyte pH environment in the electrolyzer. In this thesis,

we only discuss the mechanism in acid conditions. In acidic conditions, the hydronium

ion first undergoes discharge and chemically adsorbs onto the electrode surface, a process

known as the Volmer reaction. The second step can occur through two possible pathways:

2
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Figure 1.2: The mechanism of HER in acidic condition

the adsorbed proton (M-H) can either react with the proton in the solution and formmolec-

ular hydrogen, or two binding protons on the electrode in close proximity can couple with

each other and form molecular hydrogen. The former is called the Heyrovsky reaction,

while the latter is called the Tafel reaction.

As a result, we can see from Figure 1.2[5] that the reaction pathway can be catego-

rized in two ways: the Volmer-Heyrovsky pathway and the Volmer-Tafel pathway. The

determining factor for which pathway the electrode follows is the surface coverage (θ) of

hydrogen atoms that have chemisorbed onto the electrode surface[6]

1.1.2 Overpotential of HER

The standard reduction potential for water splitting is 1.23 Volts. However, we usu-

ally need a higher potential to make the water start to split and generate hydrogen and

3
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oxygen.

This excess potential means the reaction needs more energy to overcome the en-

ergy barrier, and the excess energy that is consumed during the reaction will usually be

emitted as wasted heat. We will describe the potential in excess of the thermodynamic

equilibrium potential as overpotential (η).[7]. The equation of overpotential can be seen

in Equation 1.1, which describes that the overpotential is equal to applied potential minus

thermodynamic equilibrium potential.

η = Eapplied − Eequilibrium (1.1)

The energy waste due to overpotential is the present obstacle to applying hydrogen

energy in commercial usage. Consequently, scientists are making progress in reducing the

overpotential needed to initiate the reaction of the generation of molecular hydrogen.

One way to define the reaction as ”initiated” or ”started” to generate hydrogen is by

discussing the current density transport through the electrode. It is well-accepted that we

can use the value of 10 mA per centimeter square[8] as a standard value. We usually com-

pare the overpotential that is needed to achieve a current density of 10 mA/cm2; usually,

the smaller value of this particular overpotential means the higher catalytic activity the

material possesses

The commonway of decreasing the overpotential of HER is by electrocatalyst, which

uses some electrodematerial to faster the reaction rate on the electrode surface by changing

the reaction mechanism, providing more active sites on the electrode, and so on.

4
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1.1.3 Electrocatalyst for HER

When describing the performance of an electrocatalyst for HER, one simple way

is to have a look at the volcano plot. According to the Sabatier principle, an excellent

electrocatalyst for HER has to form a suitable intermediate M-H, whose binding energy

is neither too strong nor too weak.[9] If the binding energy of M-H is too weak, then the

reactant can’t adsorb to the electrode surface, but if the binding energy is too strong, then

the intermediate won’t be able to react further and detach from the electrode surface.

If we plot the exchange current density in logarithm scale versus bond energy be-

tween metal and hydrogen atom, we can get the volcano plot shown in Figure 1.3[10].

From Figure 1.3[10], we can find that noble metals such as Platinum exhibit relatively

high current density, which is because the M-H bond strength is not too strong nor too

weak, making noble metals the most efficient electrocatalysts toward HER.[11] However,

precious metals are usually costly, and their production is often in a way that is harmful

to the mining area[12]. Therefore, it is essential to find other alternative electrocatalytic

materials for HER.

The current approach uses transition metals as the alternative electrocatalyst for HER

and tries to alter the physical or chemical properties so that the selected catalyst can have

a closer location on the volcano plot, close to where the precious metal is located, the peak

of the volcano.

The intrinsic catalytic properties of transition metals are typically modified through

surface alterations [13] or by using complex synthesis methods [14], which can change

their electronic structures and enhance electrocatalytic activity.

5
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Figure 1.3: The volcano plot of commonly used metal material for hydrogen evolution
reaction

1.2 Geometry effect

As discussed at the end of subsection 1.1.3, we aim to modify the intrinsic proper-

ties of common materials to develop cost-effective and efficient electrocatalysts for HER.

Experimental methods such as surface doping[15], creating vacancies[16], and changing

lattice strain[17] can reach our goal and enhance catalytic activity.

However, the process of altering the catalytic ability is usually time-consuming,

which keeps us thinking about whether there is any other way to simplify the surface

modification approach or even not do any kind of surface modification. We hope to only

change the geometry of some very general materials and turn it into a high-performance

HER electrocatalyst.
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Research conducted by Huang et. al. demonstrates that an array-patterned plat-

inum nanostructure can effectively generate hydrogen by optimizing the distance between

the platinum nanoparticles[18]. The author tunes the annealing temperature of platinum

nanoparticles, resulting in different separation distances between Pt nanoparticles. The

result in Figure 1.4[18]-(b)(c) shows that the separation distance between Pt atoms affects

the catalytic ability parameters such as overpotential, turnover frequency, and specific cur-

rent at 60 mV overpotential normalized by mass. The author explained that it is because

when the separation distance is too small, the Tafel mechanism would be changed from

inter-particle to intra-particle pathway, which accelerates the reaction rate. Inspired by

this work, we became curious about two questions:

1. How does the separation distance affect the catalytic ability of electrodes?

2. Can we enhance the catalytic performance of an electrode simply by altering the sur-

face geometry (separation distance) rather than by the surface modification method

or by the complicated synthesis procedure?

In order to establish a well-defined separation distance between two surfaces to solve

the questions above, we choose the Surface Force Apparatus (SFA) (details are in sec-

tion 2.2) to do further experiments since SFA can control the separation distance between

two surfaces in nanometer resolution. When the two surfaces reach a close proximity, the

light penetrating through the system will construct an interference pattern called Newton

Ring (NR). If the NR is cut by a slit and sent to a spectrometer, we can get the fringes of

equal chromatic order (FECO), the FECO can be further analyzed (details are in subsec-

tion 2.2.2) and get the nano-meter-resolved separation distance between two surfaces.
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Figure 1.4: (a) The tafel slope of Pt after different thermal treatment temperatures. And the
thermal treatment temperature versus (b) Turnover frequency (TOF) and overpotential (η),
(c) specific current at a given overpotential normalized by mass and separation distance
(Dee) between two Pt nanoparticles (d) the schematic diagram of inter- and intra-particle
tafel step

8

http://dx.doi.org/10.6342/NTU202404416


doi:10.6342/NTU202404416

1.3 Gas evolving electrodes

The HER reaction will generate a large number of hydrogen bubbles on the working

electrode (WE) surface, and the bubbles will highly affect the HER reaction to proceed

since it makes the electrode surface become a three-phase intersection rather than the tra-

ditional two-phase one (reactant in the solution react on the electrode surface). As a result,

before we start to discuss the catalytic behavior on the electrode surface, we should in-

troduce the concept of gas-evolving electrodes (GEEs) and explain what is the difference

between GEEs compared with other electrodes that undergo homogeneous red-ox reaction

and how GEEs affect the overpotential of HER.

Gas-evolving electrodes (GEEs) are described as gas evolution reactions that happen

on the electrode surface. For typical GEEs, there are several aspects that are different

from a homogeneous re-dox reaction electrode, such as the enhancement of the ohmic

resistance due to the adhesion bubbles on theWE[19], increasing the mass transport effect

by stirring the electrolyte near electrode surface[20], and so on. The bubbles generated

from GEEs usually increase the overpotential of the reaction on the electrode. As a result,

the discussion of bubble growth/detachment kinetic would be greatly important for the

GEEs.

Since the geometry setup of SFA will make the two surfaces come very close, we

found that the bubble formation behavior on the electrode surface is quite different from

the traditional planar surface and further affects the catalytic ability in this confinement ge-

ometry. Consequently, it is important to introduce GEEs, bubble formation mechanisms,

and overpotential results from bubbles.
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1.3.1 Bubble generation mechanism

Bubble evolution from the electrode surface usually contains three steps: nucleation,

growth, and detachment[21]. Take the hydrogen evolution reaction, for example; when

the potential is negative enough to produce hydrogen gas, the gas will first dissolve into the

solution. After the solution near the electrode surface is super-saturated with hydrogen,

the hydrogen gas starts to nucleate on the electrode surface, especially close to defects on

the surfaces. After the nucleation, tiny bubbles will grow by adding hydrogen. When two

or more larger bubbles reach close proximity, they will coalesce into one single bubble, en-

larging the volume further. The growth of the bubble size will also increase the buoyancy

of the bubble. After the buoyancy is larger than the adhesion force between the bubble and

the electrode, it will detach from the electrode surface; this step is called detachment. The

detachment of bubbles will also stir the electrolyte near the electrode surface, increasing

the mass transport of the electrolyte. The above three steps of nucleation, growth, and

detachment cycle are visualized in the schematic diagram in Figure 1.5[22].

1.3.2 Overpotential induced by bubbles on GEEs

The overpotential of GEEs can be highly affected by bubbles, which can be sorted

into three kinds of overpotentials that are related to bubbles.

1. activation overpotential, ηact: governed by the bubble coverage on the surface

2. ohmic overpotential, ηohm: related to bubble layer thickness on the electrode

3. concentration overpotential, ηconc: related to the micro convection when bubbles

detach from the surface [21]
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Figure 1.5: The evolution of bubbles on a GEE surface involves three main processes: (i)
Nucleation, (ii) Growth, and (iii) Detachment. Nucleation generally occurs at the surface
defects like cracks and pits. After the nucleation, the bubble grows by drawing in gas from
the surrounding dissolved gas layer. Bubble detachment happens when the buoyant force
surpasses the surface adhesion force, leading to the bubble detaching from the surface. The
detachment of the bubble creates micro-convection near the electrode, which is indicated
by the spiral curves.

To combine all these effects, we can write the overpotential arising from bubbles on

GEEs in Equation 1.2 as:

η = ηact + ηohm + ηcon (1.2)

ηact can be defined with Equation 1.3[23]:

ηact =
RgTemp
F

ln
1

1− θb
(1.3)

where Rg is the gas constant, Temp is the absolute temperature, F is the Faraday constant,

and θb is the bubble coverage on the surface. This overpotential encompasses the fact that

when the bubble is attached to the electrode surface, it blocks the active sites of the elec-

trode, which induces energy loss when conducting an electrocatalytic reaction, and that

is why the equation indicates that the ηact shows high correlation with bubble coverage.

From the equation, we can infer that if we want to reduce ηact, the most crucial factor
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we need to control is the bubble coverage on the surface[24] as it is highly related to the

bubble size and surface wettability.[25, 26]

Iwata et al. revealed how bubble coverage and bubble layer thickness affect bubble

overpotential [27]. They first coated polytetrafluoroethylene (PTFE) on a nickel porous

electrode at different coating coverages. As the coating coverage increased, the electrode

became increasingly aerophilic. They found that a slight change in aerophilicity caused the

bubble dynamics to exhibit three distinct modes. The relationship between PTFE coating

coverage, bubble growth and departure mode, and bubble coverage is listed in Table 1.1.

PTFE coverage 0 0.16 0.55 0.76
Mode Internal growth and departure Wicking Gas-filled

Bubble coverage 0.001 0.35 0.4 0.47

Table 1.1: The relation between PTFE coating coverage, bubble growth and departure
mode, and bubble coverage

The three modes are as follows:

• Internal Growth: When there’s no PTFE coating, the electrode is intrinsically aero-

phobic. Therefore, the bubble departure radius is small and even smaller than the

pore size, so the bubbles depart from both electrode surfaces and within the elec-

trode.

• Wicking: The electrode becomes a little aerophilic, which enlarges the bubble de-

parture size. The enlargement suppresses the number of bubbles that depart from

the inner of the electrode.

• Gas-filled: The departure bubble size is larger than the pore size, which means the

bubbles only depart from the electrode surface. However, the bubbles will coalesce

within the pores and enlarge the bubble size.
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Figure 1.6: (Schematic illustration of different modes when bubbles are evolving from the
porous Nickel electrode is shown in (a) to (c) (d) demonstrate the bubble ohmic overpo-
tential as a function of current density for different bubble growth and detachment modes,
as well as bubble layer thickness (L). The inset exhibits the side view image of bubbles
within the bubble layer. (e) exhibit the bubble activation overpotential as a function of
the bubble coverage. The inset demonstrates the side view images of the bubbles during
different modes.

The schematic diagram of three modes is shown in the Figure 1.6[27] (a)-(c).

As we can see in Figure 1.6[27]-(e), Iwata et al. plots the relation between activation

overpotential (ηact) and bubble surface coverage (θb) according to the formula shown in

Equation 1.3, and label the coverage which corresponds to the three modes. We can find

that the bubble overpotential indeed highly affects the overpotential of GEEs and is it is

controlled by surface wettability and bubble departure size.

Bubble ohmic overpotential (ηohm) describes the overpotential that is provoked by the

attached bubbles on the electrode surface[28]. When the bubble layer on the electrode gets
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thicker, the ohmic overpotential will enlarge because the ion transporting pathway gets

blocked by the bubble layer more severely. From Figure 1.6-(d), the author measures the

bubble layer thickness of the threemodes and calculates the relation between bubble ohmic

overpotential and current density under such bubble layer thickness. From Figure 1.6[27]-

(d). We know that if the bubble layer thickness increases, it also increases the bubble ohmic

overpotential (ηohm) [22].

When the bubble is large enough, it lifts off the electrode surface by the buoyancy.

The surrounding electrolyte overwhelms the empty space that the bubble originally occu-

pied, creating micro convection [29]. The micro convection phenomena greatly reduce

the concentration overpotential (ηconc) to a relatively low value, and it also increases the

electrolyte supplement during the reaction. However, the value of ηconc is negligible com-

pared with the other two overpotentials, which is why we can neglect it in the following

discussions.

1.4 Motivation and aims

Our group utilized Surface Force Apparatus (SFA) to produce confinement between

the mica and gold surface. It was found that confinement can trigger HER near the con-

fined area when negative polarization on the electrode is applied under lower overpoten-

tial conditions compared with free space (data will not show here). The observation of

this phenomenon provoked a further investigation into the reasons and mechanism of this

confinement-induced process .

We originally hypothesized that the geometry of the SFA, which confines the reaction

area to a few nanometers, would make it more difficult for the reactant to enter the nano-
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Figure 1.7: Top view of the WE surface under hard compression at different overpoten-
tials, (a) no hydrogen generation on the working electrode under low overpotential, (b)
hydrogen production at the confined area under high overpotential. The electrolyte is
0.5 M sulfuric acid. The light-dark alternative pattern is the Newton Ring, which is the
interference pattern when the light penetrates through two semi-transparent mirrors, and
multi-reflection constructs the interference pattern.

slit, thus hindering mass transport and requiring a higher overpotential for the reaction to

proceed compared to unconfined space. Consequently, we expected that the confinement

would reduce the HER reaction rate. However, the experimental results were completely

contrary to this initial hypothesis. Due to this paradox, we focused on investigating how

the reactant is transported into the confined region and addressing the key questions arising

from this phenomenon. When discussing the mass transport flux of a given electrochem-

ical reaction, three key factors dominate: diffusion, migration, and convection. In this

thesis, we aim to resolve the question posed above by exploring these three factors within

the confined region, where the conditions differ significantly from those in free space.

Despite the mass transport problem, we are also curious about whether the reaction

is triggered through confinement itself or confinement between gold and mica. In other

words, does this phenomenon have specificity toward the material of confined surfaces?
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This is another question that we wanted to solve.

1.5 Highlight of this work

In this thesis, we utilize the SFA as the main technique, combined with the video

analysis method to answer the following question concerning the confinement-induced

HER.

1. Why does the confinement induce the HER to happen at lower overpotential?

2. Is the event triggered only by confinement itself, or the surface properties of mica

is also important?

3. How does the event conquer the mass transport problem?
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Chapter 2 Experimental Section

2.1 Materials and Chemicals

1. Au target: 99.9%, purchased from LEESAN PRECIOUS METAL CO., LTD.

2. Ag target: 99.9%, purchased from LEESAN PRECIOUS METAL CO., LTD.

3. Muscovite mica: it was obtained from S & J Trading Company (NJ, USA) as

roughly 15 × 15 cm ruby-colored sheets with 2–3 millimeters thickness, and the

grading for it is V1 grade.

4. Sulfuric acid (H2SO4): 95%, purchased from FLUKA CHEMICALS LIMITED

5. Optical glue: which will be curbed under UV light, is purchased from Norland

Adhesive, number 81, UNICE E-O SERVICES INC.

6. quartz cylindrical disc: purchased from CONTROL OPTICS TAIWAN INC., the

radius for the disc is 1 cm.

7. Milli-Q water: the resistance is larger than 18 M ohms, which is used to prepare the

0.5M sulfuric acid (pH = 0.1 to 0.2) from 95% sulfuric acid.

8. Argon for sputtering: purchased from FONG-MING GASES INDUSTRIAL CO.,

LTD.
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2.2 Surface force apparatus

The Surface ForceApparatus (SFA) is an instrument thatmeasures the inter-molecular

force acting between two cross-cylindrically arranged surfaces as well as measures their

separation distance.

SFA uses two curved andmolecular smooth surfaces opposite to each other; one is the

back-silvered mica surface, and the other is the gold surface. The semi-transparent silver

and gold layer forms an interferometric cavity that, when light passes through, creates an

interference pattern within the confinement area. The pattern is wavelength, and hence,

separation distance dependent, which can be used to get the separation distance of the

two surfaces (shown in subsection 2.2.2). The direction of two surfaces is set in cross-

cylinder form to measure the interaction force between the two surfaces. According to the

Derjaguin approximation, the cross-cylinder orientations can be approximated to sphere

versus sphere or sphere on the flat model, which helps us to investigate the interaction

force between two surfaces that are only contacted at one specific point.

2.2.1 Structure of SFA

The home-built SFA set-up (Figure 2.1[30]) has been described in more detail else-

where[30] but in short, in Figure 2.1[30]-a), we can see that the SFA setup consists of

multiple different components. The first one is the fluid cell, which is magnified in Fig-

ure 2.1[30]-b). It is equipped with a three-electrode system for electrochemical measure-

ments: the mounted surfaces act as the working electrode (WE), connected with a short

gold wire pressed onto the surface to connect to the potentiostat. TheWE is surrounded by
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Figure 2.1: (sSFA)Operation principle of angle-corrected in situ sensing surface forces
apparatus (SFA). (a) Overview of the home-designed sSFA and (b) cell geometry. (c)
Angle correction for a shear experiment involving two rotationmechanisms to compensate
for the misaligned angle of γ and θ between the shear promotion direction to the two
surface apex directions, respectively.

the counter electrode (CE), which is a platinum wire. The reference electrode is a silver-

silver chloride mini electrode in a saturated potassium chloride solution. The potential

difference between our reference electrode and Reversible Hydrogen Electrode (R.H.E.)

is 0.1976 [V], so we can also use the formula in Equation 2.1to transfer the potential vs.

Ag/AgCl to vs. R.H.E.

ERHE = EAg/AgCl + 0.0592× pH+ EAg/AgCl, standard (2.1)

where,

• ERHE is the potential relative to the Reversible Hydrogen Electrode (RHE)

• EAg/AgCl is the measured potential relative to the Ag/AgCl reference electrode

• pH is the pH value of the electrolyte. In our experiment, it is usually 0.16, which is

the measured value by the pH meter before the experiment starts.
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• EAg/AgCl, standard is the standard potential of the Ag/AgCl electrode relative to SHE

(0.1976 V at 25°C)

As for the optical system, the light from the LED light source will penetrate the electro-

chemical cell and be split by the beam splitter.

In the SFA setup, we use two sets of light detectors. One is the Charge-Coupled

Device (CCD) camera, which can give the in-situ image of the surface and help the per-

former check whether there’s a contaminant on the surface. Besides, it can also help us

to quickly find the focal plane of the optical system. Another is the spectrometer, which

helps us to analyze the distance between two surfaces by the Fringes of Equal Chromatic

Order (FECO). (detailed will be discussed in the subsection 2.2.2). This part of the light

will first be cut by the narrow slit and finally arrive at the spectrometer to get the FECO

pattern. When the separation distance varies, the FECO pattern will also show a wave-

length shift, which can then be analyzed as the distance change by the Multiple Beam

Interferometry (MBI).

In order to perform force vs. distance measurements and create well-defined confine-

ment conditions, the surfaces are able to approach and separate via a set of XYZ micro

meter translation stages as well as a y-direction piezo actuator for nanometer precision

movement. The surface platform is also connected to a commercial force sensor to sense

the acting intermolecular forces between surfaces during approach and separation. The

force sensor measures force with a semi-conductor strain gauge, providing high accuracy

and sensitivity force data.[30, 31]

The ideal model for measuring the force and distance between the surfaces is the

sphere-on-flat model. However, the preparation of mica surfaces (details are discussed
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in subsection 2.3.3) needs to make mica pieces attached to a sphere substrate, which is

hard to achieve. Consequently, we make the mica pieces attached to the cylinder disc,

which makes surface preparation easier. As a result, the SFA setup makes the two surfaces

mounted in a 90-degree crossed phase, which is mathematically regarded as equal to a

sphere-on-flat geometry[32].

2.2.2 Multiple beam interferometry

SFA uses Multiple Beam Interferometry (MBI) to measure the distances between

two surfaces during the experiment. MBI was first introduced by Tolansky et. al.. The

principle of MBI is that when a broad band of light is transmitted through two semi-

transparent surfaces in close proximity, it will form standing waves between two surfaces

when the wavelength of the light meets the constructive interference boundary condition.

This will manifest in the camera image as a light-dark alternative pattern, which is called

Newton Ring (NR). Once the image passes through a spectrometer slit that cuts the NR, we

get the Fringes of Equal Chromatic Order (FECO). The picture of NR and FECO pattern is

displayed in the Figure 2.2. (a) is the NR, which can give us information on whether the in-

situ video is in focus and tell us the location of the contact point in the detected area. (b) is

the FECO pattern, the flattered pattern is the region where two surfaces are contacted and

deformed to form a flat region. Dr means the radius of contact of the deformed surfaces.

Before the mathematical derivation, we first need to construct a geometry model

that helps us to discuss the formula and parameters. The model of MBI is illustrated in

Figure 2.3, which assumes that there is one liquid layer that is sandwiched by two mica

layers, and the outer part of the mica layer is coated with silver. The electromagnetic wave

of the injection light is set to be Equation 2.2.
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Figure 2.2: The information got from SFA setup (a) The NR (b) The FECO pattern got by
cutting the NR by a narrow slit

E(x) = Ame
i(kx) (2.2)

where Am is the amplitude of the electromagnetic wave, i is the imaginary number, k is

the wavenumber of an electromagnetic wave and equals to 2π
λ
, λ is the wavelength of the

light.

The light is first directed onto the left-hand side in Figure 2.3, then penetrates the

sandwiched system, constructing multiple reflections, and finally goes through the system

to the detector. The refractive indexes for both layers are denoted as nmica and nliquid.

The thickness of the mica layer and liquid layer is set to be Y and T , respectively. The

objective of the MBI is to calculate the mathematical relation of liquid thickness T with

other parameters, and it will be discussed later. The geometry system here is modified

from the reference [33].

According to the reference [33], the general solution for a three-layer system (two
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Figure 2.3: The schematic diagram for multiple beam interferometry derivation

back-silvered mica surfaces sandwiching a liquid layer) can be obtained. This solution

reveals the relationship between the liquid layer thickness, the refractive indices of mica

and liquid, and the wavenumber of the electromagnetic wave, as shown in Equation 2.3.

tan(knliquidT ) =
(1− r2) sin(2knmicaY )

2r − (1 + r2) cos(2knmicaY )
r =

nmica − nliquid
nmica + nliquid

(2.3)

When the two mirrors are in contact, theoretically, there will be a liquid layer of zero

thickness between the two mirrors, so the thickness of the liquid layer (T) equals zero. As

a result, the left-hand side of Equation 2.3 would be zero, which causes the sine function

on the right-hand side should also become zero. Thus, we can get the relation that,

2knmicaY = nπ n = 1, 2, 3, . . . (2.4)

where n is the order of interference, which is a natural number.

The Equation 2.4 can be further simplified to
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2nmicaY =
nπ

k0
=
nλ0

2
(2.5)

where k0 and λ0 are the wave number and wavelength of the electromagnetic wave that

passes through the system when it is contacted.

When the liquid thickness changes, the wavelength will start to redshift from λ0 to

λ. Then we can get the relationship that

2knmicaY = (2nmicaY )(k) =
nλ0

2

2π

λ
= nπ(1− λ− λ0

λ
) = nπ(1− ∆λn

λ
) (2.6)

If we replace the relationship got in Equation 2.6 to Equation 2.3, we can get the following

equation:

tan(knliquidT ) =
2µ̄ sin(nπ∆λn/λ)

(1 + µ̄2) cos(nπ∆λn/λ)± (µ̄2 − 1)
(2.7)

µ̄ =
nmica
nliquid

(2.8)

The± is decided by the even and odd numbers of n. When the n is odd, the sign of it would

be positive, and vice versa. Suppose the thickness of the liquid layer is small (nanometer

scale). In that case, the triangular function can be further simplified, and we can tidy up

those symbols and get the general solution for liquid thickness and wavelength shift.

T =
n∆λn
2nmica

for n is odd

Tn2
liquid =

nnmica∆λn
2

for n is even
(2.9)
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Using Equation 2.9, we can proceed fitting process from FECO data and get the

liquid thickness data. Note that the mathematics above discusses liquid thickness between

two back-silver mica surfaces. Our experiment is analyzing the liquid thickness between

back-silver mica and gold mirrors, so the math will differ slightly. We used the SFA

explore software to do the liquid thickness analyzing procedure, which is developed by

Schwenzfeier et al. [34] using the transfer matrix method to fit the FECO data; the detailed

mathematics derivation is shown in previous works [34].

2.3 Surface preparation

2.3.1 Magnetron sputtering

In order to form the interferometric cavity as well as the electrode surface, we need

to prepare atomically flat metal thin films. Magnetron sputtering (MS) is a physical vapor

deposition (PVD) technique suitable for preparing clean, flat metal surfaces [35].

The procedure ofMS to conduct PVD can be separated into four parts: gas ionization,

ion bombardment, magnetic field-assisted enhancement, and atom deposition.

The procedure of gas ionization are as follows:

1. Pumping down the sputtering chamber to operational vacuum level, usually in the

magnitude of ∼ 10-3 to 10-2 mbar.[36]. The vacuum environment removes traces

of contaminants in the air and reduces background pressure that interferes with the

deposition.

2. Introducing some gas molecules into the vacuum chamber; In order to prevent the
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gas molecules from reacting with the target material, we usually use argon (Ar) as

the inlet gas. Another advantage of using Ar is its easy ionizability.[37]

3. High voltage, ranging from hundreds or thousands of volts, is applied on the target

(cathode) and substrate (anode). The high voltage causes the argon gas to become

ionized, forming a plasma. A large amount of Ar+ and electrons will be produced

in this period.

In the ion bombardment process, the electric field would force the argon ions(positive

charged) to speed up and bump into the target (negative electrode), causing atoms or

molecules of the target material to be ejected from the surface[36]. This process is similar

to a series of tiny impacts and peeling actions. The accelerated Ar+ have high kinetic en-

ergy; they will pass the energy to the target atoms, which are impacted by it, giving them

enough kinetic energy to travel in the chamber.

A magnet will be behind the target, and the magnetic field direction will be perpen-

dicular to the electric field direction. This magnet will force the electrons produced at the

gas ionization stage to spiral along the magnetic field line, increasing the residence time

for electrons near the target. This kind of motion is referred to as ”magnetron electron

motion.” Owing to the increment of the number of electrons near the target by magnetron

electron motion, the possibility of electrons colliding with argon gas will increase, causing

more argon gas to be ionized. These phenomena increase the density and stability of the

plasma, enhancing the efficiency of the MS.

The atoms that escape from the target material will start to travel in the chamber; since

the vacuum level of the chamber stays low pressure, the atoms can usually fly linearly

without scattering. After long travel, the atoms will be located on the substrate and form a
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Figure 2.4: Magnetron sputtering schematic diagram

thin film. They will diffuse and transport on the substrate until they don’t possess enough

kinetic energy and are located in one specific position on the substrate.

Figure 2.4[38] is the schematic figure that illustrates the working principle of MS as

discussed above.

The sputter condition parameter in our experiment is shown in Table 2.1.

Target Sputter Time Sputter Current Ar Pressure Estimated Thickness
Au 270 sec 50 mA 1.1 x 10−3 torr 40 nm
Ag 105 sec 80 mA 1.1 x 10−3 torr 40 nm

Table 2.1: Sputtering parameters used in our experiment
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2.3.2 Template stripping method

The gold layer on the quartz disk is prepared using the template stripping method

(TSM). We use Muscovite mica as the template for the gold layer to sputter on. The

reason for choosing Muscovite mica is that it is easier to prepare a uniform and atomically

flat surface.[33, 34]

We first slice the commercial Muscovite mica into thin pieces and control the thick-

ness to be a bendable sheet in order to make it totally attached to the glass convex in the

following procedure. After we slice the mica sheet into thin pieces, we apply the TSM

procedure to produce our gold surface and the procedure of TSM is as follows, and the

schematic diagram for TSM procedure is shown in Figure 2.5:

1. Sputtered the gold particles on the top of the mica surface through MS.

2. Dropped the optical glue on top of the quartz disc and attached the just-sputtered

gold surface to the glue layer.

3. Put weight on the edge of the disc to make the mica bent to fit the curvature of the

disc; since the quartz disc surface is curved (radius is 1 centimeter), when we put a

plane gold surface on top of it, it can not fully attach the whole disc surface.

4. Put the samples under a UV light overnight to cure the epoxy glue, and the gold

surface will firmly stuck to the disc by optical glue.

5. Stripped off the mica surface and getting the atomic level flat gold surface on the

quartz disc
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Figure 2.5: The procedure of template stripping method

2.3.3 Preparation of back-silvered Mica surface

In the SFA setup, we use the back-silvered mica surface to contact with the gold

surface (WE). First, we cleave a thin piece of mica sheet (3-6 µm). Second, the mica piece

will be sputtered to deposit a silver layer on the mica surface. Then, we used optical glue

to make the silver surface adsorbed on the glass convex, which exposed the mica surface

at the top, and the silver surface was sandwiched in the middle to be a silver mirror to

construct an interference pattern.

2.3.4 Structure of Muscovite mica

Muscovite mica is an alumino-silicate mineral[39], whose chemical formula is

(KAl2(Si3Al)O10(OH)2[40]). Muscovitemica exhibits a unique layered structure, which is

depicted in Figure 2.6[40]. We can find that the potassium ions are sandwiched in between

the layer structure. After we slice the Muscovite mica, which is described in our sample

preparation method, actually we expose the potassium on top of the surface. However,
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Figure 2.6: Diagram illustrating the crystal structure of Muscovite mica. Vectors a and b
define the 001 planes, with vector c representing the surface normal vector. (a) Side view
(projection onto the a-axis) showing layers of alumino-silicates separated by interlayer
potassium ions held together by electrostatic forces.(b) The hexagonal pattern of the top
001 surface layer (projection onto the c-axis), displaying silicon (partly aluminum) and
oxygen atoms of a cleaved mica surface, excluding residual potassium ions.

if the mica surface is put into an aqueous solution, the potassium exposed on the surface

would dissociate into water, making the surface of mica bear a high charge density, which

is roughly -0.1 to -0.3 Coulomb per meter square.[41, 42]

2.4 Electrochemistry

In this study, we applied several electrochemical analysis techniques. In this section,

we briefly introduce their working principle, parameters, and the reason why we chose to

use these techniques.

2.4.1 Linear sweep voltametry

Linear Sweep Voltametry is a powerful technique for analyzing the kinetics of the

electrode. The procedure of the LSV technique uses a constant scan rate (unit: V/s) and

scans from the given initial potential to the ending potential. While scanning, the poten-

tiostat will record the amount of current response on the working electrode, which arises
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from the redox reaction at the surface. Usually, the current would gradually increase if

the applied potential increases until the redox species are consumed on the electrode and

the current decreases again. The applied potential and current response can be plotted as

a voltammogram.

The parameters in our experiment for LSV are shown in Table 2.2.

Parameter Value
Potential Sweep Range 0 V to -0.7 V vs. sat. Ag/AgCl reference electrode
Scan Rate -10 mV per second
Interval of Data Acquisition 10 mV/s

Table 2.2: Experimental parameters for LSV

2.4.2 Chronoamperometry

Chronoamperometry is the application of a constant potential on the working elec-

trode. At the beginning of applying potential, a charging current will appear, which arises

from the potential difference between the applied potential and the open circuit potential

(OCP) of the electrode surface. This potential difference causes the surface to start to

accumulate charge, hence the term ”charging current.”

The current, when applying the potential, should follow the Cottrell equation.

i =
nFAcoi

√
Di√

πt
(2.10)

where i is the current (A), n is the number of electrons transferred in the redox reac-

tion, F is the Faraday constant (96485 C mol−1), A is the area of the working electrode

(cm2), and coi is the initial concentration of the redox species (mol/cm3). Di is the diffu-

sion coefficient of the species (cm2/s), and t is time (s).
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The purpose of using a chronoamperometry (CA) technique is to apply a constant

overpotential for an extended period to observe the redox current change over time, al-

lowing us to obtain information about the stability of the catalyst.

2.4.3 Open Circuit Potential

The open circuit potential (OCP) is the potential difference between the electrolyte

and the electrode when no current passes through the electrode. Specifically, it can be

defined as the potential difference between the working electrode and the reference elec-

trode (RE) when no current exists. According to the definition, the OCP can be expressed

as Equation 2.11.

EOCP = EWE − ERE (2.11)

The value of OCP can tell us plenty of useful information. Firstly, the OCP is the

equilibrium potential for all the electrochemistry reactions mixed together[43]; at this po-

tential, the oxidization and reduction rates are the same for all responses. Secondly, the

OCP value can give us information on material stability. If the OCP is too close to the

corrosion potential of the electrode material, the material will show high instability in

this kind of electrolyte environment. Finally, the OCP can reveal information about the

general state of the electrode such as ion adsorption/ desorption on the electrode or the

formation of an oxide layer on the electroe surface.[44]
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2.5 Comsol Multi-Physics modeling

Comsol Multi-Physics is a commercial software that can model various physics con-

figurations. It uses the finite element method to solve the partial derivative equation on a

mesh grid. In electrochemistry, we are usually concerned about charge conservation and

current conservation problems coupled together, and this can be modeled by solving the

related partial differential equations. (PDEs)[45]

According to the literature[46], the electrode potential will be increased by confine-

ment, which may give the confinement-induced HER a reasonable explanation. Since we

can’t get the surface potential from the SFA due to the high ionic strength of our electrolyte,

we decided to use Comsol Multi-Physics to model the surface potential distribution on the

working electrode.

In the application, we choose secondary current distribution coupled with the dilute

species transportation models to calculate the potential distribution.

2.5.1 Secondary current distribution

The secondary current distribution assumes that the concentration of ions is homo-

geneous and doesn’t vary with the electrolyte’s location, making it easy to solve the PDEs

without mass transfer. (But mass transfer is important in many cases; we’ll use another

physics field called dilute species transportation to reconsider mass transport.) In addition,

it also hypothesizes that the conductivity of the electrolyte is constant; this makes it easy

to use the simple Laplace function to solve the potential distribution. Equation 2.12 is

the so-called Laplace equation, where ψ is the electric potential, and the Laplace equation
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describes the potential distribution in the electrolyte.

∇2ψ = 0 (2.12)

Another PDE that needs to be solved is the current conservation equation, shown in Equa-

tion 2.13, where J is the current density and σ is the conductivity of the electrolyte.

∇ · J = 0, J = −σ∇ψ (2.13)

The final PDE is the electrode kinetics of the reaction. Usually, we use the Bulter-Volmer

equation[47] to describe the electrode kinetics. Equation 2.14 is the Bulter-Volmer equa-

tion, where J0 means exchange current density; αa and αc are the charge transfer coeffi-

cient for anodic and cathodic reaction, respectively.

J = J0

(
e

αaFη
RT − e−

αcFη
RT

)
(2.14)

In this model, we first assume the separation of charges at the interface when high

potentials are applied to the surface and the bulk is not so obvious since the concentration

of electrolyte is high enough to quench out the surface potential efficiently close to the

electrode. Then, we assume the reactions on the electrode surface are very fast, which

means the reaction is kinetic control, to simplify the calculation. By considering these

two assumptions, we think it is safe to apply the Bulter-Volmer equation to the electrode

kinetic.
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2.5.2 Dilute species transportation

Since the secondary current distribution physics field neglects the mass transport in

the system, we need to introduce another physics field to account for it: the dilute species

transportation physics field. The dilute species transportation model considers the Nernst-

Plank equation to describe the motion of ions in the electrolyte during the electrochemical

process through migration and diffusion.

The Nernst-Planck equation (shown in Equation 2.15) describes the mass transporta-

tion flux of ions due to diffusion, migration, and convection in the system.

Ji = −Di∇ci − ziuici∇ϕ+ vci (2.15)

In this equation, Ji represents the mass transport flux of species i, which indicates the

transportation rate at which species i move through a unit area per unit time. The term

Di denotes the diffusion coefficient of species i, reflecting how quickly i diffuses in the

medium. The variable ci stands for the concentration of species i, representing the number

of i per unit volume. The charge of i is indicated by zi, which specifies the number of

elementary charges carried by each ion of species i. The mobility of i is represented by

ui, describing the velocity of i per unit electric field, and v represents the velocity of the

bulk fluid.

The first term of Equation 2.15 is regarding the diffusion effect, while the second

term describes the migration effect. The last term is regarding convection in the system;

however, since the SFA setup uses stationary electrolyte conditions, we neglect the in-

fluence of convection. (but the bubble-induced micro convection will be also neglected,
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and that’s is the limitation of this model) Another PDE that needs to be considered is the

Poisson equation (Equation 2.16, which describes the charge density distribution for the

ions in the electrolyte.

∇2ϕ = −ρ
ϵ

(2.16)

where ρ is the charge density, which describes the charge distribution in the space; ϵ is the

relative permittivity of the electrolyte, which describes how well an electrolyte shields the

potential in the space. If the value of relative permittivity is high, the electrolyte can reduce

the electrolyte field in the space, which lowers the mobility of ions through migration.

2.5.3 Model Geometry

The geometry we use to simulate the two curved surfaces that serve as the gold sur-

face and mica surface are arranged opposite to each other, while one counter electrode

circulates the gold surface. We use a box to enclose the surfaces and serve as the electro-

chemical cell. The cell space is filled with sulfuric acid. The actual shape of the geometry

model can be seen in Figure 2.7.

2.5.4 Boundary conditions in our experiment

The boundary conditions, which are critical factors in this simulation, are as follows.

1. The applied potential on the working electrode is -0.6 V

2. The potential on the counter electrode is 1.5 V, which is based on experimental data

from the potentiostat when applying -0.6 V on the working electrode.
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Figure 2.7: 3D Geometry in Comsol-Multiphysics, the orange surface is gold surface,
which is surrounded by the counter electrode (green circle); the red surface is used to
model the Muscovite mica surface

3. The electrolyte conductivity of 0.5M H2SO4 is 23.6 S/m.[48]

4. The mica surface is set to be an insulated surface.

5. The separation distance between the gold surface and mica surface is set at 0 µm,

10 µm, 100 µm, and 2 mm, respectively

6. The electrode kinetic for bothWE and CE is set to obey the Butler-Volmer equation.
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2.6 Calculating and modeling proton concentration near

electrode surface

2.6.1 Modeling the proton concentration profile

The simulation from Comsol is mainly used to model the surface potential distribu-

tion that we desire to know. However, the limitations and assumptions of Comsol make it

hard to get the proton concentration profile near the working electrode similar to the real

world. As a result, we try to use some PDEs to solve the proton concentration in a simple

1-dimensional model by Python script, the electrochemistry concept of the calculation is

written below.

The Poison-Boltzmann equation can give us information on potential and ion distri-

bution in the electrolyte, which is shown in Equation 2.17, where z is the charge of ions,

e is the charge of electrons, ρ0 is the charge density of the bulk solution, which can be

calculated through equation Equation 2.22, ψ(x) is the electric potential at position x, kB

is the Boltzmann constant. This section only considers the Poisson-Boltzmann equation

in a 1-dimensional space to simplify the problem.

d2ψ

dx2
= −Zeρ0

ϵ
exp(−Zieψ(x)

kBT
) (2.17)

The analytical, non-linear solution for the Poisson-Boltzmann equation, called the

Gouy-Chapman solution, can give us a more exact value of the potential distribution close

to the experimental case. The Gouy-Chapman solution is shown in Equation 2.18, where

ψs stands for surface potential, which can be calculated with the Grahame equation (shown
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in Equation 2.20, κ is the reciprocal of the Debye length (λD) and the formula for λD is

shown in Equation 2.19, where I is the ionic strength.

tanh
(
ψ(x)
4

)
tanh

(
ψs

4

) = exp(−κx) (2.18)

λD =
1

κ
=

√
ϵkBT∑
i Z

2e2ρ0
=

0.304√
I

(2.19)

To get the value of surface potential as a boundary condition to do simple modeling, we

introduced the Grahame equation to calculate the surface potential under specific con-

centrations of electrolytes. The Grahame equation is shown in Equation 2.20, where σs

denotes the surface charge, and the surface charge of mica is set to be -0.2 C/m2, and n0

is the number density of the electrolyte, meaning the number of ions per m2, and ϵ stands

for the permittivity of the electrolyte.

σs =
√

8ϵkBTn0 sinh
(
zeψ0

2kBT

)
(2.20)

We used the analytical solution of the Poisson-Boltzmann equation to calculate the poten-

tial distribution of the mica surface and the gold surface. The surface potential of mica

can be calculated from the surface charge of mica, while the surface potential of gold is

set to be 0 v and -0.1 V to model the equilibrium state and apply certain potentials on the

gold electrode state. Then, we sum the potential distribution of the two surfaces and get

the total potential distribution in the space.

After that, we use the Boltzmann distribution shown in Equation 2.21 to convert the

potential distribution to the charge density distribution.
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nx = n0 exp
(
eψ

kT

)
(2.21)

Note that because the potential we got from mica and electrode is negative potential, the

charge density will also calculate a negative ions distribution. We assumed that the proton

in the electrolyte will compensate for the negative charge distribution by the same amount

of positive charge density, so we can convert the positive charge density to proton con-

centration by the formula shown in Equation 2.22 simply through give the total potential

distribution a negative sign. Equation 2.22 is very helpful in calculating the bulk charge

density from bulk concentration and correspondent concentration at poison x from charge

density at position x.

ρx = Ci × 1000×NA × e (2.22)

where NA is the Avogadro’s number. By applying Equation 2.22, we can finally get the

proton concentration profile in the confined region.

In short, we use the Grahame equation to solve the surface potential and derive this

value into the analytical solution of the Poisson-Boltzmann equation to get the potential

distribution in the electrolyte. Then, the potential distribution in the space is calculated

by adding the potential distribution of mica and gold surface. After that, the Boltzmann

distribution was used to get the charge density distribution. Finally, the charge density dis-

tribution is converted to concentration distribution. The mathematical calculations were

performed using a Python script. Since we are not well-versed in coding, we utilized

ChatGPT to assist with the coding process. We provided the requirements and the chosen

formulas, and ChatGPT helped convert our ideas into Python code. The script is included
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in Appendix A.

The boundary condition for the proton concentration profile modeling is as follows:

• Temperature (Temp): 298.15 K

• Surface charge density of mica (σs): -0.2 C/m2

• Permittivity of the electrolyte (ϵ): 7.083× 10−10 F/m

• Electrolyte concentration at both surfaces: 0.5 M

• Debye-Hückel parameter for both mica and gold surface (κ): 2.33 nm−1

• Surface potential of gold surface: 0 V and -0.1 V

• Distance Between Surfaces (d): 1, 2, 3, 4, and 5 nm

2.7 Bubble size calculation

As is discussed in subsection 1.3.2, the bubble size may play an important role in the

overpotential that we measured. Hence, it is crucial to calculate and statistic the bubble

size of hydrogen during the catalytic process. Fortunately, the SFA setup provides us with

a clear top view of in-situ videos of the electrode surface, which enables us to do fur-

ther image processing to analyze the bubble cross-section area under different separation

distances when the hydrogen is evolving.

We use a Python script to analyze the in-situ video of bubble formation to calculate

the bubble cross-section area (the script is shown in Appendix B). The procedure is as

follows.
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1. Slicing the in-situ video into many individual frames (the script will not be shown

in Appendix B).

2. Applying a background subtraction to remove the dirt or contaminants on the camera

or gold surface. The procedure is as follows:

• Transfer each frame as a matrix of brightness at every pixel.

• Use all matrices of every frame to subtract the matrix of the first frame.

• This process yields the relative intensity change compared with the first frame,

removing the influence of the background.

• Re-plot the frames in a gray-scale filter using the relative intensity matrices of

each frame.

3. Depicting the contour of bubbles in two steps:

• We observed that bubbles in micro- or nano-confined situations deform into

a thin bubble layer. The border of the layer scatters light, while the inner

part remains unaffected and shows similar intensity to regions without bubble

formation.

• To utilize this observation, we calculate the intensity gradient of every pixel

and connect the high gradient pixels to form a closed contour, regarded as the

bubble cross-section shape.

4. Calculating the area of each contour:

• The script treats the contour as a polygon containing many vertices, denoted as

(X0, y0), (X1, y1), (X2, y2), …, (Xn−1, yn−1), where (Xn, yn) equals (X0, y0),

creating closed contour vertices.
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• We apply the Shoelace formula (Equation 2.23) to solve the polygon area prob-

lem, an extension of the Gauss formula for calculating triangle areas.

• The Shoelace formula slices the polygons into many pieces of triangles by

fixing one point to be the vertex of all triangles (usually is (Xo, yo)) and taking

the nearby point as another two vertices, e.g. (X1, y1), (X2, y2); (X2, y2),

(X3, y3), in this way, we sliced the contour into pieces of non-overlapping

triangles. Then, all triangle areas will be added to the sum area.

Area =
1

2

∣∣∣∣∣
n−1∑
i=0

(xiyi+1 − xi+1yi)

∣∣∣∣∣ (2.23)

After conducting the procedure above to decide the bubble cross-section area. Sur-

prisingly, we found many outliers that will affect the result, such as the dart on the camera,

the contamination near the surfaces, and so on. In order to decrease the impact of outliers

that affected the experiment, we started to add some restrictions on the depicted contours

to remove the outliers.

1. The areas below 225 µm2 will be cut off.

2. The overlapping contours will only take the biggest bubbles as valid contours; others

will be discarded.

3. The contour compactness below 0.4 will be discarded.

The first restriction is that the contour area below 225 µm2 will be cut out because

there are some contaminants on the CCD camera or small particles on the surfaces, which

appear slightly darker than other regions and are detected as bubbles. Fortunately, the size
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of this outlier is usually very small, so we set a threshold value to cut off the smaller size

contour as outliers.

The second restriction is concerned with the overlap of contours and the possibility

of counting the same bubbles multiple times due to the overlap of the thick edge with

low intensity. Since bubbles usually do not overlap but at most coalesce into one bigger

bubble, we choose to select the larger, outer contour when two contours overlap.

The final restriction is about the contour compactness. We observed that the program

sometimes detects some irregular shapes that are not consistent with what we observe as

bubbles.

Therefore we add a constrain to select only those bubble contours that are compact

enough. The compactness here is defined as the contour area divided by the smallest

rectangle that can surround the contour. The definition is written in Equation 2.24, where

Acontour means the area of contour and Arect means the area of the smallest rectangle that

can surround the contour.

Compactness =
Acontour

Arect
(2.24)

This definition deviates from the traditional one, which describes how circular one

contour is. Since the bubbles here are usually not a perfect circle; but more like an ellipse,

we would discard real bubbles with the traditional definition. The definition here is to see

how a rectangle is a contour; if it is a perfect rectangle, the value of compactness will be

one; as for a perfect circle, its compactness is close to 0.785. We set the threshold value

for contour compactness above 0.4. Every contour with a compactness value lower than
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0.4 will be regarded as an outlier. This definition is good for depicting the outliers that are

sharp, irregular, and long in shape.

However, one thing needs to be noted, the image analysis procedure here can only

analyze the bubbles that escaped away from the confined slit. Because of the spatial and

time resolution limits of our CCD camera, the bubbles within the confined region are only

nano-meter thick and micro-meter wide, which is too blurry to characterize it with the

CCD camera result. Fortunately, the FECO pattern is capable of dealing with such nano-

meter scale characterization, and the bubble size in the confined region will be analyzed

by the FECO pattern, which will be discussed in subsection 3.1.4.

As for the bubbles just flowing off the confined region, the flow rate is too fast that

the CCD camera can only capture a trajectory of bubbles, which is still unable to do image

analysis since the shape of the bubble is actually overlapping in the trajectory. As such,

the image analysis here can only analyze the bubbles that fly a little farther away from the

contact region and begin to show a stable oval shape that the program can capture.

The Python script, developed with the assistance of ChatGPT, enabled us to quickly

analyze the in-situ videos. However, the conceptual framework for the analysis was our

own innovation. The script is included in Appendix B.
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Chapter 3 Result and Discussion

3.1 Confinement induced HER

3.1.1 The stability under different electrolyte conditions

The first step is to identify a suitable electrolyte. Sulfuric acid offers several ad-

vantages as an electrolyte, one of which is its ability to provide a high concentration of

protons as reactants for the reaction. As a result, we chose sulfuric acid as the electrolyte.

However, we encountered difficulties when deciding on the electrolyte concentration.

We tested three electrolyte pH conditions: pH0, pH3, and pH5 sulfuric acid aqueous

solution by applying negative potentials on the electrode surface to initiate the hydrogen

evolution process; meanwhile, we confined the electrode surface with the help of SFA.

Surprisingly, all three pH conditions show that the hydrogen bubbles will generate from

the center of the confined region, which is called confinement-induced HER. However,

we also observed that the electrode surface suffers damage to different degrees during the

hydrogen evolution process in pH3 and pH5 cases.

The reason for the hydrogen bubbles tearing off the gold surface may originate from

the sandwiched structure of our electrode surface. Since the adhesion force between gold
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Figure 3.1: Photographs of the electrode surface condition after HER testing under elec-
trolyte conditions of pH 0, pH 3, and pH 5. The dashed line indicates the region of surface
damage. Note that the pH 3 and pH 5 images were taken while the surface was still wet,
so droplets are visible on the surface.

and glass is so weak, a common way to deal with this problem is to use chromium or

titanium as the adhesive layer between gold and glass. However, we didn’t choose this

strategy. Rather, we use optical glue as an adhesive layer to fix the gold on the glass disc,

which is because we need an ultra-flat surface for SFA measurement, and the common

way to prepare these kinds of surfaces is TSM (shown in subsection 2.3.2), while TSM

needs to use optical glue to transfer the ultra-flat gold layer to the glass substrate.

Since the optical glue is a complex compound containing mercapto esters that can

form strong bondswith gold, according to literature [49], the gold-sulfur bondwill undergo

a reduction reaction that will break the bond if a negative potential is applied [49]. For the

larger pH cases, the potential needed to initiate the HER is more negative, falling in the

potential window for Au-S bond reduction. That’s why we observed that the HER on the

electrode also ruined the surface.

SFA can help us measure the force-distance curve; by applying Derjaguin-Landau-

Verwey-Overbeek (DLVO) fitting[50], we can get useful information about the electrode

surface and the double layer structure of the interface, such as surface potential, surface

charge, etc. However, the application of the DLVO model is limited to low electrolyte

concentration[51] (to mimic the ideal solution). When the electrolyte concentration is too
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high, the DLVOmodel collapses and will have little usage since it deviates from the initial

assumption of the model.

The hydrogen bubble also pushes the electrode away when it is generated, creating

high fluctuations in separation distance (dsep) that are visible as a big noise to the force

measurement and make the DLVO fitting extremely hard to proceed with.

Therefore, we finally decided to sacrifice the double-layer information that SFA can

provide and choose pH 0 sulfuric acid as the electrolyte condition for the experiments that

were conducted. The reasons are as follows:

• The DLVO fitting is hard to achieve when the hydrogen is evolving, so it is not

necessary to maintain low ionic strength (high pH) electrolyte conditions.

• Preparing the sample and setting up the SFA take a considerable amount of time. As

a result, it is necessary to maintain the electrode surface condition after each mea-

surement so that multiple experiments can be conducted with a single preparation.

3.1.2 Defects induced HER

Angulo et al. indicated that when the gas bubble evolves on the GEEs, defects on

the electrode surface are the most likely location for bubbles to coalesce.[22] (also see

Figure 1.5)

Using the SFA setup, we observed that the bubbles were generated from the confined

area when the gold electrode and mica surface were brought into close proximity in a

micrometer to the nanometer scale, and then negative polarization was applied.

Figure 3.2-(a) to (e) demonstrate the in-situ images of the gold electrode when it

49

http://dx.doi.org/10.6342/NTU202404416


doi:10.6342/NTU202404416

Figure 3.2: (a) to (e) is the bubbles generation process under different separation distances
in-situ image snapshot, the pink arrows point out the location of defects. (f) the 2-D map-
ping of bubble formation locations under 0.5, 1, and 15 µm, compared with three different
contact positions, the pink arrows indicated the position of defects, and the different shapes
of data points represent three kinds of separation distances. The contact point is plotted
in white dots for three different contact position. (g) The overpotential trends at different
separation distances. Compare the trends with and without defects in the ROI. Note that
there’s no data for defects under 15 µm separation distance
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was undergoing negative polarization by LSV under different separation distances. The

first evolved hydrogen bubble was observed in Figure 3.2- (b) to (e), and we found that

it appeared at almost the same point ( pointed by the arrow) regardless of the separation

distances. We thought that this kind of spot might be the defect on the electrode, where

bubbles are easier to coalesce. The result above indicated that the evolution spot is con-

trolled by defects in these separation distances if the contact point of the mica and gold

surface is too close to the defects. As for Figure 3.2-(a), the early bubble evolved in the

center of the contact region when the separation distance was almost 0 micrometers; how-

ever, there were still some bubbles that evolved from the same defect, but not the first

bubbles evolved from the electrode.

Another way to prove the influence of the defect site is to change different contact

points on the WE by changing the back-silvered disc position relative to the fixed gold

surface. If the coordinate of the bubble generation spot is independent of the contact

point, then it may be a defect. We chose three different contact points on the WE surface

to do the polarization at three different separation distances. The separation distance is

controlled by first setting the two surfaces in contact and then driving the mica surface

away through a piezo motor, which can give nanometer-scale resolution.

The result is shown in Figure 3.2-(f). The bubble generation points are represented

in different colors to indicate the results from various contact points, while the shape of

the data points represents the separation distances during the experiment. The three semi-

transparent circles denote the Newton ring region, which is visible only when the sepa-

ration distance is less than 1 micrometer. This feature serves as a useful tool to identify

the contact point, as the contact point will be located at the center of the Newton ring.

The contact points are plotted as white dots for the three contacts. After we plotted the
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locations where the first bubbles evolved from the electrode and identified several spots

(indicated by pink arrows) where bubbles frequently evolved, we found that the spots re-

mained prone to bubble formation even when the contact position changed, suggesting

that the spots were independent of confinement. We hypothesize that these specific spots

are defects on the electrode, where localized concentrations of dissolved hydrogen accu-

mulate, facilitating hydrogen evolution at these positions.

We also analyzed the overpotential needed for the WE to generate hydrogen and

evolve the first bubble, which is captured by the in-situ video. The result is shown in

Figure 3.2-(g). For those sites that contain defects visible in the microscope, we found

that the small overpotential necessary for HER is independent of the separation distance.

The overpotential is largely reduced compared to the result obtained from regions

of interest (ROI) that do not include defect sites (this result will be further discussed in

subsection 3.1.3), which may cause a serious outlier issue.

As a result, for the experiment below, we will only use the 600 x 600-pixel area

centered around the contact (although the CCD camera can capture 1440x1080 pixels) to

do image analysis, preventing the outliers from affecting the experimental result. Another

advantage of lowering the capture area is that the lower area can provide higher frames

per second (FPS), which enables us to get higher time resolution in in-situ videos.

To counteract the effects of defects, we are also careful when preparing the surfaces

for the experiment and choose a relatively flat region on the CCD to prevent defects when

choosing the contact position. If the defect is accidentally contained in the ROI, we will

drop off the whole set of data received from that contact position. In this way, we can

minimize the influence of defect-induced HER and focus on confinement-induced HER.
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Figure 3.3: The voltamogram got by linear scan the working electrode from 0.2 V to -0.4 V
under 0, 0.5, 1, 3, 5, 15 µm separation distances. The series of separation distances that
chose to conduct the experiment is randomly choosing. (a) The curves show an increasing
trend of the current density value with the increase trials of experiment. (b) The curves
show current density maintain a similar trend regardless of the separation distances.

3.1.3 Distance dependency of HER overpotential

Using the LSV technique and SFA setup, our original goal was to investigate the

correlation between separation distance (dsep) and the HER overpotential at 10 mA/cm²

using voltammograms. The LSV data is presented in Figure 3.3. Figure 3.3-(a) shows the

LSV curves from experiments two through eleven, reflecting the experimental progress

under varying separation distances (hard contact, 0.5 µm, 1 µm, 3 µm, 5 µm, 15 µm).

Since we conducted all experiments using the same surface and electrolyte over differ-

ent separation distances, it was crucial to ensure that the data we obtained was only in-

fluenced by the parameter we were testing, i.e., the separation distance, and not by any

variations in the surface or electrolyte over the course of the experiments. To achieve

this, the order of the separation distances was chosen randomly to determine whether the
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differences in the LSV data were directly affected by the separation distance, which also

represents the degree of confinement. Surprisingly, the current density displayed an in-

creasing trend across the first eleven experiments, regardless of separation distance, as

shown in Figure 3.3-(a). When we continued performing linear scans, we observed that

the current remained steady, unaffected by separation distance, as shown in Figure 3.3-(b).

These results indicate that the current density gradually increases over successive scans

of the electrode surface and eventually reaches a steady state. This phenomenon can be

attributed to the relatively small confinement area (approximately 300 µm2) [52], which

is negligible compared to the total working electrode area (around 83 mm2). Since the

contact area is so small, it contributes an insignificant portion of the total current, limit-

ing the electrochemical information we can obtain from the LSV voltammograms, as the

current from the contact area represents only a small fraction of the total current. The

lack of hydrogen generation outside the confinement area, despite the current contribu-

tion, could be due to oxygen generation at the CE. The oxygen may diffuse and adsorb

onto the WE, where it is reduced to water as the WE is negatively polarized, contributing

to the current. However, we were unable to observe water generation under the micro-

scope due to limitations of the CCD. Therefore, the LSV voltammograms cannot provide

useful insights into confinement-induced HER, as the voltammetry plots under different

confinement conditions show little correlation with dsep.

As a result, we turned to using the LSV technique to toggle the applied potential

while recording the HER through a CCD camera at different separation distances. While

the current measured from the electrochemical measurement does not show a clear trend,

we observed a correlation between the separation distance and the overpotential needed

to evolve the first bubble. Conducting the above data analysis method for different dsep,
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we got the trends of evolution overpotential shown in Figure 3.2-(g). The overpotential

needed to initiate HER is gradually decreased as the dsep decreases, which shows that

the confinement indeed possesses the catalytic ability toward HER, and the lower the

separation distance, the higher the catalytic ability.

Traditionally, confinement effects are usually defined as effects induced by nano-

meter scale confinement[53]. However, in our experiment, we found that the evolution

potential does not show a difference when the separation distance is set to be nanometer

scale. So we increased the separation distance and found that the trends in evolution po-

tential and separation distance occurred when the separation distances reached the micro-

meter scale.

As for why there’s little difference in evolution potential under different separation

distances on a nanometer scale, we thought that it might be because the confinement will

be distorted when the hydrogen bubbles start to evolve. The hydrogen bubble will keep

pushing the mica surface away, so the mica surface will act as a seesaw and keep moving

back and forth, which makes the separation distance show a huge error in the nanometer

scale. Consequently, we are not able to control the separation distance on a 0.1 nano-

meter scale when the HER starts to proceed. Hence, we only set one separation distance

in a nanometer scale, the hard contact, which means the two surfaces are attached to each

other, and the separation distance will become 2 to 3 nano-meters since there will also be

few layers of molecules that are sandwiched by the two surfaces and be trapped there.

From the confinement-induced HER trends shown in Figure 3.2-(g), we can deduce

two kinds of factors guiding the reaction.

• short-range influence: this only affects the reaction at a few nanometers separation
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distance (Hard contact)

• long-range interaction: triggers the reaction at micrometer scale confinement

3.1.4 Capture of HER within a nanometer-confined gap

By utilizing our home-designed EC-SFA, we establish a hard confinement between a

gold working electrode surface and a back-silvered mica surface. We successfully trigger

the HER within the confined gap by ramping the potential towards negative polarization,

as shown in Figure 3.4-(a). Through the time-resolve FECO analysis in Figure 3.4-(a),

we observe an early-stage nano-scale bubble formation within the gap with a lifetime of 1

second, where the observed bubble is in a size of the radius of about 10 µm and thickness

of 3 nm as shown in Figure 3.4-(b).

After the first bubble reaches its maximum size, it disappears within 0.1 seconds by

creating a nano-channel at the left-hand side with a height of about 0.8 nm as indicated in

Figure 3.4-(b). About 0.5 seconds after the first bubble event, the same hot spot quickly

generates the second bubble, which grows to a similar size as the first one. Similarly, the

second bubble escapes from contact through the nearby nano-channels, as can be com-

pared with the first one in Figure 3.4-(a) and (b).

Different from the first event, the reaction intensity of the second event is getting

stronger along with the increase of the overpotential, where we observe a very signifi-

cant gap swelling within the contact. As the reaction progresses, the bubble’s lifetime

gets shorter; meanwhile, the gap swelling goes up to nearly 5 nm, providing more nano-

channels to accelerate the gas exhaust. The event of gas trapping is very pronounced and

is visible directly from the pattern of FECO as shown in Figure 3.4-(c), where the dashed
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Figure 3.4: Time-resolved contact geometry analysis at the initial stage of HER. (a) SFA
gap separation analysis upon the initiation of HER within the confinement, where the
separation distances are marked by colors. (b) Cross-section analysis of the contact taken
at t = 0.0, 2.1, and 3.3 s from the relative time scale of (a), respectively. (c) Comparison
of FECO with and without gas bubble trapped. (d) Macroscopic 2D optical images taken
from different stages of HER within the confined region.
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line indicates there’s a bubble inside the confinement region.

To gain an overview of the 2D HER bubble formation in the CCD view, we remove

the 532 nm bandpass filter, allowing for NR capture, after acquiring the contact position

from the NR. With the full view, screenshots taken from the camera shown in Figure 3.4-

(d) reveal the progress of bubble formation from the contact area (marked in dash red

circle).

Following the applied potential increase, the gas bubble formation is first observed

within the confined contact region, as illustrated, which deforms the contact slightly. With

the growth of the bubble, the one near the edge of the contact establishes a nano-channel

to exhaust the pressurized gas within the contact. Interestingly, gas exhaust seems to be a

continuous process that forms a non-stop gas stream, as captured by the camera. At very

high polarization, bubble formation becomes very active where multiple gas streams are

established, which all originate from the confined area.

These streams not only provide a pathway to let the hydrogen bubble escape from

the confinement area but also stir the electrode surface and allow the bulk solution to

transport into the confinement area, which may be strong evidence that can explain why

the hydronium ion will not be consumed up and stop the reaction.

3.2 Possible reasons for confinement induced HER

In this section, we are elaborating on the possible reasons for the confinement-induced

HER phenomena. Below, we put our measurement and simulation results in the context

of four proposed reasons leading to the confinement-induced HER effect.
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Figure 3.5: Surface potential distribution on the WE under different dsep. (a) to (d): dsep
is 2 mm, 100 µm, 10µm, 0 µm (hard contact) (e) The surface potential distribution alone
the apex under different dsep, the inset table shows the peak voltage value which is roughly
located in the middle of the apex

3.2.1 The uneven distribution of electrode potential under confine-

ment

Dziadkowiec et al. successfully used SFA setup to catalyze calcite growth under con-

finement conditions; one of the reasons they explain such confinement effect is the uneven

electric potential on the surface when the surface is polarized by certain overpotential.[54]

Inspired by this discovery, we use Comsol Multi-physics to try to model the surface

potential on the gold surface when applying -0.6 V on the gold surface and compare the

potential distribution under four different separation distances, which are 0 µm, 10 µm,

100 µm, and 2mm. In this geometry, 0 µmmeans the two surfaces are in complete contact

with each other, denoted as Hard contact, while the 2 mm is the largest distance that the

SFA surfaces can be separated, which can be simplified as totally separated to model the

free space condition.

The result can be seen in Figure 3.5 which shows that the center part of the disc
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always exhibits larger absolute values of surface potential even at high separation dis-

tances; the reason for this phenomenon is because the electrode itself is not a flat surface,

but a curved surface where the radius of curvature is 1 cm. The electronic repulsion force

between free electrons will make electrons gather close to the high curvature area[55];

this explains why we always see the contact point exhibiting the highest potential values.

Apart from that, we can see that the potential shows a positive deviation from the given

potential (-0.6 V); the reason for this is because of the screening effect of the high elec-

trolyte concentration of 0.5 M sulfuric acid. The sulfuric acid can screen the potential

value on the surface since the Deybe length at this condition is less than 1 nanometer.

From Figure 3.5-(a) to (d), we found that the confinement indeed altered the potential

distribution on the electrode surface. The closer the surfaces are, the larger the absolute

value of surface potential is. We also draw a 1-D line graph to show the surface potential

distribution along the apex, which is the highest line of a cylindrical surface. In hard con-

tact, the surface potential is more negative compared to the condition at 2 mm separation,

with a potential difference of almost 200 mV. This is strong evidence that confinement-

induced HER is linked to the uneven distribution of potential on the electrode surface.

From a mass-transport point of view, confinement affects the potential distribution and

hence affects the migration of ions in the electrolyte, making protons more willing to

come to the WE.

Nevertheless, the model here only assumes that the mica is an insulated surface,

which does not consider the surface charge of the mica surface since it’ll need to couple

the surface charge physics field in the modeling, which is hard to complete. As a result,

the result demonstrated here is saying that the uneven distribution is not mica specific;

rather, it happens when an insulated surface confines the WE.
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Figure 3.6: In-situ image captured at different overpotentials under Hard contact, (a) to
(c): gold vs. mica; (d) to (f) gold vs. optical glue. (a)(d) is 0 V vs. RHE (b)(e) is -0.2 V
vs. RHE (c)(f) is -0.4 V vs. RHE

3.2.2 The presence of Muscovite mica surface

TheMuscovite mica surface contains plenty of potassium ions as K+ dissociates from

the interface when placed in solution, leaving behind a net negative charge on the mica.

In our experiment, mica is exposed to the 0.5 M sulfuric acid, accumulating positively

charged protons in its double layer to screen out the negative charge on the mica surface.

Given the high proton concentration on the mica interface, our hypothesis for con-

finement driven HER entails the mica increasing the proton concentration on the Au when

the mica and gold surfaces come close enough. The higher proton concentration near the

electrode surface facilitates the HER happening at lower overpotentials.

To verify this assumption, we prepared two sets of surfaces: one is gold vs. mica, and

another is gold vs. optical glue, which functions as a reference experiment. We conducted
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Figure 3.7: The proton concentration profile at different separation distances under (a)
0 mV and (b) -100 mV surface potential set on the gold surface. The yellow rod at the
left-hand side of the (a) and (b) indicate the gold surface, while the red rod symbolize the
mica surface, which is set away from the gold surface at 1, 2, 3, 4, 5 nm, respectively.

LSV at separation distances of 0 µm (Hard contact). In Figure 3.6, we found that the

surfaces prepared with just optical glue showed no confinement-driven reaction in the

ROI, while the mica-bearing surface started generating hydrogen bubbles near the contact

point at around -0.19 V vs. RHE.

This observation provides strong evidence that the mica surface plays an important

role in the confinement-driven HER, and the reaction is mica-specific. It is not simply

induced by surface confinement; rather, it is the confinement between mica and gold that

allows confinement-induced hydrogen evolution reaction to occur.

3.2.2.1 Python modeling of the proton concentration profile

Comsol-Multiphysics is a mature commercial software that allows the user to deal

with the modeling process in a very simple way. However, it also makes it hard to un-

derstand the error message and overcome the errors, especially when we try to couple
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multiple physics fields in one model.

As a consequence, we turn to use a self-coded Python script (attached in Appendix

A) for modeling the 1-dimensional proton concentration profile when the gold surface

is confined by the mica surface and compared two conditions: one is the gold electrode

under no additional external polarization, and the other is the gold electrode set at a surface

potential of -0.1 V. These two conditions simulate the situation when the gold and mica

are confined and reach an equilibrium with the electrolyte. When the gold electrode is

under a negative potential, it will adsorb positively charged protons accumulating on the

electrode surface. One thing that needs to be noticed is that the model here considers

there’s only a proton in the system; we neglect the influence of counter ions, which may,

hence, induce a small deviation from the real-world cases. We just want to see the trends

when the separation distance is varied.

The result is shown in Figure 3.7; the red rod symbolizes the mica surface, and the

gold rod symbolizes the gold surface. We tested five separation distances between gold

and mica surfaces, which are 1, 2, 3, 4, and 5 nm, respectively.

Distance (nm) Surface Potential = 0 mV Surface Potential = -100 mV
1 0.683159 33.48667
2 0.515417 25.26437
3 0.501480 24.58120
4 0.500144 24.51572
5 0.500014 24.50936

Table 3.1: Proton surface concentration at different separation distances

We found that the screening effect from 0.5 M sulfuric acid indeed plays a crucial

role, making the concentration gradient unable to reach far into the solution. However,

the proton concentration on the gold surface (shown in Table 3.1 indeed shows a slight

increase when the separation distances are set to be 1 nm for no applied potential cases.
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For surface potentials of -100 mV cases, the surface proton concentration (shown

in Table 3.1) at 1 nm separation even shows a dramatic increase to about 33 M on the

gold electrode surface. We also found that although the surface proton concentration only

shows a significant difference in 1 nanometer, 2 ∼ 4 nanometers confinement also shows

that the proton concentration in the confined area will be larger than bulk concentration,

so after the HER consumes the surface proton concentration, these confined regions can

provide more proton concentration compared with bulk solution can provide.

These simulations reveal that the mica surface indeed increases the proton concen-

tration within 4 nm separation distance, which may provide an explanation for why the

hard contact cases show the smallest overpotential for confinement-induced HER, and the

reason is regarded as the diffusion of protons from the mica surface. However, for other

conditions in Figure 3.2-(g), we can only say that the micro-meter scale separation dis-

tance is not affected by the mica surface. The evidence from the proton concentration

profile still cannot find a conclusive explanation as to why there’s confinement-induced

HER shown in the micro-meter scale.

In the next section, we try to provide some reasonable explanations to explain the

micro-scale confinement effect.

3.2.3 Minimizing bubble size by confinement

In Figure 1.6, we discuss the overpotential induced by bubbles. However, they didn’t

further discuss how the size of the bubbles detaching from the electrode affects the per-

formance of GEEs

Lu et al. has investigated how the bubble size affects the electrochemistry behav-
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Figure 3.8: (a) Diagram illustrating bubble adhesion phenomena on flat electrode surfaces
(left) and nanoarray electrode surfaces (right). (b) Representative images of bubbles on a
MoS2 nanostructured electrode (right) and a flat electrode (left). (c) Statistical analysis of
bubble sizes upon detachment on both types of electrodes, along with the corresponding
polarization curves.
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ior by comparing a flat substrate and a nano-arrayed substrate[56], and the reaction they

investigate is also the HER. The result of their work is shown in Figure 3.8[21, 56]. Fig-

ure 3.8[21, 56]-(a) shows the schematic diagram of their samplemorphology. By changing

the flat MoS2 surface into a nano-structured surface, they successfully reduced the bubble

size on the electrode, as can be seen in Figure 3.8[21, 56]-(b).

They further did statistical research about the bubble radius distribution, Figure 3.8[21,

56]-(c) shows that the bubbles on the nano-structured surface will depart from the surface

usually below 100-micrometer radius, which is considerably smaller than that of the flat

surface. The corresponding LSV voltammogram of these two surfaces is also discussed

in Figure 3.8[21, 56]-(c); it shows that the nano-structured surface can enhance the cur-

rent density at the same overpotential compared with the flat electrode. The result above

demonstrates that the bubble size did play a crucial role in HER performance.

The result of Lu et al. makes us think about whether the confinement also alters the

bubble behaviors. In our experiment, we observed that the in-situ video shows that when

the surfaces are well-separated (about 2 mm), the hydrogen bubbles will adsorb on the

electrode surface for a very long time, growing to a large size and then departing, as we

can see in Figure 3.9[57]-(a). As for the micro- and nano-confinement cases, the generated

bubbles can not stay too long on the electrode surface; they would rather deform and burst

into plenty of tiny microbubbles as illustrated in the Figure 3.9[57]-(b) since the height of

the bubble is restrained by the separation distance.

This may provide a reasonable explanation for the evolution overpotential trends we

have discussed in Figure 3.2-(g), in which we proposed that the confinement-induced HER

is dominated by short-range and long-ranged interaction. In our experiment, we observed
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Figure 3.9: (a) The schematic diagram of the bubble growth mechanism in free space,
and there is an in-situ image as evidence. (b) In the bubble growth mechanism under
confinement, the bubble’s height is limited by the separation distance and will break into
frictions in a short time. (c) The statistical data of the bubble cross-section area increased
as the separation distance increased. The schematic picture of bubbles is taken from
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that the microbubble’s radius varied at different separation distances based on the top view

in-situ video.

In order to provide a quantitative analysis of the in-situ video, we used our devel-

oped Python script (attached on Appendix. B) to capture the bubble cross-section area

visible in the top view in-situ video during the LSV potential scan. The result of the bub-

ble cross-section area at different separation distances is summarized in the bar chart in

Figure 3.9[57]-(c). The result in Figure 3.9[57]-(c) shows that the bubble size during the

HERwill be increased as the separation distance increases. This trend correlates well with

the overpotential trends shown in Figure 3.2-(g). Hence, the overpotential is partially con-

trolled by the bubble size, which affects the confinement-induced HER on a micrometer

scale, contributing to both short- and long-range influence. From the bubble overpotential

point of view, the lowering of bubble detachment size can also lower the bubble overpo-

tential as we discussed in subsection 1.3.2. From the mass-transport point of view, the

bubbles provide a convection effect to pump the protons to the confined area, and the

lower the bubble size may make the convection effect higher.

3.2.4 Local concentrated effect on dissolved hydrogen

Another hypothesis for long-range interaction that needs to be mentioned is the local

concentrated effect. In subsection 1.3.1, we have discussed the mechanism for a bubble to

evolve. When the HER starts to generate hydrogen, it first dissolves into the electrolyte.

Once the electrolyte becomes supersaturated with dissolved hydrogen near the electrode,

the hydrogen bubble starts to nucleate and grow. We noted that the defect is more likely to

generate hydrogen bubbles since the local hydrogen concentration is higher at the defect,

making it easier to reach the supersaturated state.
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In our experiment, our method to decide the evolution potential is by observing visi-

ble hydrogen bubbles. However, before the visible microbubble starts to evolve and is cap-

tured by a CCD camera, the electrode must have evolved super tiny nanobubbles dissolved

in the electrolyte. We assumed that when the electrode started to produce the hydrogen

nanobubbles across its entire surface, the confined region may exhibit a higher concentra-

tion of dissolved hydrogen, thus producing the hydrogen microbubble that is only visible

in the confined region. The local concentrated effect may be another perspective on the

long-range interaction toward confinement-induced HER. However, this hypothesis has

not yet been verified, and further research is needed to determine its validity.
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Chapter 4 Conclusion

In summary, utilizing the SFA setup creating a well defined confinement between

gold and mica surfaces, we successfully observed confinement-induced HER phenomena,

even at separation distance on a micro-meter scale.

Considering the consumption of protons during the reaction, mass transport in a con-

fined environment is of great concern. From the perspective of the Nernst-Plank equation

(Equation 2.15), we try to answer how the proton transport into the confined gap can be

achieved in three ways.

• Migration: With the help of Comsol multiphysics, we successfully model the po-

tential distribution on the working electrode and find that the shorter the separation

distance, the higher the potential values on the surface, leading to a migration of

charge into the confined center along the potential gradient.

• Convection: The SFA setup functions in a stationary environment, which means

there is no additional convection in this system. However, we use FECO analysis

to find that there will be some micro convection due to the formation of bubbles,

which induce the fast transportation of electrolytes into the gap and make the proton

in the slit won’t be consumed.

• Diffusion: From the Poison-Boltzmann equation, we can solve the high proton con-
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centration profile near the mica surface. If the EDL of mica and gold surfaces over-

lap, the high concentration of the proton can diffuse from the mica EDL to the gold

surface, enhancing the proton’s transportation ability.

All the factors above describe a short-range interaction, which cannot explain why the

confinement at the micro-meter scale also shows catalytic ability. Therefore, some long-

range interactions are in play that need further investigation.

We provide two possible explanations for the long-range interaction. One is that the

confinement minimizes the size of the detached bubbles, which lowers the overpotential

arising from them and hence lowers the total overpotential. Another reason is that the

confinement region may show a higher concentration of dissolved hydrogen gas, thus

making it easier to grow bubbles in the confined gap. However, the results for analyzing

long-range interaction need further work and will be part of future research.

Figure 4.1: Schematically illustration of the EDL overlapping through confinement
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Appendix A — Introduction

A.1 Python script - proton concentration profile

import numpy as np

from s c i p y . c o n s t a n t s import k , e , e p s i l o n_0 , N_A

import ma t p l o t l i b . p y p l o t a s p l t

import pandas as pd

# Con s t a n t s

T = 298 .15 # Tempera ture (K)

s igma = −0.2 # L e f t s u r f a c e charge d e n s i t y (C /m^2 )

e p s i l o n _ r = 80 # D i e l e c t r i c c o n s t a n t o f wa ter

e p s i l o n = e p s i l o n _ 0 * e p s i l o n _ r # P e r m i t t i v i t y

# L e f t s u r f a c e c o n c e n t r a t i o n (M) and co r r e s pond i ng kappa va l u e (

nm^−1)

c o n c _ l e f t = 0 . 5

k a p p a _ l e f t = 2 . 33

# R i gh t s u r f a c e c o n c e n t r a t i o n (M)

c o n c _ r i g h t = 0 . 5

k a p p a _ r i g h t = 2 .33

# R i gh t s u r f a c e p o t e n t i a l
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v a r p h i _ r i g h t _ s u r f a c e = −0.1 # R i gh t s u r f a c e p o t e n t i a l i s 100 mV

# Fixed d i s t a n c e

d i s t a n c e = 5 # D i s t an c e be tween two s u r f a c e s (nm)

# Grahame equa t i o n

def c a l c u l a t e _ s u r f a c e _ p o t e n t i a l ( sigma , n_0 ) :

re turn (2 * k * T / e ) * np . a r c s i n h ( s igma / np . s q r t (8 *
e p s i l o n _ 0 * e p s i l o n _ r * n_0 * k * T) )

# Bol t zmann d i s t r i b u t i o n t o c a l c u l a t e i on c o n c e n t r a t i o n

def b o l t zman n _ c o n c e n t r a t i o n ( n_0 , v a r p h i ) :

re turn n_0 * np . exp ( e * v a r p h i / ( k * T) )

# D i s t an c e range ( u n i t : nm)

x = np . a r ange ( 0 , d i s t a n c e + 0 . 0 5 , 0 . 0 5 ) # From 0 t o d i s t a n c e nm

, t a k i n g a p o i n t e v e r y 0 . 05 nm

# Ca l c u l a t e t h e p o t e n t i a l d i s t r i b u t i o n on t h e l e f t s i d e

n _ 0 _ l e f t = c o n c _ l e f t * 1000 * N_A

r h o _ 0 _ l e f t = n _ 0 _ l e f t * e

v a r p h i _ s _ l e f t = c a l c u l a t e _ s u r f a c e _ p o t e n t i a l ( sigma , n _ 0 _ l e f t )

v a r p h i _ l e f t = 4 * np . a r c t a n h ( np . t a nh ( v a r p h i _ s _ l e f t / 4 ) * np . exp

( − k a p p a _ l e f t * x ) )

# Ca l c u l a t e t h e p o t e n t i a l d i s t r i b u t i o n on t h e r i g h t s i d e , u s i n g

manua l l y i n p u t s u r f a c e p o t e n t i a l as boundary c o n d i t i o n

n _ 0 _ r i g h t = c o n c _ r i g h t * 1000 * N_A

r h o _ 0 _ r i g h t = n _ 0 _ r i g h t * e

v a r p h i _ s _ r i g h t = v a r p h i _ r i g h t _ s u r f a c e # Use manua l l y i n p u t

s u r f a c e p o t e n t i a l

v a r p h i _ r i g h t = 4 * np . a r c t a n h ( np . t a nh ( v a r p h i _ s _ r i g h t / 4 ) * np .
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exp ( − k a p p a _ r i g h t * ( d i s t a n c e − x ) ) )

# Combined p o t e n t i a l d i s t r i b u t i o n

va rph i_combined = −( v a r p h i _ l e f t + v a r p h i _ r i g h t )

# Ca l c u l a t e i on c o n c e n t r a t i o n d i s t r i b u t i o n u s i ng Bol t zmann

d i s t r i b u t i o n

n_x_combined = bo l t zman n _ c o n c e n t r a t i o n ( n _ 0_ l e f t , va rph i_combined

)

n_x_M_combined = n_x_combined / (1000 * N_A)

# Ca l c u l a t e t h e d i s t a n c e t o t h e go ld s u r f a c e and ob t a i n t h e

co r r e s pond i ng c o n c e n t r a t i o n

d i s t a n c e _ t o _ g o l d = np . a r ange ( 0 , d i s t a n c e + 0 . 0 5 , 0 . 0 5 )

c o n c e n t r a t i o n _ a t _ g o l d = n_x_M_combined [ : : − 1 ]

# Save da ta t o Exce l f i l e

df = pd . DataFrame ({

’ D i s t a n c e (nm) ’ : x ,

’ D i s t a n c e t o Gold (nm) ’ : d i s t a n c e _ t o _ g o l d ,

’ L e f t S u r f a c e P o t e n t i a l (mV) ’ : v a r p h i _ l e f t * 1e3 ,

’ R igh t Su r f a c e P o t e n t i a l (mV) ’ : v a r p h i _ r i g h t * 1e3 ,

’ Combined P o t e n t i a l (mV) ’ : va rph i_combined * 1e3 ,

’ Ion Con c e n t r a t i o n (M) ’ : n_x_M_combined ,

’ Ion Con c e n t r a t i o n a t Gold (M) ’ : c o n c e n t r a t i o n _ a t _ g o l d ,

’ Gold D i s t a n c e (nm) ’ : x # Add t h e d i s t a n c e t o t h e go ld

s u r f a c e aga in

} )

# Add t h e c a l c u l a t e d l e f t s u r f a c e p o t e n t i a l t o a s e p a r a t e column

df [ ’ L e f t S u r f a c e P o t e n t i a l C a l c u l a t i o n (mV) ’ ] = v a r p h i _ s _ l e f t *
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1e3

o u t p u t _ p a t h = ’ / Use r s / p e t e r / L i b r a r y / Mobile Documents / com~ app l e ~

CloudDocs / P r o j e c t /HER t h e s i s / P rograming /

I o n _Con c e n t r a t i o n _D i s t r i b u t i o n _ 5 nm . x l s x ’

d f . t o _ e x c e l ( o u t pu t _p a t h , i ndex= F a l s e )
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Appendix B — Introduction

B.1 Python Script - Background substraction

import cv2

import numpy as np

import os

import ma t p l o t l i b . p y p l o t a s p l t

# S e t i n p u t and o u t p u t f o l d e r pa t h s

i n p u t _ f o l d e r = ’ / Use r s / p e t e r / Desktop / s i z e a n a l y s i s /0418

_Exp10_Hard ’

o u t p u t _ f o l d e r = os . p a t h . j o i n ( i n p u t _ f o l d e r , ’ ou t pu t_hea tmap ’ )

h e a tmap_ f o l d e r = os . p a t h . j o i n ( o u t p u t _ f o l d e r , ’ hea tmaps ’ )

# Ensure t h e o u t p u t and heatmap f o l d e r s e x i s t

os . maked i r s ( o u t p u t _ f o l d e r , e x i s t _ o k =True )

os . maked i r s ( h e a tmap_ fo l d e r , e x i s t . ok=True )

# Read a l l image f i l e s

i m a g e _ f i l e s a r e sor t ed ( [ f f o r f in os . l i s t d i r ( i n p u t _ f o l d e r ) i f f

. e nd sw i t h ( ’ . png ’ ) or f . e nd sw i t h ( ’ . j pg ’ ) ] )

# Read t h e f i r s t image

f i r s t _ im a g e _ p a t h i s os . p a t h . j o i n ( i n p u t _ f o l d e r , im a g e _ f i l e s [ 0 ] )
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f i r s t _ i m a g e i s cv2 . imread ( f i r s t _ im a g e _ p a t h , cv2 . IMREAD_GRAYSCALE

)

# S t o r e r e l a t i v e b r i g h t n e s s changes f o r a l l f rames

r e l a t i v e _ b r i g h t n e s s _ i m a g e s a r e [ ]

# Ca l c u l a t e and s t o r e r e l a t i v e b r i g h t n e s s changes

f o r im a g e _ f i l e in i m a g e _ f i l e s :

image_pa th i s os . p a t h . j o i n ( i n p u t _ f o l d e r , im a g e _ f i l e )

image i s cv2 . imread ( image_pa th , cv2 . IMREAD_GRAYSCALE)

r e l a t i v e _ b r i g h t n e s s _ im a g e i s image . a s t y p e ( f l o a t ) −

f i r s t _ i m a g e . a s t y p e ( f l o a t )

r e l a t i v e _ b r i g h t n e s s _ i m a g e s . append ( ( imag e_ f i l e ,

r e l a t i v e _ b r i g h t n e s s _ im a g e ) )

# Ca l c u l a t e g l o b a l min and max v a l u e s o f r e l a t i v e b r i g h t n e s s t o

u n i f y t h e c o l o r range o f t h e heatmap

vmin i s min ( np .min ( img ) f o r _ , img in r e l a t i v e _ b r i g h t n e s s _ i m a g e s

)

vmax i s max ( np .max ( img ) f o r _ , img in r e l a t i v e _ b r i g h t n e s s _ i m a g e s

)

# De f i n e a f u n c t i o n t o g e n e r a t e heatmaps

def gene r a t e _he a tmap ( imag e_ f i l e , r e l a t i v e _ b r i g h t n e s s _ im a g e ) :

f i g , ax i s p l t . s u b p l o t s ( f i g s i z e = ( 7 . 9 5 , 7 . 9 5 ) )

im i s ax . imshow ( r e l a t i v e _ b r i g h t n e s s _ im a g e , cmap= ’ g ray ’ , vmin

=vmin , vmax=vmax ) # Use gray c o l o r mapping

ax . a x i s ( ’ o f f ’ ) # Remove axes

hea tmap_pa th i s os . p a t h . j o i n ( he a tmap_ fo l d e r , f ’HM_{

im a g e _ f i l e } ’ )

p l t . s a v e f i g ( hea tmap_pa th , dp i =100 , bbox_ inche s= ’ t i g h t ’ ,

p ad_ i n che s =0)
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p l t . c l o s e ( f i g ) # E x p l i c i t l y c l o s e t h e f i g u r e

# S e t t h e t h r e s h o l d f o r t h e minimum b r i g h t n e s s change

m i n _ b r i g h t n e s s _ t h r e s h o l d i s −50 # Ad j u s t t h i s t h r e s h o l d as

needed

# Proce s s images and g en e r a t e heatmaps i n a s i n g l e th read , wh i l e

c h e c k i ng f o r s i g n i f i c a n t b r i g h t n e s s changes

s i g n i f i c a n t _ c h a n g e _ d e t e c t e d i s Fa l s e

f o r imag e_ f i l e , r e l a t i v e _ b r i g h t n e s s _ im a g e in

r e l a t i v e _ b r i g h t n e s s _ i m a g e s :

i f not s i g n i f i c a n t _ c h a n g e _ d e t e c t e d and np .min (

r e l a t i v e _ b r i g h t n e s s _ im a g e ) < m i n _ b r i g h t n e s s _ t h r e s h o l d :

pr in t ( f ” S i g n i f i c a n t b r i g h t n e s s change d e t e c t e d a t : {

im a g e _ f i l e } ” )

s i g n i f i c a n t _ c h a n g e _ d e t e c t e d i s True

gene r a t e _he a tmap ( imag e_ f i l e , r e l a t i v e _ b r i g h t n e s s _ im a g e )
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B.2 Python script - Bubble cross-section area analysis

import cv2

import numpy as np

import os

import g lob

import csv

def g e t _ g r i d _ p o s i t i o n ( cX , cY , g r i d _ s i z e , width , h e i g h t ) :

columns = ”ABCDEFGHIJKLMNOPQRSTUVWXYZ”

co l _ i d x = cX / / g r i d _ s i z e

row_idx = cY / / g r i d _ s i z e + 1

c o l _ l a b e l = columns [ i n t ( c o l _ i d x ) % l en ( columns ) ]

re turn f ” { c o l _ l a b e l }{ row_idx }”

def c a l c u l a t e _ e q u i v a l e n t _ d i am e t e r ( a r e a ) :

re turn 2 * np . s q r t ( a r e a / np . p i )

def ana lyze_ image ( image_pa th , o u t p u t _ f o l d e r ) :

# Read image

image = cv2 . imread ( image_path , cv2 . IMREAD_GRAYSCALE)

# Get image h e i g h t and w id th

he i gh t , w id th = image . shape

# edge d e t e c t i o n

edges = cv2 . Canny ( image , 50 , 150)

# Contour d e t e c t i o n

con t ou r s , _ = cv2 . f i n dCon t o u r s ( edges , cv2 .RETR_EXTERNAL, cv2

. CHAIN_APPROX_SIMPLE)
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# f l i p con t ou r and c a l c u l a t e area ( a r ea s l e s s than 100 p i x e l

^2 w i l l be removed )

bubb l e _ a r e a s = [ ]

b u b b l e _ p o s i t i o n s = [ ]

b u bb l e _ d i ame t e r s = [ ]

ou t pu t _ image = cv2 . c v tCo l o r ( image , cv2 .COLOR_GRAY2BGR) #

Turn image i n t o BGR to draw con t ou r

v a l i d _ c o n t o u r s = [ ]

f o r c on t o u r in c o n t o u r s :

a r e a = cv2 . con t ou rAre a ( c on t o u r )

i f a r e a > 0 : # f l i p con t ou r area

v a l i d _ c o n t o u r s . append ( ( con tou r , a r e a ) )

# Check o v e r l a p p i n g and on l y keep t h e l a r g e s t one

f i n a l _ c o n t o u r s = [ ]

f o r con tou r , a r e a in v a l i d _ c o n t o u r s :

# Ca l c u l a t e con t ou r c e n t e r

M = cv2 . moments ( c o n t o u r )

i f M[ ”m00” ] != 0 :

cX = i n t (M[ ”m10” ] / M[ ”m00” ] )

cY = i n t (M[ ”m01” ] / M[ ”m00” ] )

i n s i d e _ o t h e r = F a l s e

f o r o t h e r in f i n a l _ c o n t o u r s :

i f cv2 . p o i n t P o l y g onTe s t ( o t h e r , ( cX , cY ) , F a l s e )

>= 0 :

i n s i d e _ o t h e r = True

break

i f not i n s i d e _ o t h e r :

# Ca l c u l a t e con t ou r compac tnes s

r e c t = cv2 . bound ingRec t ( c o n t o u r )

r e c t _ a r e a = r e c t [ 2 ] * r e c t [ 3 ]

compac tnes s = a r e a / r e c t _ a r e a
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i f compac tne s s > 0 . 4 : # compac tnes s t h r e s h o l d

f i n a l _ c o n t o u r s . append ( c on t o u r )

b u b b l e _ a r e a s . append ( a r e a )

b u b b l e _ p o s i t i o n s . append ( g e t _ g r i d _ p o s i t i o n ( cX

, cY , 100 , width , h e i g h t ) )

b u bb l e _ d i ame t e r s . append (

c a l c u l a t e _ e q u i v a l e n t _ d i am e t e r ( a r e a ) )

# Draw con t ou r

f o r c on t o u r in f i n a l _ c o n t o u r s :

cv2 . d rawContours ( ou tpu t_ image , [ c o n t o u r ] , −1 , ( 0 , 255 ,

0 ) , 2 )

# Draw 100 x100 g r i d

g r i d _ s i z e = 100

f o r i in range ( 0 , width , g r i d _ s i z e ) :

cv2 . l i n e ( ou tpu t_ image , ( i , 0 ) , ( i , h e i g h t ) , ( 255 , 0 , 0 ) ,

1 )

f o r j in range ( 0 , h e i gh t , g r i d _ s i z e ) :

cv2 . l i n e ( ou tpu t_ image , ( 0 , j ) , ( width , j ) , ( 255 , 0 , 0 ) ,

1 )

# Save image

ou t pu t _ image_pa t h = os . p a t h . j o i n ( o u t p u t _ f o l d e r , os . p a t h .

basename ( image_pa th ) . r e p l a c e ( ’ . png ’ , ’ _ ou t p u t . png ’ ) )

cv2 . imwr i t e ( ou t pu t_ image_pa th , ou t pu t _ image )

bubb l e_coun t = l en ( b u b b l e _ a r e a s )

a v e r a g e _bubb l e _ a r e a = np . mean ( b u bb l e _ a r e a s ) i f bubb l e _ a r e a s

e l s e 0

re turn bubb l e_coun t , a v e r a g e_bubb l e _ a r e a , bubb l e_ a r e a s ,
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b u b b l e _ p o s i t i o n s , b ubb l e _d i ame t e r s , image_pa th

def ba t c h_ an a l y z e_ image s ( f o l d e r _ p a t h ) :

image_pa th s = g lob . g lob ( os . p a t h . j o i n ( f o l d e r _ p a t h , ’* . png ’ ) )
o u t p u t _ f o l d e r = os . p a t h . j o i n ( f o l d e r _ p a t h , ’ o u t p u t ’ )

os . maked i r s ( o u t p u t _ f o l d e r , e x i s t _ o k =True )

t o t a l _ b u b b l e _ c o u n t s = [ ]

t o t a l _ b u b b l e _ a r e a s = [ ]

a l l _ b u b b l e _ d a t a = [ ]

f o r image_pa th in image_pa th s :

bubb l e_coun t , a v e r a g e_bubb l e _ a r e a , bubb l e_ a r e a s ,

b u b b l e _ p o s i t i o n s , b ubb l e _d i ame t e r s , img_pa th =

ana lyze_ image ( image_pa th , o u t p u t _ f o l d e r )

t o t a l _ b u b b l e _ c o u n t s . append ( bubb l e_coun t )

t o t a l _ b u b b l e _ a r e a s . append ( a v e r a g e _bubb l e _ a r e a )

f o r a rea , pos , d i ame t e r in z ip ( bubb l e_ a r e a s ,

b u b b l e _ p o s i t i o n s , b u bb l e _ d i ame t e r s ) :

a l l _ b u b b l e _ d a t a . append ( ( img_path , a r ea , pos ,

d i ame t e r ) )

o v e r a l l _ a v e r a g e _ b u b b l e _ c o u n t = np . mean ( t o t a l _ b u b b l e _ c o u n t s )

i f t o t a l _ b u b b l e _ c o u n t s e l s e 0

o v e r a l l _ a v e r a g e _ b u b b l e _ a r e a = np . mean ( t o t a l _ b u b b l e _ a r e a s ) i f

t o t a l _ b u b b l e _ a r e a s e l s e 0

o v e r a l l _ s t d _ b u b b l e _ a r e a = np . s t d ( t o t a l _ b u b b l e _ a r e a s ) i f

t o t a l _ b u b b l e _ a r e a s e l s e 0

# Outpu t c s v

c s v_pa t h = os . p a t h . j o i n ( o u t p u t _ f o l d e r , ’ b u b b l e _ a r e a s . csv ’ )

w i th open ( c sv_pa th , mode= ’w’ , new l i ne= ’ ’ ) a s f i l e :
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w r i t e r = csv . w r i t e r ( f i l e )

# Wr i t e t i t l e

w r i t e r . w r i t e r ow ( [ ’ Image ID ’ , ’ Bubble ID ’ , ’ Bubble Area ’ ,

’ Gr id P o s i t i o n ’ , ’ Diamete r ’ , ’ Average Bubble Count ’ ,

’ Average Bubble Area ’ , ’ S td Bubble Area ’ ] )

# Wr i t e s t a t i s t i c da ta

w r i t e r . w r i t e r ow ( [ ’ ’ , ’ ’ , ’ ’ , ’ ’ , ’ ’ ,

o v e r a l l _ a v e r a g e _ b ubb l e _ c o u n t ,

o v e r a l l _ a v e r a g e _ b u b b l e _ a r e a , o v e r a l l _ s t d _ b u b b l e _ a r e a

] )

# Wr i t e bubb l e da ta

f o r i , ( img_path , a r ea , pos , d i ame t e r ) in enumerate (

a l l _ b u b b l e _ d a t a ) :

image_ id = os . p a t h . basename ( img_path ) . s p l i t ( ’ _ ’ )

[ − 1 ] . r e p l a c e ( ’ . png ’ , ’ ’ )

w r i t e r . w r i t e r ow ( [ image_id , f ’ { i +1:05 d} ’ , a r ea , pos ,

d i ame t e r ] )

re turn {

’ a v e r a g e_bubb l e _ coun t ’ : o v e r a l l _ a v e r a g e _ b ubb l e _ c o u n t ,

’ a v e r a g e _bubb l e _ a r e a ’ : o v e r a l l _ a v e r a g e _ b u b b l e _ a r e a ,

’ s t d _ b u b b l e _ a r e a ’ : o v e r a l l _ s t d _ b u b b l e _ a r e a ,

’ c s v_pa t h ’ : c sv_pa th ,

}

# Batch a n a l y s i s

f o l d e r _ p a t h = ’ / Use r s / p e t e r / Desktop / s i z e分析 / 0418 _Exp10_Hard /

ou t pu t_hea tmap / hea tmaps ’ # Video pa th

r e s u l t = b a t c h_ an a l y z e_ image s ( f o l d e r _ p a t h )

pr in t ( r e s u l t )
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