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Abstract

The surge in the use of Large Language Models (LLMs) in artificial intelligence
highlights their advanced capabilities in text processing and generation. However,
their proficiency in specialized fields, such as accounting and finance, remains under
scrutiny, particularly regarding complex tasks like the Certified Public Accountant
(CPA) examination. The CPA exam, overseen by the American Institute of CPAs,
encompasses four sections: Auditing and Attestation (AUD), Business Environment
and Concepts (BEC), Financial Accounting and Reporting (FAR), and Regulation
(REG). Research indicates that LLMs, including ChatGPT, struggle with the exam’s
complex problem-solving scenarios and varied question types, demonstrating the
need for further improvement to handle such domain-specific tasks effectively.

To address the challenges of the CPA exam, a new method called Retrieval Aug-
mented Reasoning (RAR) has been introduced, improving the average pass rate
from 0.5 to 0.62. RAR employs a task router to classify questions into knowledge-
intensive and reasoning-intensive categories. For knowledge-intensive questions, it
uses Retrieval Augmented Generation (RAG) to extract relevant information from
external databases, enhancing answer accuracy. For reasoning-intensive questions,
RAR utilizes ReAct, Agent, and Chain of Thought (CoT) approach, and integrates
external tools like the accounting Python library to solve complex problems effec-

tively, mimicking the real exam environment.

Keywords: CPA, RAR, RAG, ReAct, CoT
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Chapter 1

Introduction

In artificial intelligence (AI), the use of Large Language Models (LLMs) has

surged, becoming an integral part of modern technology. These advanced mod-

els, known for their human-like text processing and generation capabilities, have

achieved significant success across diverse tasks and are increasingly being applied

to specialized fields. Nonetheless, an essential question emerges in the specialized

areas of accounting and finance: To what extent are these models proficient in ex-

ecuting complex, domain-specific tasks, such as those encountered in the Certified

Public Accountant (CPA) examination?

The CPA exam is a rigorous and comprehensive test designed to assess whether

Section CPA Review

AUD Auditing & Attestation

BEC Business Environment & Concepts
FAR Financial Accounting & Reporting
REG Regulation

Table 1.1: Exam of AICPA.

candidates possess the knowledge and skills required for a career in public account-

ing. Administered by the American Institute of CPAs (AICPA), the exam consists of

four sections (Table 1.1): Auditing and Attestation (AUD), Business Environment

1
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and Concepts (BEC), Financial Accounting and Reporting (FAR), and Regulation
(REG). Each section covers distinct areas of accounting, including ethics, auditing,
business law, and financial management.

Some researches [1, 2, 3, 4] have tested the capabilities of language models against
the CPA exam, only to find that they fell short of expectations. These models strug-
gled to navigate the complex problem-solving scenarios presented by the exam.

We test ChatGPT [5] (Table 2.1) for the CPA exam reveals it can only solve
some questions. The model struggles with both theoretical and calculation ques-
tions, indicating significant difficulties across the full range of CPA exam question
types. This suggests language model needs further improvement to effectively han-

dle complex and varied exam questions.
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Chapter 2

Problems and Contribution

2.1 Problems

Previous studies [1, 2, 3, 4] have evaluated the performance of the language
model within the context of the CPA exam. The results indicate that these models
do not meet the anticipated standards, as they encounter significant difficulties in
navigating the complex problem-solving scenarios presented by the exam. Despite
their notable capabilities in general language processing tasks, these language mod-
els can not effectively address the specific and intricate challenges of the CPA exam.
This highlights the limitations of those models in domain-specific applications and
underscores the necessity for further advancements to enhance their proficiency in
specialized fields.

In our analysis, we evaluate ChatGPT [5] (Table 2.1) for the CPA exam and find
that it can only solve a subset of the questions. We observed that the model per-
formed poorly not only on theoretical and conceptual questions but also encountered
a significant performance decrease on calculation questions. This finding indicates
that the language model encounters considerable difficulties when addressing the full
range of question types present in the CPA exam. Such challenges suggest that while

ChatGPT has considerable potential, it requires further enhancement and support

3 d0i:10.6342/NTU202402573


http://dx.doi.org/doi:10.6342/NTU202402573

to handle complex and varied exam questions effectively.

AUD BEC FAR REG Average
Exam paper 1 0.58 0.36 0.38 0.48 0.45
Exam paper 2 0.56 0.56 0.52 0.6 0.56
Exam paper 3 0.56 0.59 0.44 0.45 0.51
Average 0.57 0.51 0.43 0.5 0.5

Table 2.1: Pass rate of zero-shot prompting from GPT-3.5.

2.2 Contribution

To solve these problems, we introduction a new method, Retrieval Augmented

Reasoning (RAR), to solve these problems separately. Our method improves the

average pass rate from 0.5 to 0.62.

1. We first use a task router to classify the questions into two primary categories:

knowledge-intensive and reasoning-intensive. This distinction is crucial be-

cause each category necessitates a unique approach for effective resolution.

By recognizing these two categories from the outset, we can apply suitable

methods to handle each type efficiently.

Knowledge-intensive questions encompass numerous areas such as
auditing, tax law, and corporate law. This requires a deep comprehen-
sion of the material. Each audit procedure offers a multitude of options,
necessitating a comprehensive integration of knowledge. This process

thoroughly tests one’s understanding of the subject matter.

Reasoning-intensive questions involve complex calculations and task-
based simulations requiring extensive knowledge. Candidates must deeply

understand and apply auditing, business concepts, financial accounting,
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tax law, and current regulations. These questions also demand proficiency

in using numerous accounting formulas to solve intricate problems.

2. In addressing knowledge-intensive questions, we employ Retrieval Aug-
mented Generation (RAG) [6, 7, 8] to extract relevant information from ex-
ternal databases. We utilize accounting textbooks to build databases. RAG
significantly enhances the accuracy of answers by integrating external knowl-
edge, effectively reducing the risk of misinformation. This process not only
makes the responses more precise and credible but also ensures that the solu-

tions reflect the complexity and demands of real CPA exam scenarios.

3. For reasoning-intensive questions, RAR is designed to closely replicate the
exam environment. The zero-shot prompting method was utilized to assess
the language models’ capacity to address questions without prior exposure
to examples. In contrast, the Chain of Thought (CoT) [9] approach facili-
tated the model’s ability to decompose intricate problems into simpler, more
manageable steps. Moreover, we integrated external tools by Agent from Re-
Act [10], including the accounting Python library [11] with PythonREPLTool
from LangChain [12], which can write and execute code to solve math-related
problems. It can dynamically generate and execute Python code on demand
adds a significant dimension to problem-solving by seamlessly integrating the-

oretical knowledge with practical application.
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Chapter 3

Related Works

3.1 Use ChatGPT to take the CPA exam

Zero-shot prompting [13] evaluates the language model’s capability to address
questions without the provision of preceding examples. The findings[2, 3| reveal that
the models underperform relative to the anticipated benchmarks, facing substantial
difficulties when confronted with the complex problem-solving demands of the exam.
While these models exhibit strong capabilities in general language processing tasks,
they prove inadequate in addressing the unique and intricate challenges posed by
the CPA exam. This outcome illuminates the constraints of current models in
domain-specific applications, highlighting a critical need for further advancements
to enhance their effectiveness in specialized contexts.

Chain of Thought (CoT) [9] is a reasoning process that breaks down complex
problems into simpler steps, enhancing problem-solving accuracy and improving
decision-making and output quality. This approach involves presenting the model

with several examples that explicitly delineate the step-by-step reasoning process.
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3.1.1 Retrieval Augmented Generation (RAG)

RAG [6, 7, 8] (Figure 4.4) has emerged as a promising solution by incorporating
knowledge from external databases. This approach not only enhances the accuracy
and reliability of generated content but is also particularly beneficial for tasks that
require extensive knowledge. By continuously updating knowledge and integrating
domain-specific information, RAG significantly improves the accuracy and credi-
bility of content generation. This method addresses the limitations of traditional
generative models by providing a dynamic and adaptable framework that can evolve

with new information and specialized requirements.

3.1.2 ReAct

ReAct [10], which stands for Reasoning and Acting, enhances the accuracy of
responses from language models by integrating reasoning and action. This method
diverges from traditional language models that primarily focus on text generation,
by embedding a mechanism that allows the model to interact with external tools
and databases. This interaction enables the model to gather real-time data and ap-
ply logical reasoning to generate more precise and contextually relevant responses.
Furthermore, ReAct’s architecture includes a feedback loop where the model’s ac-
tions influence subsequent reasoning processes. This iterative approach not only im-
proves response accuracy but also enhances the model’s capability to handle complex

queries that require multi-step reasoning.

3.1.3 Agent

Agent [14, 15, 16, 17] refers to a model equipped with reasoning and decision-
making capabilities, capable of receiving environmental variables (such as user in-
puts, external data, etc.) asinput and generating responses (such as dialogue replies,

decision recommendations, etc.) as output. It is designed to adhere to the concept
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of cyclical learning, continually learning and improving through interaction with its
environment.

It can function as a general task model or as an advanced integrated model in-
corporating a language model. By integrating with various data sources such as
databases, API interfaces, sensors, and more, the agent can be applied to a wide
range of scenarios, including dialogue systems, knowledge queries, autonomous driv-

ing, and other applications.
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Chapter 4

Methodology

The methodology pipeline of our approach involves an initial classification step
based on GPT-3.5 to differentiate between various questions. Depending on the
question type, we apply an appropriate solution strategy. For knowledge-intensive
questions, we employ the RAG [6, 7, 8] technique to supplement the knowledge gaps
of the language model. For reasoning-intensive questions, we utilize the RAR in
conjunction with the PythonREPLTool and CoT methodology to accurately execute
and solve the necessary calculation steps. Please refer to our workflow in Figure 4.1

for more details.

) RAG Answer
w\edze"‘“(enswe
K00

CPA Question Task Router

Casop:
ing. i, teng;,
e

RAR Answer

Figure 4.1: Problem solving steps.
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Knowledge-intensive question ™.

N\
Projections indicate that the economy is entering a >
What is the in the near future?

A. Inflationary pressures. —0 RAG — Answer: D
B. Increasing demand for credit. /

C. Wage hikes.

D.Adrop in interest rates.

Figure 4.2: Example question of knowledge-intensive questions.

part of a liquidating distribution, a partner receives $8,00
rket value of $12,000 and a basis of $7,000. The partner
f to the distribution was $10,000. What is the pai

iately after the distribution?
Answer: A

Figure 4.3: Example question of knowledge-intensive questions.

4.1 Task router for classification

Initially, we classify the questions into two primary categories: knowledge-
intensive questions (Figure 4.2) and reasoning-intensive questions (Figure 4.3).
This differentiation is crucial as each category necessitates a distinct approach for
effective resolution. We use GPT-3.5 as a task router, assigning the appropriate
process for each question type. It accurately discerns the category of each question,
ensuring the application of the correct method for effective resolution. Knowledge-
intensive questions necessitate a profound understanding of specific information,
while reasoning-intensive questions require a systematic logical process to deter-
mine the correct answer. By identifying these two categories at the outset, we can

apply suitable methods to address each type effectively.
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VectorDB
Text Books

A
3 e Chunks
= &\\//O LangChain ———
\' Text Splitter ——1

A, —
EV\\ S5 —

1\

. chroma

O 1 [, |

OpenAl
Embedding Engine

Figure 4.4: Pipeline of RAG.

4.2 RAG for knowledge-intensive questions

To solve the knowledge limitations of the language model, particularly for CPA
exam questions, we design a framework incorporating the RAG technique. As Fig-
ure 4.4, the detailed process of RAG involves using the PyMuPDFLoader module of
Langchain [12] to load eight compulsory accounting textbooks and merge all books’
content into a single file set. Since directly processing the entire text may be too
large and difficult to manage effectively, especially since some books can exceed two
thousand pages, we use Langchain’s RecursiveCharacterTextSplitter module to di-
vide these textbooks into smaller blocks. Each block contains approximately two
hundred words, with a ten-word overlap between chunks to ensure contextual co-
herence.

Next, we utilize OpenAl’s embedding model, OpenATEmbeddings [18], to gener-
ate embedded representations of these text chunks. This embedding model converts
the PDF textbook content into numerical vectors, representing the semantic con-
tent of the text. We use Chroma [19], an open-source embedded database that
is lightweight and easy to use, to store these embeddings. Chroma facilitates the
integration of knowledge, facts, and skills, making it ideal for building LLM ap-

plications. It can run in memory, save to disk, or function as a database server,
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providing versatile options for data management. By storing the embeddings on
our computer’s hard drive using the Chroma library, we enable quick loading of the
embeddings for subsequent retrieval and reuse. This approach significantly reduces
both the time and cost associated with these experiments.

By integrating RAG, we enable the model to retrieve relevant information from
external sources, thereby augmenting its responses with accurate and comprehen-
sive data. This approach not only compensates for the inherent knowledge gaps
in language model but also enhances its ability to provide precise and contextually
relevant answers. This is particularly beneficial for the CPA exam, where extensive

domain-specific knowledge is crucial for solving complex and nuanced questions.

4.3 RAR for reasoning-intensive questions

In addressing reasoning-intensive questions, the RAG approach alone is inade-
quate, as these questions necessitate both cognitive and computational steps. Addi-
tionally, certain problems remain unresolved through these methods due to the lan-
guage model’s lack of knowledge regarding the appropriate formulas to apply, leading
to inaccuracies in its responses. Due to the limitations in addressing reasoning-
intensive questions with knowledge gaps, it is necessary to provide the language
model with the missing formulas to ensure it operates correctly. However, we have
observed that when provided with text-based formulas, the language model some-
times fails to understand or apply them properly.

Our method, Retrieval Augmented Reasoning (RAR) (Figure 4.5), not
only integrates a textbook database but also addresses this issue by using Python-
code-based information [11]. Initially, we extract knowledge from textbooks to build
a knowledge base tailored to specific questions. Besides, the language model also
searches the Python library for similar formulas and scripts based on questions that

can be applied. The formulas are written in Python code and de-identified, enabling
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RAR

PythonREPLTool + CoT
Textbooks

Query Answer

W& LangChain

Python Library Agent from ReAct

Figure 4.5: Detail of RAR.

the language model to process and utilize them more effectively. Supplying these
essential formulas enhances the agent’s ability to generate accurate and reliable so-
lutions, improving our methodology’s effectiveness and precision.

To further facilitate the step-by-step reasoning process within the CoT, we pro-
pose a more complex method that integrates an external tool, Agent from ReAct [10]
with PythonREPLTool from LangChain [12]. This approach allows the language
model to first retrieve relevant and useful additional knowledge from the vector
database of the textbook and related Python script from the Python library af-
ter analyzing the question. The retrieved information is then combined with the
question and input into the language model. This comprehensive method ensures
that the language model can accurately address reasoning-intensive questions by

leveraging both external knowledge and Python-based computational tools.

4.3.1 Agent from ReAct

ReAct [10], which stands for Reasoning and Acting, enhances the accuracy of
responses from language models by integrating reasoning and action. This method-
ology enables an agent to instruct the language model on the necessary actions,
specify the tools to be utilized, and ultimately collect the answers generated by
these tools. The tool we use is PythonREPLTool, an auxiliary tool provided by

Langchain, enables the language model to dynamically execute code within the
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Python programming environment. It allows Agent to obtain and return the execu-
tion results for further evaluation. Agent then assesses these results and determines
the subsequent course of action. This iterative process enables Agent to.adapt and
respond to the evolving problem-solving landscape, ensuring that each step is in-

formed by the most current data and computational outcomes.

4.3.2 Chain of Thought (CoT)

The goal of CoT [9] is to break down complex problems into simpler and more
manageable sub-problems, allowing the language model to consider each step se-
quentially. By combining PythonREPLTool and CoT, language model is compelled
to decompose the knowledge obtained from RAG into sub-step calculations through
Python code during the problem-solving process. It can debug and rapidly iterate
on the results obtained each time, thereby accelerating the research process and
improving the reliability of the outcomes. This approach not only compensates for
the inherent knowledge gaps in language model but also enhances its ability to pro-
vide precise and contextually relevant answers, particularly beneficial for the CPA
exam, where extensive domain-specific knowledge is crucial for solving complex and

nuanced questions.
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Chapter 5

Experiments

5.1 Datasets and experiment setting

For our evaluation, we collect a dataset of 380 multiple-choice questions from three
trusted CPA exam references. The dataset includes 101 AUD questions, 82 BEC
questions, 109 FAR questions, and 88 REG questions. Each question is converted
into a JSON object, encompassing vital metadata such as the main question, options,
answers, and other pertinent information. This structured format enable us to easily
evaluate the LLM’s performance across various domains of the CPA exam.

We use GPT-3.5 as the language model tool for this evaluation, leveraging its

advanced capabilities to analyze and respond to the questions.

5.2 Zero-shot prompting

Initially, as observed in Table 2.1, the average pass rates of the language model’s
responses are 0.57, 0.51, 0.43, and 0.5 for AUD, BEC, FAR, and REG, respectively,
with an overall average of 0.5. These results indicate that the language model does
not achieve optimal performance across the various types of questions. This finding
suggests that, when used alone, the language model struggles to produce consistently

accurate results. Such findings underscore the necessity of enhancing the model’s
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capabilities through supplementary methods and tools.
Except for the AUD type, which consists solely of knowledge-intensive ques-
tions, the other types encompass both knowledge-intensive questions and reasoning-

intensive questions.

5.3 Results

5.3.1 Comparison of zero-shot prompting, RAG, and RAR

The first row of Table 5.2 and the green bar in Figure 5.1 present the zero-shot
prompting results, which yield an average pass rate of 0.5. This outcome highlights
the language model’s suboptimal performance in answering questions without any
external assistance across various types of questions. The consistently low pass
rate underscores the limitations of the language model when operating in isolation,
revealing its struggles with the complexity and diversity of the questions. This
emphasizes the need for supplementary methods to enhance its accuracy and reli-
ability. These improvements are essential to bridge the gap between the model’s
current performance and the high standards required for effective problem-solving
in real-world applications.

The second row of Table 5.2 and the blue bar in Figure 5.1 demonstrate how
the use of Retrieval-Augmented Generation (RAG) can improve the accuracy of the
language model’s responses. However, upon examining the correct responses dis-
tinct from zero-shot prompting and RAG, it is evident that most of these pertain
to knowledge-intensive questions, indicating that RAG does not effectively address
reasoning-intensive questions. Notably, for the AUD type, which consists solely of
knowledge-intensive questions, RAG contributes to a significant improvement, with
an average 12% increase in the correct answer rate. Specifically, RAG achieves im-
provements of 7%, 12%, and 19% on each exam paper, as shown in Table 5.1. This

substantial enhancement underscores the effectiveness of RAG in augmenting the
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language model’s capabilities by providing relevant external information, particu-

larly for questions that demand extensive domain-specific knowledge.

Zero-shot RAG
Exam paper 1 0.58 0.65
Exam paper 3 0.56 0.68
Exam paper 3 0.56 0.75
Average 0.57 0.69

Table 5.1: Use RAG on type AUD.

Except for the AUD type, which consists solely of knowledge-intensive questions,
other types include both knowledge-intensive and reasoning-intensive questions. The
third row of Table 5.2 and the yellow bar from Figure 5.1 illustrate that RAR can
further enhance performance. Specifically, RAR improves the accuracy for BEC,
FAR, and REG by 3%, 8%, and 2%, respectively, providing an additional 5% im-

provement for all questions overall.

AUD BEC FAR REG Average
Zero-shot 0.57 0.51 0.43 0.5 0.5
RAG 0.69 0.62 0.47 0.51 0.57
RAR 0.69 0.65 0.55 0.53 0.62

Table 5.2: Comparison of zero-shot and my method for whole questions.

5.3.2 RAG on knowledge-intensive questions

We separated the knowledge-intensive questions from each type for this exper-
iment. Table 5.3 shows the proportion of knowledge-intensive questions through
whole exam papers. Table 5.4 and Figure 5.2 present the results using account-

ing textbooks as the database. The grey bar shows that RAG can help improve
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Figure 5.1: Bar chart of the comparison.

accuracy slightly for each question type, yielding an average improvement of 6%.
Specifically, RAG achieves 12%, 1%, 5%, and 4% improvements for the AUD, BEC,
FAR, and REG question types, respectively. This demonstrates the effectiveness
of RAG in leveraging external knowledge sources to enhance the performance of
the language model, particularly in handling knowledge-intensive queries. The con-
sistent improvement across different question types highlights RAG’s capability to
provide relevant and precise information, thereby augmenting the language model’s

ability to generate accurate and reliable responses.

BEC FAR
Exam paper 1 0.36 0.5

Exam paper 2 0.92 0.56
Exam paper 3 0.81 0.68

Table 5.3: Proportion of knowledge-intensive questions.
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AUD BEC FAR REG Average
Zero-shot 0.57 0.67 0.48 0.65 0.59
RAG 0.69 0.68 0.53 0.69 0.65
Table 5.4: Use RAG for knowledge-intensive questions.
Knowledge-intensive questions
0.8
0.7 0.69 067 0.68 ok 0.69 -
0.6 0.57 0.59
0.53

0.5 0.48
0.4
0.3
0.2
0.1

0

AUD BEC FAR REG Average

m Zero-shot mRAG

Figure 5.2: RAG can improve solving knowledge-intensive questions in each type.

5.3.3 RAR on reasoning-intensive questions

Agent from ReAct integrates the PythonREPLTool and CoT methodology, which
can be thought of as decomposing a larger problem into several intermediate steps.
Table 5.5 shows the proportion of reasoning-intensive questions through whole exam
papers. By breaking down complex problems in this manner, the agent can effec-
tively utilize additional information and Python formulas provided by RAR to arrive
at the final answer.

As the results shown in Table 5.6 indicate, our method substantially improves
performance, with improvements 24%, 31% and 10% for BEC, FAR, and REG

respectively. On average, there is a 22% improvement per exam section. This sig-
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nificant enhancement demonstrates the effectiveness of our approach in addressing
the challenges posed by reasoning-intensive questions.

Figure 5.3 illustrates that the language model performs better when using RAR
on reasoning-intensive questions. The bar chart highlights the performance differ-
ence between the zero-shot prompting, RAG, and RAR, showcasing the advantages

and effectiveness of our approach.

AUD BEC FAR REG
Exam paper 1 0 0.64 0.5 0.52
Exam paper 2 0 0.08 0.44 0.44
Exam paper 3 0 0.19 0.32 0.47

Table 5.5: Proportion of Reasoning-intensive questions.

BEC FAR REG Average
Zero-shot 0.38 0.32 0.37 0.35
RAG 0.49 0.29 0.38 0.37
RAR 0.62 0.63 0.47 0.57

Table 5.6: Use RAR for answering reasoning-intensive questions.

5.3.4 More analysis

Additionally, Figure 5.3 also illustrates the visualization comparison results of
our experiment when using RAG and RAR on reasoning-intensive questions. As ob-
served in the previous experiment, RAG provided significant enhancements. How-
ever, for the FAR type, experimental results unexpectedly showed a reduction in
the pass rate. Table 5.7 presents the detailed experimental results for the FAR type
from each exam paper, revealing that two of the papers experienced a decrease in

the pass rate. This anomaly suggests that while RAG generally improves perfor-
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Figure 5.3: RAR can help improve the accuracy on reasoning-intensive questions.

mance, it may not be universally effective across all reasoning-intensive questions,
highlighting the significant benefits of our RAR method in improving response ac-
curacy.

We consider that textbooks often organize content in a linear and chapter-wise
manner, where information can be very detailed and scattered. This organization
can cause the model to have difficulty retrieving relevant information, as it may be
spread across multiple chapters or sections. Additionally, textbooks cover a wide
range of topics, but not necessarily in enough depth to address specific questions.
Some questions may require more in-depth or specific information, and the content
provided by a textbook may be too general or insufficiently detailed. Furthermore,
the language model may extract numbers from other topics in the textbook, leading
to calculation misunderstandings.

Moreover, textbooks are updated less frequently and may not reflect the latest

research findings or the current body of knowledge. If a question involves the lat-
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est scientific developments or dynamic knowledge, the information provided by the

textbook may lag behind current advancements. These challenges highlight areas

for potential improvement in our approach, and addressing these issues could be a

focus for future work.

zero-shot RAG
exam 1 0.28 0.38
exam 2 0.45 0.2
exam 3 0.27 0.18
Average 0.32 0.29

Table 5.7: RAG result on type FAR reasoning-intensive questions.
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Chapter 6

Conclusion

We separated the CPA exam questions into two categories: knowledge-intensive
questions and reasoning-intensive questions, and addressed each category individu-
ally. To decrease the knowledge gap of the language model and improve the pass
rate for knowledge-intensive questions, we utilized RAG. For reasoning-intensive
questions, we incorporated our proposed method, RAR, along with the Agent from
ReAct to assist PythonREPLTool and CoT in solving these complex problems. This
approach allows the decomposition of knowledge into sub-step calculations through
Python code during the problem-solving process, ensuring that each intermediate
step is addressed with relevant and precise data. This method enhances the overall

accuracy and reliability of the solution.
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Chapter 7

Future Works

In future work, we plan to use this pipeline to solve questions from different
domains. By leveraging different textbooks and related Python libraries, we can
easily adapt the pipeline to address various subject areas. This flexibility will allow
us to extend the current methodology beyond the domain of accounting, applying
it to fields such as physics or chemistry. By integrating domain-specific knowledge
bases and computational tools, we aim to enhance the language model’s ability to
generate accurate and contextually relevant responses across a broad spectrum of
disciplines. This adaptability demonstrates the potential of our approach to be a
versatile tool for addressing a wide range of complex, domain-specific problems.

Besides PythonREPLTool, we can integrate additional external tools for the
Agent’s use. For example, LangChain can be employed to add WolframAlpha, an
answer engine developed by Wolfram Research. This tool can address factual queries

by computing answers from externally sourced data.
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