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Abstract

We report feasibility studies of branching fractions and direct CP-violating charge
asymmetries in the charmless hadronic decays BT — wK™ and Bt — wn™ based
on detailed Monte Carlo simulations of our decay model.

The simulation uses the full LS1 detector geometry and response correspond-
ing to 362 fb™!' at the Y(4S5) resonance, equivalent to (387 4 1) x 10 BB pairs.

Final states with w — 7t7n 7°

are reconstructed using a multivariate classifier
trained on event-shape and kinematic features to optimize signal selection and sup-
press continuum backgrounds. Signal yields are extracted via unbinned extended
maximum-likelihood fits to the beam-constrained mass My, and energy difference
AE. We assess the expected statistical precision on branching fractions at the 107°
level and project sensitivity to CP asymmetries at the few-percent level.

We derive event-by-event data-to-MC scale factors from control-channel Bt —
D%+ samples——correcting tracking, PID, and classifier performance—to reduce sys-
tematic biases and strengthen our sensitivity projections.

Final results will be obtained upon unblinding of real data in future Belle II
analyses. These studies validate our analysis strategy and demonstrate readiness

for the upcoming dataset.

Keywords: Belle II, Monte Carlo simulation, charmless B decays, w meson,

branching fraction projection, CP asymmetry sensitivity, unblinding
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Chapter 1

Introduction

1.1 Standard Model

The Standard Model (SM) give us a unified description of all known elementary
particles (see Fig. and the electromagnetic, weak, and strong forces that govern
their interactions. It is a mathematically consistent theory that has been rigorously
tested and confirmed by experiments, successfully predicting phenomena ranging
from electroweak symmetry breaking to hadron spectroscopy. However, several fun-
damental questions remain unanswered. For example, the SM cannot fully account
for the observed matter—antimatter imbalance in the universe. Although it includes
CP violation—a necessary ingredient for baryogenesis—the amount of CP violation
in SM processes is far too small to generate the baryon asymmetry we observe to-
day. Moreover, the SM offers no explanation for dark matter, neutrino masses, or
the incorporation of gravity, indicating the need for new physics beyond its current

framework [1].

1.2 CP Violation in SM

In the Standard Model, CP violation arises solely from a single irreducible complex

phase in the Cabibbo-Kobayashi-Maskawa (CKM) matrix [2][3], which relates quark

doi:10.6342/NTU202504255



mass -+ =2.3 MeV/c?

=1.275 GeVic?

=173.07 GeVic?

=126 GeV/c?

charge - 2/3 213 213 t 0 0
spin > 1/2 u, 112 C_, 112 > 1 9 0
Higgs
up charm top gluon bogon
=4.8 MeV/c? =95 MeV/c? =4.18 GeV/c? 0
-1/3 d 13 113 b 0
172 12 S " 112 1 y
down strange bottom photon
0.511 MeV/c? 105.7 MeV/c? 1.777 GeVic? 91.2 GeV/c?
1 -1 -1 0
12 e 12 u 12 T 1 a
electron muon tau Z boson
N <2.2eVic? <0.17 MeV/c? <15.5 MeV/c* 80.4 GeV/c*
P~ 0 [ 0 1
O 1/2 ])e 112 D“l 12 DT 1 W
electron muon tau
neutrino neutrino neutrino W boson

Figure 1.1: Elementary particles of the SM.

mass eigenstates to weak interaction eigenstates:

d/ Vud Vus Vub d
S =1V Vie Val|s (1.1)
b Vie Vis Vw b

By extending the Glashow—Iliopoulos—-Maiani mechanism [4] to include a third gen-
eration of quarks (top ¢ and bottom b), Kobayashi and Maskawa demonstrated that
this phase leads to observable CP-violating effects in weak decays. These effects

appear as:

e Indirect CP violation in neutral meson mixing, e.g. K°— K° and B’ — B°

oscillations.

e Direct CP violation in decay-rate asymmetries between a process and its CP-

conjugate.

Unitarity of the CKM matrix implies orthogonality relations such as

ViV + VeaVigy + ViaViy = 0, (1.2)
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which can be represented as the Unitarity Triangle in the complex plane. Its internal
angles («, 3,7) are directly measured through CP asymmetries in B-meson decays.

A commonly used parameterization is the Wolfenstein expansion (A, 4, p,n),
where the CP-violating phase is encoded in 7. The overall magnitude of CP wvi-
olation in the quark sector is characterized by the Jarlskog invariant,

J =S [VauaVes Vi Vi (1.3)

us ¥ cd

which vanishes if and only if there is no CP violation.

1.3 Charmless B decays and Direct CP Violation

Charmless hadronic B-meson decays, in which no charm quarks appear in the final
state, typically exhibit very small branching fractions, on the order of O(107°) or
below. Such suppression arises from two primary mechanisms. First, many of these
final states can only be accessed via the tree-level b — u transition, which is highly
suppressed by the small magnitude of the Cabibbo-Kobayashi-Maskawa (CKM)
matrix element |V,;|. Second, a large fraction of these decays proceed through loop
(penguin) diagrams, which are further suppressed by the loop factor and CKM
hierarchies.

Despite their rarity, charmless hadronic decays provide an excellent environment
to search for and study direct C'P violation. This is because the dominant decay am-
plitude is usually small, allowing a second amplitude with a different CKM phase to
be of comparable magnitude. When the two amplitudes also acquire a non-negligible
strong (hadronic) phase difference, their interference can generate sizable direct CP-
violating effects. Indeed, several charmless B-meson decay channels have already
exhibited clear signatures of direct C'P violation in previous B-factory experiments.

The landscape of potentially interesting decay modes is vast. Considering only

(quasi) two-body final states where both mesons belong to the ground-state pseu-
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doscalar or vector nonets, there are approximately 130 possible channels. The num-
ber of accessible modes increases dramatically when including three-body decays,
excited meson states, or more exotic hadronic final states. With its high integrated
luminosity and advanced detector capabilities, the Belle IT experiment is expected to
substantially extend the knowledge of these charmless hadronic B decays, enabling
precision measurements of branching fractions and CP-violating observables.

From a theoretical perspective, these decays are conveniently described within
the framework of the low-energy effective weak Hamiltonian, which incorporates
short-distance physics through Wilson coefficients and long-distance hadronic ef-
fects in the form of matrix elements of local four-quark operators. This approach
allows one to systematically analyze tree and penguin contributions, as well as their
interference patterns, which play a crucial role in generating observable CP asym-
metries.

These decays are effectively described by the Hamiltonian

10
Her = % { D VieVia | o0 ) + Calp) O30 | = ViV Y cmoi(u)} +he.
q=u,c =3 14)
which separates the short-distance dynamics (encoded in the Wilson coefficients
C;) from the long-distance QCD effects in the four-quark operators O;. The decay
amplitude can be written as A = T %7 ¢T + PP ¢P where T and P are the
magnitudes of the tree and penguin contributions, d7 and dp are the strong phases
due to QCD effects, and ¢r and ¢p are the weak phases from the CKM matrix.
Direct CP violation arises when there is interference between these amplitudes, with
the CP asymmetry being proportional to . For neutral B mesons decaying to CP
eigenstates, mixing-induced CP violation is observed in the time-dependent decay

rate sin(dp — d7)sin(¢pp — ¢r) For neutral B mesons decaying to CP eigenstates,

mixing-induced CP violation is observed in the time-dependent decay rate
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D(B°(t) — fop) < e "' [1 4 5; sin(Amt) — C; cos(Am t)] (1.5)

2Im(As) Cy = 1=[As|?

and \; = e % ﬁ—; with 3 being an angle of the
CKM unitarity triangle. Different decay modes, such as B — 7w and B — K,
exhibit varying degrees of tree and penguin contributions, making them powerful

probes for testing CP violation within the Standard Model and for revealing poten-

tial new physics.

1.4 Motivation

Two body charmless hadronic B decays are interesting for the search for CP violation
and test of current understandings of B decay

There also exists a notable mismatch between the predicted and measured CP
asymmetries in the B¥ — wK* decay. Theoretical estimates based on QCD factor-
ization [5], perturbative QCD factorization [6], and soft collinear effective theory [7]
yield values of 0.221701370-130, 0.327012, and 0.11675:3557 0011, respectively. Despite
considerable uncertainties in these approaches, they consistently predict a signifi-
cant CP asymmetry for this decay. In contrast, experimental data from Belle [§]
and BaBar [9] show an asymmetry close to zero, with a latest world average of
ACP = —0.02+£0.04 on PDG. The current theoretical models have not yet resolved
this discrepancy.

In this research we are going to measure the branching ratios of decays and CP
asymmetry , compare to the previous measurement in Belle The comparison of the
results with CLEO ,BaBar and Belle are summarized in the table :

In this research we are going to measure the branching ratios of decays and CP
asymmetry , compare to the previous measurement in Belle The comparison of the

results with CLEO ,BaBar and Belle are summarized in the table 1.1 and 1.2.

In this analysis, the branching fraction and direct CP asymmetry of the signal
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Belle (107%) BaBar (10°°) CLEO II (107°) PDG average (1079)

Br(B* - wK*) 68404404 63+£05+0.3 3.2775 £0.8 6.5 0.4
Br(B* wwnt) 67+£054+04 694+06+05 11.3%33+14 6.9 4 0.5
Table 1.1: Branching fractions measured by Belle, BaBar, CLEO II and the PDG
average.
Belle BaBar CLEO II LHCb PDG average
Acp(B* = wK*) —0.03+0.0440.01 —0.0140.074+0.01  No data No data —0.02 4 0.04

Acp(B" - wrt) —0.02£0.08+0.01 —0.024+0.09+0.01 —0.344+0.25 —0.048 +0.065+0.038  —0.04 & 0.05

Table 1.2: Direct C'P asymmetry measurements of BT — wK™ and BT — wr™.

B decay are extracted simultaneously via an unbinned maximum-likelihood fit in
the three-dimensional space spanned by AE, M., and H,,. Here, AE = Eyeamn — E'
is the difference between the nominal beam energy and the reconstructed B candi-
date energy, M,;. = \/m is the beam-energy—constrained mass, and H,,
denotes the helicity angle of the daughter w meson, which follows a characteristic
polarization distribution. Prior to unblinding the Belle II Run 1 data, we optimized
the full analysis chain—including track and photon reconstruction, candidate selec-
tion, and fit configuration—using large Monte Carlo samples. The fit performance
and potential biases in the simultaneous extraction were then evaluated through
extensive pseudo-experiment studies, linearity tests over a range of injected asym-
metries and branching fractions, and a partial unblinding procedure to validate the

robustness of the results.
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Chapter 2

Belle I1 Experiment

Belle II [10] is the world’s first Super B-Factory, built to perform precision studies
of weak-interaction parameters and to search for New Physics beyond the Stan-
dard Model. Situated in Tsukuba, Ibaraki, Japan, it began operation in 2019 and
has since collected an integrated luminosity of 362fb™" at the Y(4S) resonance.
In June 2022, SuperKEKB set a new record for instantaneous luminosity of ap-
proximately 4.7 x 1073* cm™2s7!. After an extended shutdown for accelerator and
detector upgrades, data taking resumed in 2024, and by December 2024 achieved
5.1 x 10%* ecm~2s~!, corresponding to a total dataset of 575 fb~* (Fig. .
Compared with its predecessor, KEKB and the Belle detector [11], Belle IT incor-
porates several major improvements: a new six-layer vertex detector, an enhanced
central tracking system, and a high-resolution particle identification system. These
upgrades deliver superior vertex resolution, increased tracking efficiency, and better
separation of particle species—capabilities that are crucial for precision measure-
ments of CP violation and the study of rare decays. By exploiting these advances,
Belle II offers an unparalleled experimental environment to test the Standard Model

and uncover possible hints of New Physics.
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Figure 2.1: Total recorded integrated luminosity up to now.
2.1 SuperKEKB Accelerator

SuperKEKB [I12] is an asymmetric-energy ete™ collider at KEK, Japan, featuring
two storage rings: the High Energy Ring (HER) for 7GeV electrons and the Low
Energy Ring (LER) for 4GeV positrons. The beams intersect at an angle of 83mrad,
yielding a center-of-mass energy /s = 10.58 GeV/c?, just above the BB production
threshold of the Y(4S) resonance. This setup produces B mesons that are nearly
at rest in the center-of-mass frame, providing a clean sample of B*B~ and B°B°
pairs.

To reach its design luminosity of 8 x 103 cm~2s7!, SuperKEKB uses a nano-
beam collision scheme with extremely small beam sizes at the interaction point
and runs at high beam currents, improving performance by roughly an order of
magnitude over KEKB. The energy asymmetry imparts a Lorentz boost of gy ~
0.28, which enables spatial separation of the two B decay vertices for time-dependent

CP-violation measurements.
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Figure 2.2: SuperKEK accelerator.

2.2 Belle 11 Detector

2.2.1 Particle Identification System (TOP and ARICH)

For particle identification in the barrel region, a time-of-propagation (TOP) counter
is used [I3]. This Cherenkov detector measures each photon’s arrival time and im-
pact position at the photo-detector located at one end of a 2.6 m quartz bar ([2.3)).
Sixteen identical modules each consist of a 45 cm x 2 c¢cm quartz bar with a 10
cm expansion wedge at the sensor end. The wedge provides a simple pinhole im-
age, eases timing precision requirements, and lowers hit occupancy on the detector.
At its exit, two rows of sixteen fast multi-anode sensors (16-channel MCP-PMTSs)
record photons with 100 ps single-photon resolution, enabled by custom waveform-
sampling read-out electronics.

In the forward end-cap, a proximity-focusing RICH (ARICH) uses aerogel radi-
ators to identify charged particles from 0.4 GeV/c to 4 GeV/c. Two 2 cm aerogel
layers (n = 1.045 upstream, n = 1.055 downstream) boost photon yield without de-
grading angle resolution . A 73x73 mm?, 144-channel hybrid avalanche photon

9
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detector (HAPD)—developed with Hamamatsu—accelerates photoelectrons over 8

kV onto APDs for single-photon detection.

Ny | Ny ni<nz

N

Figure 2.3: Belle II particle-identification subsystems: (left) a single module of the
TOP counter; (right) schematic of the proximity-focusing RICH using a gradient-
index aerogel radiator in its focusing arrangement.

2.2.2 Vertex detector

The Belle II vertex detector integrates two subsystems—the DEPFET-based Pixel
Detector (PXD) and the strip-based Silicon Vertex Detector (SVD)—into six con-
centric layers surrounding a 10mm-radius beryllium beam pipe [2.4, The two in-
nermost layers at » = 14mm and r = 22mm employ ultra-thin DEPFET pixel
sensors, offering high signal-to-noise ratios and minimal material budget [14], [15].
The four outer layers, located at radii of 38mm, 80mm, 115mm, and 140mm, are
built from double-sided silicon strip modules with stereo segmentation to provide
precise three-dimensional hit information. Relative to the original Belle detector,
the beam pipe and first two sensor layers have been moved significantly closer to
the interaction point, while the outermost layer is positioned at a larger radius.
These design choices reduce multiple-scattering effects and improve both transverse
and longitudinal impact-parameter resolutions (down to ~ 15um in the transverse
plane), leading to enhanced vertex-finding capability and a higher reconstruction
efficiency for short-lived decays such as K2 — "7~ with hits in the vertex detector

I16).

10
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Figure 2.4: A schematic illustration of the Belle II vertex detector, featuring a
beryllium beam pipe encircled by two pixel-sensor layers and four silicon-strip-sensor
layers.

2.2.3 K and p Detector

The KLM (K-long and Muon) detector sits in the outermost layer of Belle II and
serves two main purposes: tagging highly penetrating muons and detecting long-
lived neutral K-longs[I7]. It alternates iron absorber plates—which guide the return
flux of the solenoid field, stop soft backgrounds, and capture K-long decay products
with active detector layers.

To handle the intense luminosity and backgrounds at SuperKEKB, the barrel
uses resistive-plate chambers (RPCs), while the endcaps employ plastic scintillator
modules with embedded wavelength-shifting fibers read out by silicon photomultipli-
ers (SiPMs). This combination boosts both detection efficiency and noise immunity,
and—with a shorter event window—reduces false triggers, sharpening the spatial

and timing resolution for muon and K-long identification.

2.2.4 Central Drift Chamber

One of the key components of the Belle II spectrometer is the central drift chamber
(CDCQC), a large-volume tracking detector with finely segmented drift cells. Compared
with its predecessor in Belle, the CDC has an increased outer radius (1130 mm versus
880 mm), enabled by the use of a thinner barrel particle-identification device. To

cope with higher event rates and elevated background conditions, the chamber is

11
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built with smaller drift cells than those in the original Belle detector.

The CDC consists of 14336 sense wires arranged in 56 layers, oriented either
azially (parallel to the solenoidal magnetic field) or in stereo configuration (slightly
skewed with respect to the axial wires). By combining information from the axial
and stereo layers, complete three-dimensional helical tracks can be reconstructed.
The chamber is filled with a 50:50 gas mixture of He and CyHg, providing an average
drift velocity of 3.3 cm/us and a maximum drift time of approximately 350 ns for
the 17 mm cell size. The CDC has been fully constructed, installed in the Belle II

detector, and successfully commissioned using cosmic-ray data (Fig. [2.5)).

Figure 2.5: Cosmic-muon event recorded in the Belle IT Central Drift Chamber.

12
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2.2.5 Electromagnetic Calorimeter

The electromagnetic calorimeter is responsible for photon detection () and electron
identification, enabling clear discrimination between electrons and hadrons (notably
pions)[18]. It is constructed from a projectively arranged, finely segmented array
of Csl crystals[I9]. The barrel, forward, and backward end-cap regions together
contain 8736 crystals, covering roughly 90% of the solid angle in the center-of-mass

frame.

2.2.6 Trigger

The Belle II trigger system employs a two-tiered architecture to efficiently sift
through the enormous flux of ete™ collisions.[20] The first stage is the Level-1 (L.1)
hardware trigger, which comprises several specialized sub-triggers: — The Central
Drift Chamber (CDC) track trigger identifies high-pr tracks.[2I] — The Electro-
magnetic Calorimeter (ECL) energy trigger flags large energy deposits.[22] — The
KLM system tags penetrating muons and neutral hadrons.[22] — The TOF/TOP
system contributes precise timing information for particle identification.[22] Each
sub-trigger issues a request to the Global Decision Logic (GDL), where a predefined
trigger menu is applied. Within roughly 5 us, the GDL combines these requests and
issues an L1 Accept, with a design rate of up to 30 kHz.[20]

Upon receiving an L1 Accept, the full raw data from all subdetectors are as-
sembled by the event builder and distributed across a farm of hundreds of multi-
core servers. [23] Here, the High-Level Trigger (HLT') runs near-online reconstruction
algorithms—including track fitting, calorimeter clustering, and vertex reconstruc-
tion—to perform much more refined selection than is possible in hardware.[24, 25]
These software algorithms reduce the data flow from the 30 kHz L1 rate to about
5 kHz of events that are ultimately recorded,[24] 25] ensuring that only the most
promising physics candidates reach permanent storage while respecting bandwidth

and computing limitations.

13
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Complementing these physics triggers are dedicated calibration and monitor-
ing streams—Ilaser calibration pulses, random triggers, and periodic triggers—that

operate continuously alongside the main triggers. [20]

14
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Chapter 3

Particle Selection and

Reconstruction

3.1 Sample

To refine the event selection and derive fitting models empirically, we employ both
high-statistics signal-only samples and extensive generic Monte Carlo datasets. The
generic MC is based on centrally produced, run-dependent BGx1 MC15rd samples,
which include the processes B°B°, BT*B~, ua, dd, c¢, s5, and 7777, scaled to
an integrated luminosity of 1.4ab™! at the T(4S) resonance. For each signal decay
channel, we simulate 1x10° events. Our analysis covers all LS1 T(4.5) runs processed
with the latest official proc13 calibration and alignment constants, including prompt

reprocessing and data quality filtering:

e Exp 7 (procl3),

Exp 8 (procl3),

Exp 10 (procl3),

Exp 12 (procl3),

Exp 14 (procl3),

15
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e Exp 16 (procl3),
e Exp 17 (procl3),
e Exp 18 (procl3),
e Exp 20 (prompt),
e Exp 22 (prompt),
e Exp 24 (prompt),

e Exp 26 (prompt),

3.2 Reconstruction Modes
BT — w(rTa ") KT

BT — w(rTaa%)rt

3.3 Reconstruction and preselection

The analysis employed the full basf2 package (release-light-2501-betelgeuse) for the
channels BT — w(ntr~ 7% K+ and BT — w(rTn 7% 7", B-meson candidates were
formed by first assembling collections of final-state particle candidates under loose
baseline selection, and then subjecting these collections to kinematic fits tailored to

the topology of each decay.

3.3.1 Charged Tracks Selection

For charged pions and kaons, we start from the all list and require thetalnC DC Acceptance,

nCDCHits > 20, dr < 0.5¢cm, and |dz| < 2cm. Tracks with lisklihood ratio

L

irs > 0.6 are identified as kaons. simultaneously, ﬁ > (.6 are identified as

16
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Figure 3.1: BT = w(ntr 7% KT and BT — w(ntr 7% 7" Feynman diagrams.

pions.

3.3.2 gamma and 7 selection

Candidate v are reconstructed from clusters in the ECL not associated to a track
using the gamma:pi0eff20_may2020 standard list. The standard list selects cluster
within 0.2967 < 6 < 2.6180 rad. The cluster are required to satisfy energy require-
ments depending on their spatial location forward > 0.080GeV, barrel > 0.050GeV

and backward > 0.060GeV .

Candidate ¥ are reconstructed by combining two + candidates. After the recon-
struction, the mass of the ¥ candidates is constrained to the nominal value by per-
forming a mass constrained fit using kFit. We refrence the 7° selection developed for

BY — 7970, Streamlining it only by dropping the abs(cos Helicity Angle M omentum).

17
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Especially, the official belle2 7° standard list require —1.0 < daughter Dif fO f(0,1, phi) <
1.0 and daughter Angle(0,1) < 0.9 However, these cuts conflict with the variables
we will use in our forthcoming fit, inducing a noticeable distortion in the background

H., shape. Consequently, we have chosen to remove both of these selection criteria.

3.3.3 w reconstruction

The w mesons are reconstructed in the 777~ 7’channel with the known branching
fraction 89.1% (PDG) The 77~ 7” combination suffers large background due to low
energy v and 7° . From the inclusive w data studies, the 7° are required to have

the list type eff20_may2020.

The w candidates are required to have invariant mass within £30MeV/c?*window
from the known w mass of 782.57 MeV/c* . The natural width of w is 8.44 MeV/c?
, and the w mass window cut within +30MeV/c? has more than 90% efficiency for

a Breit-Wigner distribution.

3.3.4 B reconstruction

Reconstructed B meson candidates are selected using two nearly uncorrelated kine-

matic variables: the beam-energy-constrained mass M. = +/(EMS)2 — (pGMS)2

and the energy difference AE = E§MS — ECMS  Here, ECMS 5 the beam energy and
ESMS pSMS are the reconstructed energy and momentum of the B candidate in the
ete” center-of-mass system. The M, distribution exhibits a sharp peak at the nom-
inal B mass with a typical resolution of O(3 MeV /c?), providing strong separation
from lower-mass backgrounds, while AF peaks at zero for correctly reconstructed
signals and shifts for misreconstructed or partially lost events, offering powerful
discrimination against combinatorial and continuum backgrounds. We initially re-

tain candidates with loose requirements M, > 5.2 GeV/c? and |AE| < 0.25 GeV

to maintain high signal efficiency for subsequent multivariate continuum suppres-
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sion and maximum-likelihood fitting. Final selection windows are then optimized to

maximize signal significance and purity.

3.4 Summary of Event Selection

In this section,we listed the Event selection for the two decay modes.

Final state particle selection
BinaryK7ID > 0.6
thetaInCDCAcceptance

K* | dr < 0.5 cm

abs(dz) < 2 cm

nCDCHits > 20

BinaryKzID < 0.4
thetalnCDCAcceptance

7t | dr < 0.5 cm

abs(dz) < 2 cm

nCDCHits > 5

clusterE > 0.025 GeV
thetaInCDCAcceptance v
clusterNHits > 1.5

0.2967 < clusterTheta < 2.6180
i clusterReg=1 for E >0.080 GeV
clusterReg=2 for E >0.050 GeV
clusterReg=3 for E >0.060 GeV
clusterE1E9 <0.9 70
Reconstructed particle selection
o | abs(cosbhe) <0.97

Final state particle selection
BinaryKnID < 0.4
thetaInCDCAcceptance

7t | dr < 0.5 cm

abs(dz) < 2 cm

nCDCHits > 5

clusterE > 0.025 GeV
thetaInCDCAcceptance
clusterNHits > 1.5

0.2967 < clusterTheta < 2.6180
clusterReg=1 for E >0.080 GeV
clusterReg=2 for E >0.050 GeV
clusterReg=3 for E >0.060 GeV
clusterE1E9 <0.9
Reconstructed particle selection
abs(cos Ope) <0.97

0.121 <M,,<0.142 GeV

w | 812.57 MeV > InvM > 752.57 MeV

™ 10121 <M,,<0.142 GeV Bt hich]gQ .

w | 81257 MeV > InvM > 752.57 MeV abs(AE) <0.

BT Mbe >5.2 Table 3.2: Selection criteria for the
abs(AE) <0.25 wr™ channel.

Table 3.1: Selection criteria for the
wK™T channel.
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Chapter 4

Background

In charmless B decay studies, background contributions can be broadly classified
into two categories: combinatorial background and BB background.

The dominant background arises from combinatorial background, which originates
from the continuum processes: e*e™ — ¢g processes. In these events, hadrons pro-
duced from quark-antiquark fragmentation are randomly combined to form fake B
candidates, leading to a smooth distribution in kinematic variables such as My.andAFE.
The other is BB background,which comes form Y(4S) — BB including :

e Mis-reconstructed events, where incorrect particle assignments lead to an event
being misidentified as a charmless B decay.

e Feed-across background, in which a decay mode with similar final-state particles
but different intermediate states contributes to the reconstructed sample.

e Rare B decays, such as B — DX, where a charm decay is mistakenly classified

as a charmless decay due to missing or misidentified particles.

4.1 Combinatorial Background

In the Belle IT experiment at an e*e™ collider, the T(45) resonance decays almost

exclusively to a pair of spin-0 BB mesons. Because the parent Y(4S) has spin 1,

20
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the angular distribution of its decay follows

dr
dcosfp

x sin?fp

where g is the angle between the B meson and the beam axis. In contrast, contin-

uum light-quark pairs (¢q) from eTe™ — ¢g behave like spin—% fermions and exhibit

do

1 20
deos Oy X 1+ cos“bOp

This marked difference in topology underpins our “continuum suppression” strategy.

To exploit these shape differences, we train a binary boosted decision tree (FBDT)
within the basf2 framework to separate BB signal from continuum ¢g background.
The FBDT uses 41 carefully chosen input variables that are largely uncorrelated

with the key kinematic observables M,. and AE. These inputs include:

e Flavor-tagger outputs and vertex-fit quality metrics,

Thrust and modified Fox—Wolfram moments,

Event sphericity and other global shape descriptors,

Kinematic-fit chi-square and track-quality indicators,

And several additional non-linear combinations of reconstructed quantities.

A full description of each variable and its physical motivation is given in the

following sections.

4.1.1 Thrust Angle

The thrust axis 7 is defined as the unit vector ? which maximizes the projection

of all particle momenta onto itself, and the thrust magnitude is

Y [E T

||
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The thrust angle 6y, is then defined as the angle between the thrust axis of the B

candidate, ? B, and the thrust axis of the rest of the event (ROE), ?ROE:
cos Oy = ?B : ?ROE-

In continuum ¢g events, which form two nearly back-to-back jets, the two thrust
axes tend to align, so |cos .| peaks near 1. By contrast, in true BB events the
decay products are more isotropic and the distribution of cos 6y, is much flatter.
Therefore, including |cos 6| as an input to the boosted decision tree provides
strong discrimination between signal and continuum background.

One can also define the thrust angle relative to the beam axis,
cos Ot = 2 . ?B ,

which follows a sin® 2t distribution for signal and a 1 + cos? #%* distribution
for continuum, further enhancing separation when used in combination with other

shape variables.

4.1.2 Flavor Tagging

Flavour tagger gives the flavour of the tagged B meson, and the information from
the tage-side B decay[27].The following flavour taggeing variables are we used to

seperate the signal and backgrounds.

e gpKinLepton :charge of the tag-side track with highest probability of being a

primary lepton multiplied by the respective probability.

e gpKaon:charge of the tag-side track with highest probability of being a b —

¢ — s kaon multiplied by the respective probablity

e gpSlowPion:charge of the tag-side track with highest probability of being a

22
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slow pion from the decay of a primary D* multiplied by the respective proba-

bility.

e FBDT-qrCombined:combined flavor ¢ times dilution factor r.

4.1.3 Vertex

Compare to other light meson, the life time of B meson is longer. Because of the
boost between T(4S) and laboratory systems, B meson typically has longer flight
distance Because real BB events have a displaced decay vertex while continuum

light-quark pairs do not, we use a few simple vertex observables:

L
e Flight-distance significance: —, larger for B decays.
oL

e Az: the distance along the beam axis between the two B-vertex z positions.

e Vertex fit quality: x?, , smaller for well-defined secondary vertices.

4.1.4 Fox-Wolfram moments

For a collection of N particles with momenta p;,the {** order Fox-Wolfram moment

H; is defined as

Hy = 325 |pil ;] Picos;) (4.2)

The original Fox-Wolfram moments are defined by

Hy =" |pi|[p;] Plcosb;;) , (4.3)

i,J
where 0;; is the angle between particles ¢ and j in the center-of-mass frame, and P,
is the [th-order Legendre polynomial. To improve discrimination between spheri-
cal BB events and jet-like continuum (ete™ — ¢g), Belle introduced the modified

moments, in which one separates the sums over the signal B-candidate daughters

23
doi:10.6342/NTU202504255



(s) and the rest-of-event (0), and applies momentum weights wy, (typically |pj| or

energy in the CM frame). The general form is

Z Z Wity 5 P(cost;;), X,Y € {s, o}, (4.4)

i€X jey Zk wk’

with the normalization chosen so that Hy* = 1. In particular one computes three

basic types:

w;W;
Hl —%mB(COS&U), (45)

ZZ ilzzjk Py(cosb;), (4.6)

1€s j€o

HY =Y 1 (kak) 5 Py(cos 0;5). (4.7)

1,J€0

To further exploit particle-type information from the rest-of-event, the so term

is split into three sub-components,

=Y oy leosty), w e {enm), (48)

w
1€ES jEOx Zk k

[139%))

where “c” denotes charged particles, “n” neutrals, and “m” missing (e.g. tracks

below threshold). Finally one defines the normalized ratios

HXY so
RiXY — l S0 xl (49)

mod zl T mod
HO HO

with HJ**? = 1 by construction. Of these, Ry (and especially R3%,) provide the
strongest separation between BB and continuum, and are hence widely used both
in skimming and in final event selection. To characterize event shapes, we use the
original Fox—Wolfram definition of H;[28] and adopt the Belle experiment’s improved
scheme of separating the signal and rest-of-event contributions with momentum

weighting [29][30].
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4.1.5 CLEO Cone

In particle physics, a "cone” refers to a conical region centered around a given
direction within a fixed angular range. The CLEO Cone variable typically uses the
motion direction of a candidate particle (such as a B meson) as the reference axis,
dividing the other particles into several fixed angular intervals based on their angle
relative to this axis (for example 0°—10°, 10° —20°, 20° — 30°,etc),and there are nine
concentric cones totally. For each conical region, the total energy or momentum
of all particles within the region is calculated, forming a set of numerical values
that describe the event’s energy distribution. These values reflect the flow and
distribution of energy within the event. In this study, we only use the Cleo Cones
variables calculated from ROE(CleoConeCS(i, ROFE)) to reduce the correlation
with M, and AFE.

4.1.6 Training Consequence and F.O.M

0.14

— qqevents

ol N
[ 0.12

[ — signal events “I| — signal events

041 [

0.1 |

0.08 |

scaled Candidates per events
scaled Candidates per events

il 0.08
0.06 L| (
b LL H 0.06 'L |J
004 ;rr 1 0.04 AJJ- 1
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0O 01 02 03 04 05 06 07 08 09 1 0 01 02 03 04 05 06 07 08 09 1
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Figure 4.1: Distribution of FastBDT Output,left side is wK Tmode right side is
wrTmode

To optimize background suppression, we scan the FastBDT score threshold and

choose the cut that maximizes the figure of merit (F.O.M.), defined as

FOM=—2__ (4.10)

VS + B

Where S and B is the number of signal and background events in signal region(the

signal region is choosen as M. > 5.27GeV and —0.15GeV < AE < 0.1GeV')
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4.2 BB Background

Generic BB background originates from all B decay modes except the signal channel
BT — w(rTn~ %) h*.Unlike continuum ¢ background, these contributions are not
combinatorial but stem from misreconstructed B decays that peak in our fit region
and are therefore challenging to model. To study them, we reconstruct candidates
in a generic BB Monte Carlo sample by selecting decay modes according to the
Belle II decay table, then validate each by matching the reconstructed decay chain

against MC truth information and the decay-hash table.

4.3 Feed-Across Background

Feed-across background originates from signal-like decays in which the bachelor kaon
and pion are misidentified.Because the kinematics are almost identical, these events
populate the same region of the beam-constrained mass M. and energy difference

AFE, but with a shifted AE peak due to the wrong mass hypothesis:

AE = EB - Ebeama
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where Ep is computed assuming the incorrect mass for the bachelor track. The
resulting AFE distribution appears signal-like in shape (narrow and peaking), but its
mean is displaced by

S(AB) ~ (i —ms) =
making it distinguishable from true signal. In our fits, we therefore include a separate
“feed-across” PDF component—often modeled with a shifted Gaussian or Crystal

Ball function—to account for this peaking background and avoid biasing the signal

yield or CP-asymmetry measurement.

4.4 Self Cross-Feed

In charmless hadronic B-meson decay analyses, self-cross—feed (SCF) refers to events
that truly originate from a signal decay (e.g. B — hjhsy) but are misreconstructed—for
example, a companion-B pion is swapped into the signal candidate, a 7° photon pair
is paired incorrectly (or one photon is missed/duplicated), or electrons/photons are
misidentified—yet still pass the signal selection. These SCF events typically popu-
late the region around the signal peaks in kinematic variables such as M. and AF|
but leave distortions in the tails or shifts in the energy distribution. To prevent this
“self-contamination” from being counted as true signal, we first tags and quanti-
fies SCF in Monte Carlo using truth-level information—measuring its fraction and
shapes in each observable—then includes SCF. Then we would check the ratio of
the SCF to decide if we need set it as a separate component in the final signal +

background fit.

4.5 Best Candidate

After all selection requirements are imposed, there are still some events have multiple

candidates. The B candidate multiplicity of is about 1.108, and is about 1.106
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Figure 4.3: The defination of the w Helicity

In this study we choose the y? probability to restrict the number of candidates

per events.

4.6 Summary for Final Selection

In table and we summary the corsponding efficiency after different selection.
And The final distribution of Three fitting component have been showed in ?? and
77.

We have we construct the helicity variable H,, of the w candidates, defined as the
cosine of the angle between the flight direction of the w candidate and the normal to
the plane of the three pions it decays to. The theoretical distribution of the variable
in real w meson is a symmetry quartic formula.

Table 4.1: Signal selection efficiencies at each analysis stage.

Selection stage Signal efficiency
Preselection and reconstruction 41.70%
My, & AE 40.89%
PID 35.70%
70 veto 30.50%
w mass window cut 23.17%
CSMVA cut 13.90%
Best candidate 13.40%
28
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Table 4.2: Signal selection efficiencies at each analysis stage.

Selection stage Signal efficiency
Preselection and reconstruction 44.5 %
My, & AE 44.2 %
PID 377 %
70 veto 32.5 %
w mass window cut 25.27%
CSMVA cut 15.1 %
Best candidate 14.62%
29
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Chapter 5

Signal Extraction

It is planed to use 3-dimensional un-binned ML fit including the M,. AE and H,, ,
to get the number of signal yields
For the simultaneous fit of the samples, It is considered using 4 components per
sample: Signal, BB~ background, qq  background and feed-acorss Background.
For the self-cross-feed background, Because of ralitively low ratio compare to
signal events SJFLB = 5.87%) in the signal region(Mp. > 5.27 and —0.15 < AFE < 0.1),
for whole region the ratio is 5.8%(wK ™) and 4.8%(wn™) It was not set as a single

component

5.1 Correlation Check

Photon energy leakage in rare charmless B decays introduces a long low-energy
tail in the AFE distribution and produces a strong correlation between AFE and
My.. Since this correlation invalidates modeling AE, M., and the third variable
independently, we first evaluate their interdependence before constructing separate

PDFs. The details are put in the Appenidx.5.
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Table 5.1: Correlation coefficients between fit variables for different components in
the wK™ decay channel.

Component Mbc-AFE Mbc-H, AE-H,

qq 1.06 -0.33 —-1.60
BB —2.48 0.53 1.28
signal -5.90 0.04 0.000 31
feed-across -0.90 0.022 0.16

Table 5.2: Correlation coefficients between fit variables for different components in
the wn™ decay channel.

Component Mbc-AE Mbce-H, AE-H,

qq 1.17 -0.24 -1.60
BB - 3.57 0.45 1.28
signal —0.043 —0.0015 —0.000 36
feed-across —0.98 0.031 0.18

5.2 PDF Modeling

the used PDFs are summarized in Table [6.2] and we put the modeling details in ??

5.2.1 Signal Model

The PDF for AFE is sum of one Bifurcated Gaussian and one Crystal Ball function.
The PDF for M, is sum of one Bifurcated Gaussian and one Gaussian. The H,,
shape is modeled with the sum of symmetric Chebyshev polynomials up to 4th order.
We use the region —0.15GeV < AFE < 0.1GeV and 5.26GeV < AFE < 5.288GeV as
our model region the decide our fitter and reject the large fluctuation of the events
in the tail. Nevertheless, the model is precise enough because less than 1% of the

signal events are in the tails.

5.2.2 Feed-across Model

Feed-across events has similar distribution with signal events but has different peak

in AF which can help us to seperate it with signal events. We use similar strategy
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to model the Feed-across events.

5.2.3 qq Model

The Continuum Back ground comes form combinatorial backgournds.So there is no
either peak in our fitting region or have strong correlation. An argus funciton is
used to model the M. and a first order polynomial is used to model the AE. The

H,, shape is modeled with the sum of a 1% Polynomial and a Gaussian.

5.2.4 BB Model

Charmless B meson background distributions are determined from a large MC sam-
ple containing both b — ¢ and b — u, d, s transitions. The AFE distribution is mod-
eled by a first-order Chebyshev polynomial P, (AFE) to describe the smooth combina-
torial background, together with a Gaussian function G(AE; yuag, oar) whose mean

pap is placed near —0.25 GeV to account for partially reconstructed or misidenti-

fied decays. The beam-energy-constrained mass M, = /(ESMS)2 — (p§M5)2 shape

beam

combines an ARGUS function A(My.; &, Myax) Mbc\/l — (Mpe/Mmax)? expl€(1 —
(Mye/Myax)?)] with M., fixed to the beam energy, and an asymmetric Gaussian
Glasym (Moe; fiar,,, 0L, 0r) to model non-Gaussian tails from detector resolution. Fi-
nally, the w helicity angle distribution H, = cosf, is described by the sum of a
first-order polynomial in H,, and a Gaussian centered at the signal-like peak of the
w — mra~ 70 decay. All shape parameters are extracted from MC fits and validated
on data control regions before being used in the final signal extraction.

The wK ™ and wrt mode has similar distribution so we use same Modeling ways.

The modeling details are listed below.
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Table 5.3: Model functions used for different components in each variable.

Component Mbc AFE He
Continuum background | Argus First-order Gaussian + 1%
polynomial polynomial
Generic background Argus + Gaussian + 1% | Gaussian + 1%
Asymmetric polynomial polynomial
Gaussian
Signal Gaussian + Bifurcated 4" symmetric
bifurcated Gaussian + Chebyshev
Gaussian Crystal Ball
functions
Feed across Gaussian + 2 Crystal Ball 274 polynomial
bifurcated functions
Gaussian

5.3 Fitter Detials

Table summrized the PDF modeling function. We use same funtion for the
Two decay modes, and the PDF modeling details have been put in the Appendix.2.
About fitting the BT — w(rTn~7%) K+ and BT — w(nT 7 %) signal and feed-
across yields, we fit directly for their branching ratios and direct CP asymmetry.
Here we do not use the simutaneous fit for both two modes but regard them as two
independent fitting:

1F¥ A,

N* = Npip- *Bxex (5.1)

5.4 Fitter Test

In this study, we validate the fitter bias by performing a toy test and ensemble
test. The toy test use the PDF-generated data as a data sample for each compo-
nent; the ensemble test uses MC samples from each component as simulated a data

sample.Then we would use the pull distribution to test if our test would have bias.

Pull = Lt~ Linput (5.2)
O‘x

35
doi:10.6342/NTU202504255



The details will be discussed in the following subsection and the results of fitter

test will also be shown in this section.

5.4.1 Toy Test

Toy tests are a fast validation technique based purely on constructed probability
model (PDF). We generate a large number of pseudo-data sets at the theoretical
level via Monte Carlo sampling, then fit each one and examine both the average bias

of the fitted parameters and the mean and width of the pull distribution.

5.4.2 Ensemble Test

In our GSIM ensemble tests, the “data” are generated from fully simulated Monte
Carlo samples that pass through the full GEANT-based detector simulation and
reconstruction. The signal and feed-across components come from pure signal MC,
while the BB and ¢g backgrounds use the official generic MC samples. Unlike toy
tests, which draw events from analytical PDF's, these ensemble tests include realistic
detector effects, selection efficiencies, and variable correlations. As a result, any
mismodeling or residual correlations in our PDFs will affect the fitted results. By
fitting many such simulated datasets, we can better estimate statistical fluctuations,
fit biases, and systematic effects, closely mimicking real data behavior. However,
GSIM tests place stringent requirements on the sample size, as no event should be
reused across pseudo-experiments. Currently, the Belle II collaboration provides
only 1.4ab~! worth of MC events, which-—after applying our selection criteria—are
far too few for conducting a large number of ensemble tests. Reusing events would
introduce significant biases in the fit results. To avoid this issue, we replace the BB

and qq background events with toy-generated samples in our ensemble study.
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Figure 5.1: wK™ gsim test result

Table 5.4: The Gsim Test Result of wr™

Input Value Fitting value Fitting error Mean of pull Width of pull

0.000790  —0.006252 —0.005462 —0.030 0.9698
372.9 372.2 -0.7 —0.0515 0.9709

Table 5.5: The Gsim Test Result of wK ™

Input Value Fitting value Fitting error Mean of pull Width of pull

-0.013922  —-0.014079 —0.000 157 0.0356 0.9828
301.2 299.5 —-1.7 —0.0515 0.9774
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5.5 Linearity Check

Additionally, we perform linearity tests to verify that our fit procedure does not
introduce any bias when the true Acp deviates from the nominal values reported by
the PDG. For each decay mode (Bt —wK™ and BT — wnt), we generate sets of
ToyMC pseudo-experiments with the input asymmetry, AZE®, varying in steps from
—1.0 to +1.0. At each input value we produce 500 independent pseudo-datasets,
each containing the same total yield as in the nominal fit, and then fit each dataset
with our full 3-dimensional model, allowing only the CP asymmetry parameter to

float.

We define the average fitted asymmetry,

Ntoys
1
Aﬁt - Aﬁt .
(Acp) Neos ; CP,i
and the bias,
AAcp = (Alp) — A . (5.3)

A perfectly linear response would yield AAcp = 0 for all inputs, and the slope of a

rue

linear fit of (AfL) versus AZS® should be unity.

For each mode we then fit the points (AgE°, (A&:)) to

<Agtp> = po + p1 AGPS,

extracting the intercept py and slope p;. Deviations of pg from zero or p; from one
indicate residual fit bias or non-linearity.

The results of the linearity tests are shown in Fig. In both decay channels,
the fitted slopes are consistent with unity within statistical uncertainties, and the in-
tercepts are consistent with zero, demonstrating that our CP asymmetry extraction

is unbiased over the full physical range.
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Chapter 6

Control Sample

To assess discrepancies between data and Monte Carlo simulation, we employ a
high-statistics control channel with well-known kinematics to derive data-driven
corrections for selection efficiencies and background models.

We use the decay

BT — D%, D°— KTn— ",

which benefits from a large branching fraction and shares the same final state as our

signal, providing abundant events and precise PDG inputs.

6.1 Selection and Resconstruction

In order to be consistent with charmless decay analysis, we use same final-state

particle selection as we used in BT — wh™ study.

6.1.1 Bt and D' Resconstriction

We impose a mass-window requirement on the D° candidates, selecting only those
whose reconstructed mass lies within the nominal range and discarding any for which
the kinematic fit fails to converge. This selection effectively suppresses peaking

backgrounds in the low—AF region. The subsequent fit is performed over the chosen
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Figure 6.1: Result of The F.O.M of Control Channel with Best CSMVA> 0.48

kinematic range, where h* denotes the charged tracks originating from the B and
D mesons.

We reconstruct events for two purposes: (a) to extract the shift and scale pa-
rameter of the signal and feed across shapes, (b) to assess possible differences in the

continuum suppression efficiency between data and simulation.

6.2 Control Sample Modeling and Fitting

We set three fitting componet for the Control Sample: Signal ,BBbackground and

continuum background. The Modeling details are listed in the Table [6.2

6.3 Fudge Factor

Fudge factors account for the subtle, systematic differences between Monte Carlo
simulations and real data that arise from several sources: imperfect modeling of
the detector response (e.g. energy calibration and resolution mismatches), varia-

tions in reconstruction algorithms (such as tracking and PID threshold settings),
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Final state particle selection

BinaryKzID >0.6
thetaInCDCAcceptance
dr <0.5cm

abs(dz) <2cm
nCDCHits >20

BinaryKzID <0.4
thetalnCDCAcceptance
dr <0.5cm

abs(dz) <2cm
nCDCHits >5

clusterE >0.025GeV
thetalnCDCAcceptance
clusterNHits >1.5

0.2967 <clusterTheta <2.6180
clusterReg=1 for E >0.080GeV
clusterReg=2 for E >0.050GeV
clusterReg=3 for E >0.060GeV
clusterE1E9 <0.9

Reconstructed particle selection

0

abs(cos fpe) <0.97

10121 <M, <0.142GeV

DY | 1.82GeV <InvM <1.90GeV
My >5.2GeV /P

BT | abs(AF) <0.25GeV

Best candidate : CSMVA Cut>0.48

Table 6.1: Selection criteria for the B* — D% (D° — K*7~7%) channel.
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Table 6.2: Models used for each component in M,. and AFE.

Component My, AFE

Continuum background — Argus Second-order polynomial
BB background Histogram fit

Signal Crystal Ball + Gaussian Double Gaussian

simplifications or omissions in the physics generators (like secondary scattering or
beam-energy spread), and time-dependent calibration and alignment shifts present
in data but not in simulation. By introducing small shift and scale parameters,
fudge factors adjust the simulated shapes to better match the actual data, thereby
ensuring more accurate and robust extraction of physics observables.

the shift and scale

To evaluate the systematic uncertainty from the fudge factors
parameters between simulation and data—we produce 100 pseudo-datasets by fluc-
tuating the nominal fit shapes within their uncertainties (see Figs. and. Each
pseudo-dataset is fitted twice: once with the nominal shapes and once with shapes
adjusted by an alternative fudge factor value drawn randomly for that experiment.
We then compute the difference between the two fit results for each pseudo-dataset,
and take the standard deviation of these 100 differences as the estimated systematic

uncertainty.

6.4 FastBDT correction

To suppress the continuum background, we apply a FastBDT classifier trained and
validated on simulated samples. Because the shapes of the input-variable distribu-
tions in data can differ from those in Monte Carlo, the raw BDT output may be
biased when applied to real events. To correct for this, we extract event-by-event
calibration weights from dedicated control channels.By comparing the BDT score
distributions in data and simulation. These weights are then applied to the clas-
sifier output in our signal selection to bring the efficiency in line with true data

performance. Finally, we propagate the uncertainty on the ratio of corrected-to-
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Table 6.3: Fit results for MC and data: means, widths, branching fractions, mean

shifts, and fudge factors. Uncertainties are statistical only.

Category Mbc (MeV) AE (MeV)
MC

Mean 5279.3 £ 0.00977 —5.0479 £ 0.0845
Width 3.171 £+ 0.033 20.47 + 0.15

Br (truth: 4.68 x 107?)

Data
Mean
Width
Br ((4.53 £ 0.03)x1073)

Mean shift
Fudge factor

(4.65 + 0.05)x 1073

5279.1 & 0.0185  -12.279 + 0.184
2.733 £ 0.029 2279 + 0.34
(4.63 + 0.03)x 1073

-0.20 = 0.02
0.862 £ 0.013

-7.23 £0.20
1.113 £+ 0.018

uncorrected selection efficiencies for each decay mode as a systematic uncertainty in

our measurement.

Table 6.4: Continuum suppression (CS) efficiencies.

Sample

CS efficiency (%)

Data

Simulation

Ratio

76.25 £ 0.31
78.67 £ 0.18
96.92 £ 0.45
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Chapter 7

Systematic Uncertainties

Combine with the Control Sample result , We apply the following Systematic Un-

certainties on our measurement.

Table 7.1: Systematic uncertainties for the wK* and wn* channels on branching
fraction (Br) and direct CP asymmetry (Acp).

wK= wr
Source Br (%) Acp (%) Br (%) Acp (%)
Tracking 0.48 N/A 0.47 N/A
BB pair counting  1.50 N/A 1.50 N/A
f+=/ foo 2.50 N/A 2.50 N/A
PID <010 N/A <010 N/A
FastBDT 150  N/A 150  NJ/A
Fudge factor 1.60 0.50 1.50 0.20
Modeling 1.90 0.01 2.50 0.058
70 efficiency 19.00 N/A 19.00 N/A
Total 19.44 0.50 19.50 0.20

7.1 Tracking

To cover tracking efficiency uncertainties, we assign a 0.48% systematic uncertainty

per final-state track on the measured branching fraction. This value is obtained as
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follows: Slow pion tracking efficiency For "soft 7 ” tracks with momentum in
the range 0.05-0.20 GeV, use the Data/MC correction factors and their statistical
and systematic uncertainties provided in the three momentum bins (0.05-0.12 GeV,
0.12-0.16 GeV, 0.16-0.20 GeV) on the “Slow pion tracking efficiency” page. [31].
Mid to high momentum tracking efficiency For regular charged particles with
momentum > 0.20 GeV, apply the recommended per-track systematic uncertainty
of 0.27% [31].

For an event with N charged tracks, if the relative uncertainty of the i-th track is
o, then the event-level tracking systematic uncertainty is

Oevent =

(7.1)

Calculate for all signal events and take the arithmetic mean to obtain the average

tracking systematic uncertainty for your signal sample.

7.2 BB Pair Counting

We assign a systematic uncertainty of 1.5% to account for the uncertainty of pro-

duced BB™ pairs according to the performance group[32].

7.3 fi/fuw

The uncertainty on the fraction f,_/foo of Y(4S) — BT B~ (2.4%) and BB~ (2.5%)

is assigned as systematic uncertainty.
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7.4 7 and w Reconstruction efficiency

The efficiency correction for the 7° reconstruction and selection have been calculated
by the neutral group using D° — K 777% and D' — K~ 7" decays [33]. They
provided a correction map as a function of the momentum and cosine of polar angle

of the 7. The uncertainty is the sum in quadrature of the statistical and systematic.

7.5 PID correction

The Systematic Correction Framework provides combined statistical and systematic
uncertainties for our PID calibration factors. To propagate these into our physics

measurements, we perform 500 pseudo-experiments. In each experiment:

1. Generate events using the nominal PDFs and expected component fractions
(scaled to the LS1 luminosity), with the total yield fluctuated by a Poisson

distribution.

2. Fit the dataset twice: once with default PID corrections and once with correc-

tions varied according to Gaussian uncertainties around their nominal values.

3. Record the difference in each physics observable between the two fits.

We then fit the distribution of these differences with a Gaussian; its width, o,

represents the systematic uncertainty from the PID calibration.

7.6 CS selection

We employ boosted decision tree classifiers, trained and validated on Monte Carlo
samples, to reject continuum ¢g background. Discrepancies between data and simu-
lation in the input variable distributions can bias the classifier output. To quantify

this, we examine data-MC agreement in dedicated control channels (see Sec. 6.2).
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The observed deviation in the efficiency ratio between data and Monte Carlo for

each decay mode is assigned as a systematic uncertainty.

7.7 Fudge Factors

We evaluate the systematic uncertainty on the shift and scale (“fudge”) parameters
by running 100 pseudo-experiments with the nominal fit shapes. Each sample is fit-
ted twice—once with the default parameters and once with those parameters varied
randomly within their uncertainties—and the difference between the two results is
recorded. The standard deviation of these 100 differences is taken as the systematic

uncertainty.

7.8 Modeling

The analytical PDF shapes for signal and feed-across components are obtained from
fits to dedicated, high-statistic MC samples, with their parameter uncertainties given
by the fit covariance matrix. To quantify the systematic effect of these shape un-
certainties, we perform 500 pseudo-experiments for each component. In each trial,
events are generated according to the nominal PDF and the expected component
fractions derived from generic MC truth scaled to the LS1 integrated luminosity.
The total yield in each dataset is fluctuated by drawing from a Poisson distribu-
tion around its nominal value. Each toy dataset is then fitted twice: once with
the default PDF parameters, and once with parameters randomly varied within
their uncertainties (sampling each from a Gaussian centered on its nominal value).
We record the difference in the physics observables between the two fits for every
pseudo-experiment. Finally, we fit the distribution of these differences with a Gaus-
sian and take its width, o, as the systematic uncertainty associated with the PDF

shape modeling.
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Chapter 8

Conclusion

In summary, we have completed the final event-selection procedure using our Monte
Carlo (MC) sample and performed a full fit, demonstrating—via the gsim toy-MC
tests—that no bias is introduced by our fitting strategy. To assess any residual
discrepancies between simulation and reality, we then employed an independent
control sample drawn from real data; this study allowed us to quantify data/MC
differences and propagate them into our systematic-uncertainty budget.
Combining the control-sample results with a comprehensive evaluation of other
sources of systematic error, we assign a total systematic uncertainty of 19.44 % and
19.50%. Going forward, we will further refine and validate each component of this
uncertainty estimate in preparation for the unblinding of the real-data sample. These
ongoing improvements will ensure the robustness of our final physics measurements.

The following fig shows the fitting results in Monte Carlo Sample.
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Appendix A

w Meson Helicity Distribution

The wmeson is a spin-1 (vector) particle. Its decay amplitude to 7t7~ 7" is pro-
portional to the dot product of its polarization vector € and the normal n to the

three-pion decay plane:

Moxe- -n.

Averaging over the three polarization states using
A) k(A A
> e ™ =6 — pip;
A

gives
€-n

(IM]*) x 1—cos?Opy, cosly=—.
lel|n]

Including the three-body phase-space Jacobian, which also contributes a factor of
(1 — cos?0p), yields the helicity distribution

ar

Tcos O o (1 —cos’fy)* = 1—2cos” Oy + cos 0.

This is a symmetric quartic polynomial in cos 0, invariant under cos 0y — — cos0g.
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Appendix B

Distribution of Training Variables
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Figure B.1: Input variable distributions used for training the continuum-suppression
classifier. Each plot shows normalized shapes for signal vs. background.

62
doi:10.6342/NTU202504255



cosTBTO

DeltaZErr

0 _EAAAAAL$$» I

P R
5 10 15 20 25 30 E:

KSFWVariables__bohoo2__bc

KSFWVariables__bohso04__bc

14000 —
12nun;
10000~
annof— ! ’

6000 I

3000

2500

2000

1500

1000

cosTBz

J‘UMWL—\I*“PFLL‘{W
I o

220

180
160
140
120

90000

80000

70000

60000

50000

40000

30000

20000

10000

10°

%

|
0 60 80 100

KSFWVariables__bohoo0__bc

I
120

KSFWVariables__bohoo4__bc

12000

10000

8000

6000

4000

2000

35000 |-

30000

25000 -

20000

15000

10000

5000

KSFWVariables__bohso02__bc

KSFWVariables__bohso10__bc

63

Deltaz

ofF

7000

6000

4000

3000

2000

T R

200 -150 100 -50

Ll L
50 100

FBDT_grCombined

-
A
i
i
4
e

KSFWVariables__bohoo1__bc

40000

35000

30000

25000

20000

15000

10000

5000

KSFWVariables__bohso00__bc

5000

4000

3000

2000

1000

A

KSFWVariables__bohso03__bc

18000

16000

14000 [~
12000 [~
10000
8000~
6000
4000

2000

KSFWVariables__bohso12__bc

30000 -

25000 -

20000

15000

10000

5000

doi:10.6342/NTU202504255



KSFWVariables__bohso14__bc

KSFWVariables__bohso24__bc

KSFWVariables__bohso20__bc

40000

35000

30000

25000

20000 -

15000 -

10000 ff-

5000

KSFWVariables__bomm2__bc

——

qgpKaonPion

R2

ol

07

0.8

09

0:10”

|
~1200

| I L I
~1000 800 600 400  -200

qgpKinLepton

30000

25000

20000

15000

10000 ||

5000 [f-

thrustOm

5000 [~

4000

3000

2000

1000

64

KSFWVariables__bohso22__bc

40000 =
35000
30000
25000
20000
15000

10000

5000

qpKaon

18000 =

16000

14000 F-

12000

10000

8000 [

6000

4000 |

2000

qpSlowPion

60000

50000

40000

30000

20000

10000

R L T e

08

L
06 04 02 0 02 04 06

useCMSFrame__bocosTheta__bc

08 1

3500

3000

2500

2000

1500

e

”«ﬂfﬁfi—J‘M’%——‘w, X

doi:10.6342/NTU202504255




Appendix C

Pdf Modeling
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Figure C.1: Signal Model for wK™*
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Figure C.2: Feed Across Model for wK™*
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Figure C.6: Feed across Model for wr™
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Figure C.7: bb background Model for wr™
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Figure C.8: continuum background Model for wr™
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Appendix D

Correlation of Fitting Component
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Figure D.1: Signal PDF correlation plots.
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Figure D.2: Feed-across PDF correlation plots.
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Correlation of deltaE HAM Correlation of Mbc deltaE Correlation of Moc HAM

Figure D.3: Continuum (qq) PDF correlation plots.
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Figure D.4: BB-background PDF correlation plots.
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Figure D.5: Signal PDF correlation plots: (a) AE vs. Hy, (b) Mpe vs. AE, (¢) My
vs. H,,.
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Figure D.6: BB-background PDF correlation plots: (a) AE vs. H, (b) M. vs.
AE, (¢) My vs. Hy.
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Figure D.7: Continuum (qq) PDF correlation plots: (a) AE vs. H,, (b) My vs.
AE, (¢) My vs. Hy.
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Figure D.8: Feed-across PDF correlation plots: (a) AE vs. H,, (b) My vs. AE, (c)
Mbc VS. Hw-
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