Mo fgt ST PFAERTALAS |
At wm~
Department of Computer Science and Information Engineering

College of Electrical Engineering and Computer Science
National Taiwan University

Master Thesis

3 b R A B R

Applications of Interactive Style Transfer to Virtual
Gallery

/%

ke

Hsin-Ju Chien

R FPAEL
BT

Advisor: Ming-Sui Lee Ph.D.

Yi-Ping Hung Ph.D.

PEAR LI &9

September, 2022

doi:10.6342/NTU202203319



WTE R d SRR 0 SRR AL AL 2 SRR LR T
o bR EERR  BRa o hp R g EARY > B AKE AR LRY F YR
PR T U T B AR LS R I AR KB W A
FRL S APWBAN 0 SRR K S B R DB R e M B S e
W S EEE TRl R A AL LYY > A PR - BI RN RS
B G AR AP R PR REE AL DS T
TEREDYEFFERLA AR FFEI AP DL RF R FT NG
Wit K G e R R ke 4 BY 2 3D S 7 R -
Bofd o AP - E R FAT ] RFER A A Reng okl o B KA 0 LERE
Fin? e bR EE RS R AR R i R RS R
# 3 - wenfle o gt F a7 0 2 W AR A AR LR R

EEF PR R AEAR SRS % o

BSET : b Regddd ~ mARE R R F kT s

i doi:10.6342/NTU202203319



Abstract

In recent years, due to the outbreak of the epidemic, many events have been held
online to avoid spreading illness, such as the virtual gallery. However, in the current vir-
tual galleries, both curators and viewers can only do limited manipulation of the artwork.
Therefore, we hope that through style transfer, curators can use this technology to develop
more diversified forms of experience, and viewers can increase their understanding of the
artworks and deepen their connection with the artworks through the process of style trans-
fer. In this thesis, we propose an interactive style transfer virtual gallery system. In the
system design phase, we compare the results of different style transfer methods and select
two of them to integrate into our system based on our considerations. Then, users can per-
form style transfer on pictures, paper jams, frames, and 3D artworks in the virtual gallery
through the user interface. Finally, we conducted a user study to evaluate the effectiveness
of this system. The results show that adding style transfer to the virtual gallery not only

increases the richness of the virtual gallery experience, but also enhances the aesthetics
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of the artwork. For the viewers, it not only makes the viewing process more interesting,

but also deepens the impression of the artwork through the process of choosing different

styles.

Keywords: Style Transfer, Virtual Gallery, User System Interaction

iii doi:10.6342/NTU202203319



Contents

Page

W i
Abstract ii
Contents iv
List of Figures vi
List of Tables viii
Chapter 1 Introduction 1
Chapter 2 Related Work 3
2.1 Image Style Transfer . . . . . ... ... ... ... .. ....... 3

2.2 Video Style Transfer . . . . . . ... ... ... ... ........ 4

2.3 3DStyle Transfer . . . . . . ... ... ... ... .. ... ..., 5
Chapter 3  System Design and Implementation 7
3.1 Object Type . . . . . . . o o 7

3.2  Model Selection . . . . ... ... 8

3.2.1 Qualitative Comparison of Stylized 2D Image . . . . ... ... .. 8

3.2.2  Qualitative Comparison of Stylized 3D Object . . . . . . ... ... 11

33 Style Selection . . . . . . . ... ... ... ... 13

34  UserlInterface Design . . . . ... ... ... ... ......... 14

iv doi:10.6342/NTU202203319



3.5
3.5.1
352
3.53
Chapter 4
4.1

4.1.1

4.2

4.3
Chapter 5
Chapter 6

6.1

6.2

References

Implementation . . . . ... ... ..
Virtual Gallery in Desktop

DataFlow . ... ... ... ....

Transferred Results

System Evaluation

User Study Design . . . . ... ...

Procedure . . . . . . ... ... ...

Experimental Results

Discussion

Conclusion and Future Work

Conclusion . . . ... ... .....

Future Work . . . . ... ... ...

doi:10.6342/NTU202203319



List of Figures

3.1 Fourtypesofobjects. . . . .. ... ... ... ... 7
3.2 Results from compared style transfer methods. . . . . . . ... ... ... 10

3.3 Examples of using compared style transfer method to stylize the textures

ofthe3Dmodels. . . . . . .. ... . 12
3.4 Screenshot of two selectionpanels. . . . . . ... ... ... ....... 14
3.5 Screenshot of the user interface. . . . . ... .. ... ... .. ..... 15
3.6  Screenshot of the user interface with slider component. . . . . . ... .. 15

3.7 Screenshot of outline effect on different object when hovering over the

object. (a) hovering over the picture. (b) hovering over the paper jam. (c)

hovering over the frame. (d) hovering over the 3D artwork. . . . . . . . . 16
3.8 Sceenshot of virtual gallery. . . . . ... ... ... ... ........ 17
3.9 Thedataflowdiagram. . . .. ... ... ... .. ............ 18

3.10 Results in the bottom row are frame transferred results of the top row using

the picture as the styleimage. . . . . . .. ... ... ... ........ 18
3.11 Results in the bottom row are paper jam transferred results of the top row

using the picture as the styleimage. . . . ... ... ... ... ..... 19
3.12 Results in the bottom row are frame and paper jam transferred results of

the top row using the picture as the styleimage. . . . . . ... ... ... 19
3.13 Results in the bottom row are frame transferred results of the top row using

the right bottom image as the styleimage. . . . . ... ... ... .... 20
3.14 Results in the bottom row are frame transferred results of the top row using

arbitrary styleimages. . . . . . . . . ... 21

vi doi:10.6342/NTU202203319



3.15 Results in the bottom row are picture and frame transferred results of the

top row using arbitrary style image. . . . .. .. ... .. .. ... ... 21
3.16 Results of bottle using different style images for style transfer. . . . . . . 22
3.17 Results of sculpture using different style images for style transfer. . .. . 22
4.1 Screenshotsofthescene. . . . . ... ... ... ... ... . ..... 24
4.2 Questionnaire results for user satisfaction. . . . . ... ... ... .... 29
4.3 Rank score of user preference. . . . . .. ... ... ... ........ 31
4.4 Result of System Usability Scale. . . . . . . ... ... ... ....... 31

vii doi:10.6342/NTU202203319



List of Tables

4.1 Statements for user satisfaction. . . . . . . . . . . ... ... ... 27

doi:10.6342/NTU202203319

viil



Chapter 1 Introduction

In recent years, due to the outbreak of the pandemic, many activities have been con-
ducted online to avoid spreading illness, such as virtual galleries, online concerts, etc.
Virtual galleries are different from traditional physical galleries in many ways. For in-
stance, viewers can visit online at any time and place and can visit multiple times without
restrictions, artworks do not need to worry about being destroyed by humans, and artworks
can be moved and scaled at will in the virtual space, which is more flexible than a physi-
cal gallery and does not need to employ a tremendous amount of manpower and consume
additional cost. In addition, different ways of visiting the virtual gallery will also bring
different experiences to the users. There are many platforms that provide experience in
multiple ways. For example, OnCyber [ 1] can be accessed with a web browser or in VR
mode, MomentX [2] can be accessed in VR mode but requires the purchase of a specific

NFT, and GOXR[3] can be accessed with a mobile app or in VR mode.

However, in the current virtual galleries, both curators and viewers can only do lim-
ited manipulation of the artworks, such as basic zooming and moving, etc. Considering
that the artworks in the virtual gallery are all digitalized, we can make more use of this in-
formation to further develop new interactive experiences. Therefore, we hope that through
style transfer, curators can use this technology to develop more diversified forms of ex-
perience, and viewers can increase their understanding of the artworks and deepen their

1 doi:10.6342/NTU202203319



connection with the artworks through the process of style transfer.

Style transfer is a technique for synthesizing new images, where the resulting image
maintains the structure of the content image but has the texture and color of the style
image. And Style transfer can be divided into two categories: Optimization-based and
Model-based. The former requires iterative optimization of the initialized image, which
1s more time-consuming, while the latter is to train a network to know how to fuse the
content feature and style feature to do the transformation through datasets, and the result

can be obtained by a forward pass at test time.

In this thesis, we propose an interactive style transfer virtual gallery system. We
compare the results of different style transfer methods and select two of them to integrate
into our system based on our considerations. Thus, users can perform style transfer on
pictures, paper jams, frames, 3D artworks in the virtual gallery through the user interface.
Finally, we conducted a user study to evaluate the effectiveness of this system. The results
show that adding style transfer to the virtual gallery not only increases the richness of the
virtual gallery experience, but also enhances the aesthetics of the artwork. For the viewers,
it not only makes the viewing process more interesting, but also deepens the impression

of the artwork through the process of choosing different styles.
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Chapter 2 Related Work

Our work compared the results of different style transfer algorithms. The previous
works can be categorized into three main categories: image style transfer, video style

transfer, and 3D style transfer.

2.1 Image Style Transfer

The image style transfer can be traced back as far as the algorithm proposed by Gatys
et al. [4] They demonstrated that the high-dimensional features extracted from the image
through the DNN model that has been well-trained to classify the image in the ImageNet
dataset can represent the overall structure of an image, and the correlation between features
can be used to capture the style of an image. They design loss function based on those two
findings and optimize the original image by multiple iterations, and thus the result image
can maintain the structure of the content image and have the characteristics of the style

image.

However, the method by Gatys et al.[4] is extremely slow due to its optimization pro-
cess. In order to reduce the computational cost, Johnson et al.[ 5] proposed a feed-forward
neural network, and thus the result can be generated through a single forward pass at test

time which perform more efficiently than the optimization-based method. But the limita-
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tion of feed-forward method is that a model can only transfer one fixed style. Dumoulin
et al.[6] addressed this problem by proposing a conditional instance normalization layer,
they found that they can achieve multi-style transfer by learning a set of affine transforma-
tion parameters, and based on the method of Dumoulin et al.[6], Huang et al.[ 7] proposed
to match the mean and variance of content feature to the style feature extracted from the
convolutional neural network, which can achieve arbitrary style transfer. WCT[&] also
proposed a similar concept that is matching the content feature covariance matrix to the

style feature covariance matrix through whitening and coloring transforms.

The previous arbitrary style transfer approaches are holistic transformations that dis-
missed local style patterns. Park et al.[9] introduced self-attention mechanism to learn
the semantic correlation between the content features and the style features for generat-
ing more local style details. Liu et al.[10] indicates that the low-level patterns of image
also have an impact on the style transfer result. Therefore, they concatenate the low-level
features with the high-level features, and thus the model can pay more attention to the
shallow features during training. In order to make the transferred results more artistic and
realistic, Chen et al.[11] use GAN to learn human-aware style information. They train a
discriminator to distinguish transferred result is fake or not, and train a generator which is

dedicated to deceiving the discriminator.

2.2 Video Style Transfer

Compared with image style transfer, the goal of video style transfer is to focus on not
only generating pleasing stylization results but also consider the consistency of transferred

results between adjacent frames of the video, so as to avoid flickering problem. Ruder et
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al.[12] introduce temporal constraints by calculating optical flow to generate consistent
stylized video. However, the generated result depends on the accuracy of optical flow
algorithm. In order to generate consistent result without using optical flow estimation, Li
etal.[13] proposed a linear transformation model, which is mainly to learn a transformation
matrix to replace whitening and coloring transforms. Since the linear transformation can
preserve content affinity at test time, the stylized videos are more stable and consistent.
Deng et al.[ 4] calculate per-channel correlation across content and style representations,
the generated video satisfies the constraint that the flicker of the video is not perceived by
the human eye as proposed by Wang et al.[15]. While adding the vivid style pattern on

the results and maintaining the consistency of the generated videos.

2.3 3D Style Transfer

3D style transfer requires more consideration of the three-dimensional information of
3D objects than image style transfer, otherwise transformed result will have variety visual

artifacts.

Kato et al.[16] proposed to use a 3D rendering process to render an image of the
3D object from a random angle as the input of the CNN model to perform style transfer.
Mordvintsev et al.[ | 7] also use the 3D rendering process to turn 3D objects into 2D RGB
images, but unlike the method of Kato et al.[ 1 6], they do not modify the geometry of the
3D object. The texture of the 3D object is optimized by backpropagating the gradient of

the loss function proposed by Gatys et al.[4].

There are also some methods that do not use differential renderer for style transfer,

such as Hsu.[ 18], which use the method of Gatys et al.[4] to transferred the texture of the
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3D object first, and calculate the normal map and displacement map based on the generated

texture to make the shading more consistent with the transferred texture.

In addition, not only transferring the textures of 3D objects, there are also some stud-
ies that focus on transferring geometric style between 3D objects. For example, Segu et
al.[19] proposed a generative model with disentanglement of content and style represen-
tation for synthesizing new 3D shapes. The method proposed by Yin et al.[20] combines
geometry style transfer network and texture style transfer network, and following a dif-
ferential Renderer to create 2D images of the 3D object as the input of CNN model to

synthesize a variety of 3D objects.
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Chapter 3 System Design and

Implementation

In this chapter, we describe the system design considerations in detail, including the
selection of style transfer methods, and user interface design, and the details of the imple-

mentation and analysis of the results is described in Section 3.5.

3.1 Object Type

1. picture

2D artwork

4 . 3D artwork

2. paper jam

3. frame

Figure 3.1: Four types of objects.
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In the virtual gallery, a wide range of 2D artworks and 3D artworks are displayed in
this space for the viewers to appreciate. The charm of these artworks is that each piece
contains the ideas that the creator wanted to convey, the emotions that were used in the
creation, and the means of artistic expression. In addition, the different style of frame on
the 2D artwork will bring different emotions to the viewer. Among the many categories of
frames, we choose the common Chinese painting frame as the basic frame in our virtual
gallery, and the paper jam in it plays the role of embellishment and accent, which will also

have a certain influence on the overall artwork.

Therefore, as shown in Figure 3.1, there are four types of objects that can be trans-
ferred in our virtual gallery, including pictures, paper jams, frames, and 3D artworks. In
our system, the viewer can use his or her own sense of aesthetics to select the right style
for style transfer, which enhances the interaction and connection between the viewer and

the artworks.

3.2 Model Selection

In this section, we will analyze and compare the results of different style transfer
methods. The comparison is divided into two parts: style transfer for 2D image and style

transfer for 3D object.

3.2.1 Qualitative Comparison of Stylized 2D Image

We compare optimization-based method[4], and six model-based method, including
AdaIN[7], Linear[ ! 3], SANet[9], MCCNet[ | 4], AdaAttN[10], IEST[!1]. Linear[ 3] and
MCCNet[ 4] is video style transfer method, but it can also be applied to images. The

8 doi:10.6342/NTU202203319



results of the compared methods are generated by conducting their publicly available code

and default configurations.

Since the picture is the most important part of the artwork, we don’t want the trans-
ferred picture to be unnecessarily distorted and have unwanted visual artifacts, losing the
meaning of the original picture. About the paper jam, which is mainly used to set off the
picture. Due to the paper jam being placed under the picture, we don’t want the result to
be too messy or have too much texture, which might degrade the overall visual quality.
Therefore, our main considerations for choosing the method to perform style transfer on
pictures and paper jams are artifact-free, content structure preservation, and overall visual
quality. And the vividness of style patterns is the secondary considerations. In Figure.

3.2, we show the stylization results generated by the compared methods.

Unlike the model-based methods which need to be concerned with the problem of
generalization, Gatys is able to generate the pleasant results (e.g., the 1°¢ and 7% rows) due
to optimization-process which is focus on transferring the specified characteristic of style
image onto the content image. However, the results sometimes encounter the problem
of bad local minimum (e.g., the 5'* and 9*" rows). Because of the over-simplified feature
transferred calculation in AdalIN, it is likely to generate the crack pattern (e.g., the 24, 4%
, " -9t" rows), which have a large impact on the visual quality. In addition, content detail
lost in some results (e.g., all the leaves are missing in the result of the 3" row). Moreover,
due to the trade-off between content image and style image is not that well, the results
sometimes introduce some colors that are not present in the style image. (e.g., the green
color of the lake in the result of the 8" rows). Although the transferred result of the Linear
is clean, it tends to only transfer the low-level texture pattern like colors. In addition, it

often generates unwanted haloing artifacts around the object (e.g., the 8 and 9" rows).
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Content Style Gatys AdalN Linear SANet MCCNet AdaAttN IEST

Figure 3.2: Results from compared style transfer methods.

SANet can faithfully transfer adequate local stroke patterns (e.g., the circular style pattern
at the 7" row and the feathers textured pattern on the hair at the 9" row), and is enabled
to capture the content detail (e.g., the stars of the content image can be observed in the
transferred image at the 5" rows). But some results have unpleasant content distortion
(e.g., the 2" rows). In addition, when the background of the content image only has
similar color, the stylization result will produce repetitive style textures (e.g., the 4" |
6", 8t , and 9" rows). The visual artifact of repetitive patterns makes the results look

messy. MCCNet lost some content detail. In addition, the colors of the generated result
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are disharmonious (e.g., the 6! and 9** row), and the results sometimes introduce haloing
artifacts (e.g., the 8 and 9" rows). Moreover, their method cannot capture detail style
patterns. The content structure is well maintained in the results of the AdaAttN. Haloing
artifact which is easily produced by many methods is not present in the stylization results.
However, the colors of the results have lower saturation and the lines of the object contour
are too sharp. By learning human-aware style information, IEST is superior to the other
compared style transfer methods in terms of visual quality. Although the style patterns
in the results are less than SANet, the overall color distribution is more harmonious. In
addition, the content structure of the transferred results is well-preserved, and no haloing

artifacts and crack pattern problems.

Based on the above analysis of the four aforementioned considerations, the artifact-
free methods are AdaAttN and IEST, while the methods with well content preservation
are also AdaAttN and IEST. As for the overall visual quality, the overall color tone of the
results generated by IEST is the most harmonious and realistic, while the style patterns
are more transferred by SANet. In summary, we finally chose IEST as the model to be

used in our system to perform style transfer on pictures and paper jams.

3.2.2 Qualitative Comparison of Stylized 3D Object

There is still less paper study on transferring the texture of the 3D object. Thus, we
apply 2D image style transfer method to the texture of the 3D object for comparison. The
compared method is the same as subsection 3.2.1 and we add 3D style transfer method[ 1 7]

into comparison.

The main considerations in choosing a model for transferring 3D artwork are artifact-
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free, the richness of the style patterns, and the overall visual quality. Artifact-free means
the result won’t have unwanted colors or retains the content image color. Since we perform
style transfer on the texture of the object without changing the shape of the object itself,
the slight distortion of the texture of the object will not affect our ability to recognize the
object. Thus we believe that increasing the richness of the texture is more important than
preserving the content structure in terms of enhancing the aesthetics. In Figure 3.3, we

show the stylization results generated by the compared methods.

=

Content Style Gatys AdalN Linear SANet MCCNet AdaAttN IEST Mordvintsev

Figure 3.3: Examples of using compared style transfer method to stylize the textures of
the 3D models.

Gatys sometimes fails to capture the stroke details (e.g.,1** and 2"¢ rows). In addi-
tion, we observed that Gatys is easier to suffer from getting stuck in the local minima if
the texture of the object is simple (e.g., 5'* and 6" rows). The results generated from

AdalN tends to present disharmonious colors and the method sometimes retains the color
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of content images (e.g., 3"?). Linear is likely to produce unwanted colors which don’t
exist in the style image (e.g., 3"¢ row), and the color of the content image retains (e.g., 6
row). SANet can generate the most style patterns (e.g., 3"¢ row) and detailed stroke of
the style image can be transferred (e.g., 1°* and 2" rows) that makes the 3D object look
more appealing and artistic. MCCNet cannot capture the detailed texture patterns, and
tends to generate unseen colors (e.g., 3" and 6" rows). AdaAttN and IEST can generate
harmonious colors with well-perserved content structure. However, the style patterns are
rarely seen in the stylization results and sometimes present messy patterns (the 6/ row).
Although Mordvintsev considers the underlying UV-mapping of the 3D objects, it also
encounters the problem of bad local minima due to the optimization process (e.g., 2"¢, 5"
and 6). In addition, this method sometimes cannot preserve the content structure well

(e.g., the flower pattern of the 3D object is missing at 3"¢ row).

Based on the above analysis of the four aforementioned considerations, the artifact-
free methods are SANet, AdaAttN, and IEST, while the method that can transfer vivid style
patterns and detail stroke is SANet. As for visual quality, SANet, AdaAttN, and IEST can
generate more harmonious colors, while AdaAttN can preserve content structure well. As
we focus more on producing results with a rich style pattern, we finally chose SANet as

the model to be used in our system to perform style transfer on 3D artwork.

3.3 Style Selection

In order to perform the style transfer, our system provide 6 categories from which
users can select a image as the style image. We called the 6 categories ’Style Library”.

As shown in Figure 3.4(a) The 6 categories are Impressionism, Art burt, Ink Painting

13 doi:10.6342/NTU202203319



Cubism, Pattern, Pop Art. Each category contains three images that match the category.

In consideration of the diversity and flexibility of choosing a style image, we provide
a feature that allows the user to select a picture from his or her NFT wallet as a style image.
As shown in Figure 3.4(b), the NFTs in the user’s wallet will be shown on the panel. Even
if the user does not have an NFT wallet or no NFT can still choose style image from the

style library for style transfer.

Style Library

(b) My NFT panel

Figure 3.4: Screenshot of two selection panels.

3.4 User Interface Design

A user interface is the means by which a user interacts with a system. Oppermann
[21] stressed that a user-friendly interface is a central issue for the usability of a software
product. In order to achieve intuitive operation and ease of use, in our system, as shown
in Figure 3.5, the user interface panel is divided into two parts: a display area, which is on
the left half of the panel, displays the object user is selected; an operation area, which is
on the right half of the panel, allows users to select style image and adjust style intensity
for style transfer. In the operation area, we use buttons to let users intuitively click on the

style categories or a single style image, as shown in Figure 3.5, and use a slider to let users

14 doi:10.6342/NTU202203319



Figure 3.5: Screenshot of the user interface.

easily and effectively adjust the style intensity, as shown in Figure 3.6.

Figure 3.6: Screenshot of the user interface with slider component.

In order to let the user know exactly what he is hovering over and to indicate how
many objects can do style transfer in the virtual gallery, we introduced visual feedback.
That is, when the mouse moves to an object that can perform style transfer, the object will
render an outline on the edge of it, as shown in Figure 3.7, which indicates the outline

effect of hovering over a picture, paper jam, frame, and 3D artwork respectively.

In order to eliminate the unnatural feeling of switching from pre-transformation to
post-transformation when the transfer is finished, we introduce a dissolve effect to the

transformation process to make the style change process look smoother. In addition, the

15 doi:10.6342/NTU202203319



-
m——
(a) (b) (d)

Figure 3.7: Screenshot of outline effect on different object when hovering over the object.

(a) hovering over the picture. (b) hovering over the paper jam. (c) hovering over the
frame. (d) hovering over the 3D artwork.

dissolve effect will only work on the object that the user is currently selected.

3.5 Implementation

In this section, we will describe our implementation in detail and discuss some issues

about the transferred results in our virtual gallery.

3.5.1 Virtual Gallery in Desktop

The application is developed with Unity 3D 2020.3.15f2. User predominantly ex-
periences virtual gallery from a first-person perspective with the camera at a fixed height
and capable of rotating 360°. User interaction is done with mouse and keyboard. User
interacts with objects and manipulates user interface through a mouse, and user is enabled
to use WASD keys or arrow keys to move in the virtual environment. Figure 3.8 presents

the screenshot of our application.
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Z

WA

Figure 3.8: Sceenshot of virtual gallery.

3.5.2 Data Flow

In Figure 3.9 , we show how data flows through the system. The user can click the
interested object for style transfer in the system by mouse. After that user needs to select
a style image by clicking the button and adjusts the style intensity by dragging the slider.
After the user presses the transfer button, we send four kinds of data to our server through
TCP socket.The four kinds of data are style transfer method name, selected object texture,
style image, and style intensity ranges from zero to one. Then server execute style transfer
code to inference the transferred output. Finally, the result will be sent back to unity and

update the style of the selected object.

3.5.3 Transferred Results

In this subsection, we show the transferred results of different objects and analyze

the impact of the transferred results using different style images on the original artwork.
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Style transfer method name

Display :

Mouse Object . ul Texture of the object

User _opemlion selection 5elec[educllb|ec1 manipulation Style image —> Server
an Style intensity

Style intensity Press Transfer
Adjustment Button

Figure 3.9: The data flow diagram.

Results Transferred by Picture

Figure 3.10 shows the result of the style transfer performed on the frame using the
corresponding picture. We observe that compared to the original plain frame, the stylized
frame seems to be designed especially for this artwork because it has similar color tone
and style elements with the picture. Thus we can consider that the transferred frame can

enhance the overall aesthetic of the artwork. Figure 3.11 shows the result of using the

Figure 3.10: Results in the bottom row are frame transferred results of the top row using
the picture as the style image.

corresponding picture to do style transfer on the paper jam. We observed that the trans-

ferred paper jam can present the effect of extension. However, because the paper jam and
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the picture are not like the frame and the picture, there is a paper jam as a buffer; if the
style is too strong can make the entire artwork look messy, so we thought th?t ti:fe result
with low style intensity can add richness to the artwork without taking aWayi ithe»ﬂair of
the original. Figure 3.12 shows the results of using the corresponding picture to do style
transfer on the frame and the paper jam. By combining the advantages of both mentioned

before, the transferred result has added more attractions to the artwork.

—?'(
=

) YI“ 3 i
i
78 |||

luumaf il

Figure 3.11: Results in the bottom row are paper jam transferred results of the top row
using the picture as the style image.

Figure 3.12: Results in the bottom row are frame and paper jam transferred results of the
top row using the picture as the style image.
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Results Transferred by Arbitrary style

Figure 3.13 shows the transferred result of the frame by using a style similar to the
color of the picture. We believe that even if we do not use the picture as the style, we
can still add visual quality to the overall artwork by choosing the right style. Figure 3.14
shows the transferred result of the paper jam by using an arbitrary style image, we ob-
served that the use of different styles brings a different mood to the picture, and because
of the proportion issue, the impact is greater than that of the frame. Figure 3.15 shows
the transferred result of the picture and frame by using an arbitrary style image, we ob-
served that performing style transfer on the picture will bring a new aspect of the picture
to the viewers, which is interesting and match the same style of the frame will enhance

the consistency of the whole artwork.

Figure 3.13: Results in the bottom row are frame transferred results of the top row using
the right bottom image as the style image.
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Figure 3.14: Results in the bottom row are frame transferred results of the top row using
arbitrary style images.

: %
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Figure 3.15: Results in the bottom row are picture and frame transferred results of the top
row using arbitrary style image.
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Transferred Results of 3D Artworks.

Figure 3.16 and Figure 3.17 shows the transferred results of the two 3D artworks
respectively. We observe that the transferred result are more vivid and artistic due to the

addition of stylistic textures.

Figure 3.17: Results of sculpture using different style images for style transfer.
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Chapter 4 System Evaluation

4.1 User Study Design

In order to evaluate the effectiveness of our system, we conduct a within-subjects
user study based on measuring user satisfaction towards transferred results and evaluating

usability of the system by questionnaires and user interviews.

4.1.1 Scene Setup

As shown in Figure 4.1(a-d), a total of fourteen 2D artworks are hung on the wall
in the scene, each containing a picture, paper jam, and frame. All frames have the same
wood texture. In addition, there are two 3D artworks on the display in the scene, and

Figure 4.1(e)(f) shows the 3D scene viewed from two different viewpoints.

4.1.2 Tasks

In order to clearly identify the participant’s perception of different objects perform-
ing style transfer, we divided the task into four parts according to the transformed objects,
including frame transformation, paper jam transformation, arbitrary transformation and

3D artwork transformation, where the arbitrary transformation task meant that the user
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Figure 4.1: Screenshots of the scene.

could perform style transfer on the picture, paper jam and frame at will. We asked partici-
pants to use their own sense of aesthetics to transform the objects and compare the overall
feeling of the transformed objects to the original ones using the questionnaire. For frame
transformation and paper jam transformation, we verbally guide the participants to do two
actions: First, use the picture as the style image for style transfer; Second, select style im-
ages excluding the picture for style transfer. And prompt him to adjust the style intensity to
produce different results. As for arbitrary transformation and 3D artwork transformation,

participants can choose any style image for style transfer.
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4.1.3 VR Mode

After the four style transfer tasks are completed, users can wear VR headsets to watch
the virtual gallery in an immersive way. Teleportation can be used to move around the

virtual gallery.

To increase the interactivity of the artwork in virtual reality, we proposed three vi-
sual effect of transformation process: Instant transformation, Fast transformation, Slow
transformation. Instant transformation means that when the participant enters a 10-meter
area in front of the 2D artwork, the artwork will immediately convert to the transferred
result, and when the participant leaves the area, the artwork will return back to its original
appearance. The transformation process is divided into four stages, and four times are
used to control the switching between the stages, including the time to display the original
artwork, the time to change to the transferred result, the time to stay in the transferred
result and the time to return back to the original artwork.Corresponding to these four time
periods, fast transformation is 4 seconds, 1 second, 2 seconds and 1 second, and slow
transformation is 2 seconds, 0.5 seconds, 1.5 seconds and 0.5 seconds. We asks user to
experience the three visual effects by using teleportation to approach the three transformed

artworks respectively.

4.2 Procedure

At the beginning of the experiment, each participant is briefed with the purpose of
the experiment, and they will be briefly introduced to the method of moving in the virtual

gallery and how to click on the objects to do the style transfer.
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After understanding the operation, the participant started to perform the four trans-
formation tasks. We asked the participant to select the one they liked the most from the 14
artworks for the frame transformation task. After finishing the task, the participant filled
out the questionnaire about satisfaction. The questionnaire statements is shown in Table
4.1(Q1-Q3,Q6). And we asked for the reason why they liked the transferred result with
that style. For the next task of paper transformation, we asked the participant to choose
another artwork to do the style transfer, the questionnaire statements are the same as the
frame transformation task, as shown in Table 4.1(Q1-Q3,Q6). For the arbitrary transfor-
mation, the participant was asked to choose another favorite artwork for style transfer, the
questionnaire statements are shown in Table 4.1(Q4,Q6), and the participant was asked
what the overall matching points were.For the 3D artwork transformation, we asked the
participant to choose one of the two 3D artworks for style transfer, and the questionnaire
statements are shown in Table 4.1(Q5,Q6). After the four transformation tasks were com-
pleted, we asked the participant to put on the VR headset to watch the virtual gallery in an
immersive way, and we asked the participant to approach the transferred artworks to expe-
rience three different visual effects of the transformation process. Finally,the participant
filled out custom user satisfaction questionnaire as shown in Table 4.1(Q7-Q15), system
usability questionnaire (SUS)[22], ranked the objects in order of preference for style trans-

fer and ranked the visual effect of transformation process in order of preference.
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Table 4.1: Statements for user satisfaction.

Statements

QI: I thought the transferred result using picture is better than the original.

Q2: I thought the transferred result using my selected style is better than the original.
Q3: I thought the transferred result using picture is better than using my selected style.
Q4: 1 thought the transferred result is better than the original.

Q5: I thought the transferred 3D artwork is better than the original.

Q6: I thought this system makes it easy for me to find the style I want.

Q7: 1 thought the application is running smoothly.

Q8: I thought that the beauty of the artwork can be enhanced through style transfer.
Q9: I thought that style transfer enriches the virtual gallery experience.

Q10: I thought the process of style transfer deepened my impression of the artwork.
Q11: I liked to select style images from the Style Library for style transfer.

Q12: 1 liked to select style images from My NFT for style transfer.

QI13: I thought the number of user interface panels is too much.

Q14: 1 thought the elements of the user interface is not clear.

Q15: I preferred to appreciate the artwork in virtual reality rather than in the desktop version.

4.3 Experimental Results

We use 5-point Likert scale to assess the statements Q1-Q15 about user satisfaction.
Five-point means ”strongly agree”, three-point means “neutral”, and one-point means ”

strongly disagree”.

Participants

In this evaluation, 10 participants were recruited for the experiment, 5 males and 5
females with ages from 20 to 25 (M = 23.2, STD = 1.69). All of the participants has
experience in VR, and 5 participants are VR developers. 5 participants have experience

visiting virtual galley.
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Frame Transformation

As shown in Figure 5.1(a), the average score of Q1 and Q2 is 4.1 and 4 respectively,
we can conclude that most of the participants consider that the result of style transfer is
better than the original one, The preference for two transferred results is not much differ-
ent. 90% of the participant agree to the Q4, which means that it is easy for them to find

the right style.

Paper Jam Transformation

As shown in Fig.5.1(b), the average score of Q1 and Q2 is 3.1 and 3.2, we can con-
clude that there was no significant preference between the transferred result and the orig-
inal one.Although the average score of Q2 is slightly higher than Q1, it has higher vari-
ance.Based on the score of Q4, participants need to spend certain amount of time choosing

the right style.

Arbitrary Transformation

As shown in Fig.5.1 (c).The average score of Q5 is 4, which means that most partic-
ipant consider that the transferred result is better than the original one. Note that some of
the them didn’t perform style transfer on the picture. Based on the score of Q4, partici-
pants need to spend a certain amount of time choosing the right style due to the need of

transferring three objects.
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Figure 4.2: Questionnaire results for user satisfaction.

3D Artwork Transformation

As shown in Fig.5.1 (c).The average score of Q6 is 3.3, and the number of participants

who like the transferred 3D artwork is slightly higher than that of participants who do not

like it. Base on the score of Q4, half of the participants need to spend more time to find
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the right style, and one participant strongly disagree to the Q4.

User Satisfaction Questionnaire

As shown in Figure 5.1 (d), we received high scores in Q7-Q10 and Q15. It is im-
portant to notice that 90% of the participants strongly agreed to the Q9 for fun level, and
most of the participants agreed to the Q10. Based on the result of Q11 and Q12, we ob-
served that participants have no preference on where to choose the style images. About
the question regarding UlI, although we got high score in Q13 and Q14, some participants
said that the UI need to be improved. In addition, all participants preferred to appreciate

the artwork in VR mode.

Preference Questionnaire

Participants ranked the objects they like to do style transfer based on their preferences
from 1 to 4, with 1 being the most preferred. The result is shown in Figure 5.2(a) where
the y-axis represents the number of people. We found that most of the participants like
to perform style transfer on the frame most. 3D artwork ranked the lowest, with five

participants giving it fourth place.

Participants ranked the visual effect of transformation process based on their prefer-
ences from 1 to 3, with 1 being the most preferred. The result is shown in Figure 5.2(b)
where the y-axis represents the number of people. Most of the participants like slow trans-
formation the most. The participants who like it consider that the speed of the slow trans-
formation is just enough to clearly see the transformation process. Fast transformation

ranked the lowest, with five participants giving it third place.
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Figure 4.3: Rank score of user preference.

System Usability Scale

We use System Usability Scale (SUS) for measuring the usability of our system. As

shown in Figure 5.3, we got a score of 79.5 which is above the average SUS score 68.
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Figure 4.4: Result of System Usability Scale.
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Chapter S Discussion

In this chapter, we summarize the positive feedback and negative feedback of per-
forming style transfer on different objects based on the experimental results and user in-

terviews.

Frame Transformation

The frame is the object that participants like to perform style transfer most. According
to the participants’ feedback, we observed that most of the participants indicated that the
color and style patterns of the transferred frame were consistent with the picture. There-
fore, the overall result after style transfer is more harmonious and more artistic. Some
participants also mentioned that if choosing a suitable style to transfer frame, it will not
only increase the richness of the picture, but also highlight the content of the picture, which

can be regarded as an artwork overall.

About negative feedback, one participant indicated that the frame has little effect on
the overall visual effect because the frame accounts for a small proportion of the whole

artwork.
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Paper Jam Transformation

Because the paper jam is stacked behind the picture and there is no obvious separation
between the picture and the paper jam, most participants who prefer to stylize the paper
jam choose a style image that is very different from the original picture because it can
improve the contrast with the picture, and only one participant prefers to use the picture as
style image for transformation because she said the transferred result extends the style of
the picture and have more space for additional information, but even so, the overall number
of participant who preferred to transform paper jams was less than those who preferred
to transform frames. Most of the participants indicate that if the transferred result has
more patterns or strong colors would make the artwork look messy and reduce the overall

aesthetics.

Arbitrary Transformation

About positive feedback, one participant said that transforming different pictures into
a particular artist style could give the pictures new life. With the virtual gallery display,
it has the feeling of paying tribute to a particular artist’s exhibition. Another participant
said that using a style image with less color in it can degrade the saturation of the picture
which brings more realistic feel, and the transferred paper jam increases a connection to

the picture, enriching the overall storytelling of the artwork.

About the negative feedback, many participants said that if the pictures were trans-
formed, it would affect the meaning that the original pictures were intended to convey,

and it would be easy to create a cluttered feeling if the participant did not match the style
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of the three objects well.

3D Artwork Transformation

In preference questionnaire, 3D artwork was ranked lower than the other objects.
Some participants said only certain styles are suitable for 3D artwork and sometimes the
transferred result brings the feeling of inconsistency. The participants who like the trans-
ferred result said that the style transfer can add more colors to the original monotonous

3D artwork and enhance the overall look.

Visual effect of transformation process

Regarding the speed of the transformation process, participants who like slow trans-
formation the most said that it is able to watch the process of transformation clearly. Two
participants suggested that average the speed of slow transformation and fast transforma-
tion will be better. And the other two participants suggested that transforming slowly when
approaching the artwork and staying with the transferred result until the user leaves the
area because they consider that this method will not interrupt the process of appreciating

the artwork and can also increase the naturalness of the experience.
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Chapter 6 Conclusion and Future

Work

6.1 Conclusion

The results show that adding a style transfer to the virtual gallery can make the ex-
perience more interesting and deepen the viewer’s impression of the artwork. Several
of the participants gave the artwork a new story when viewing the transformed artwork,
effectively increasing the connection between the viewer and the artwork. From our ex-
perimental results, we found that the frame transformation was more effective than other
objects in improving the overall aesthetics of the artwork and was more acceptable to the
viewers. On the other hand, the paper jam transformation and 3D artwork transformation

have little effect on enhancing the aesthetics.

6.2 Future Work

Based on the response of the participants, the user interface should be further im-
proved to make it more intuitive and easy to use. For instance, show how many images

are in a category, and place the transferred button close to the slider.
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We can further develop the style transfer method in three directions. First, we found
that the current style transfer method for the texture of 3D object still lacks development, a
style transfer method considering the underlying UV-mapping of the 3D model and being
able to transfer the vividness of style patterns at the same time is needed. Second, we can
develop a method for changing the geometric of the frame to match the style of the picture.
Third, develop a method to allow the color and stroke of the style image to be adjusted
separately, and thus users can have more dimensions to adjust freely and produce more

diverse and rich results.

In addition, considering that users may not be sensitive to color, they may feel that
the result is not ideal but they do not know how to adjust it. To address this problem,
we can develop a recommendation system to recommend the style and intensity that looks
best with the current artwork according to color or texture, and thus users can get attractive
results more easily. Moreover, we would like to recruit participants from different back-
grounds, such as people with artistic backgrounds or professionals, to explore more about

the views of different identities towards performing style transfer in the virtual gallery.
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