M2 F - FTWFAERT L IREFT T
R
Graduate Institute of Communication Engineering

College of Electrical Engineering and Computer Science
National Taiwan University
Master’s Thesis

W AATE S AR B A 4T
Correlation Analysis Between Discrete Speech

Representations and Phonemes

FfiE =
Chien-cheng Chen

dh R AR SO
Advisor: Lin-shan Lee, Ph.D.

PEAR-F- Lt E-
January 2025

d0i:10.6342/NTU202500258



B T K2 RE R T
nRELEBEgELE

MASTER’S THESIS ACCEPTANCE CERTIFICATE
NATIONAL TATWAN UNIVERSITY

B BRSO A A8 B PR AT

Correlation Analysis Between Discrete Speech
Representations and Phonemes

i X AR R kB (R09942097) B 3 £ K %f*i%i%ﬁ%ﬁﬁ
m&zﬁiﬂm wX %Rlu&ﬁ9ﬂmE%Tﬂ%aéﬁ$
R 1AM 0 L E

The undersigned, appointed by the Graduate Institute of Communication Engineering on
30 September, 2024 have examined a Master’s Thesis entitled above  presented by
Chien-cheng Chen (R09942097) candidate and hereby certify that it is worthy of
acceptance.

A =1 . . .
o éi‘(,—é- B Oral examination committee:

S & SN 3-F
(3538 #F% Advisor )

Fif & Director: ?:%L?/ ? 7




AL G R PR A R A - AR PRaEA o hiE- Bt 0 B ARG 4
Fopb g A s SR AR 45

BA AL ELE S EREIARL R B 2 BRI % A s
hpd B E > AFERFERpC DEBAFY S e o AF Xm0 BR A
BRI BR A YR FAFURSERAY o TR BN BF{rh AR
P e 3 A R R B FTe A LR

RS RRRE e b K

AP ARINE R EAT DR T AR L Pk BEAL S p oS R

PRI EOAAEE cF R A REL B A ARSI S FHE L
iR R R AR AT o AE R e > e AR

S E FERELGE S TRAF AR S R F I EEEEA G S
Fr iR EBEAirig n2 TEARARF - Bad it & Th
Fp R DEEPE S PR FURE SN - 2 X NP

b RBRREHA ALY AR 0 B A gL . e
B~ 3R 8 &~ & ~Erics R {eiind > 1M E F T Aranseie
X FF 2 Amber 48 0 R BRI AT FIFERSS s > BAEF ORI R A H2 o

PR RS F BRI ALYRT R~ HB T SR
ST FEfeFE B E RS PR 2P 0 10 E S gFALIRRh Sean B £ &
FoORFFREATEANGAF TR BT U 2B - 2P FE - 3 X4 - Hina~
Daniel ~ %% ~ B F fr 2 &4 » WP EDA A 2R EALFARY H I g2
oo Bfs o ¥ RBPAREA o R E FENAL LD 2 m%ﬁp%*éiﬁ’“wmﬁb )
BEUE YT G A REL BN TR NN PE%Y B e AR

i
d0i:10.6342/NTU202500258



ol
s
xa\

,33’;;‘\

AR AT hEsEY 4)3 ZRFEEFAEFNET G H - Bk EEF »;Tt

t\‘:gr

&+

grivtgm o RALE TEREL 8 THERPER, DL R M Dp

HRREERFA R EHFare Ao o Bitied ~ Hina #5380 > AP 6 &

S

AT s mE R B ERBFEPNL S A G R ESTR o
Hz o RBPIeg Bouzig o BTG § F Kup @ e i p A E b
FEo B EEpe FRE I oo

BAHTAFLENRAG R EIL AR R RAEIFS FE %
PR e AR E R A AR A AR A LR T AT

ERCTL Ry ES

11l
d0i:10.6342/NTU202500258



3 &

"EEF G PHEDEN > B F R ATHLC SRR LR LS 2
R0 o AR FZ IR EINONES A BEAEFYEEZRICCES
CEFHEEA ERBITN F LN EAAR Y XTImO T2

FAPV T 5 T @2 5 (Textless) p #A3% 7 &2 (Natural Language

B SRR PR M TR A 3B R P RT &
RE- BAFRLE - 3T RFERFIE A2 REFFETE - NAHRE
TEP s RERTYF I B E L AR M en T3 = (Phoneme) | 2 A%

AT AR AR — Y - RASEAEFE R EN O T cE 2

"
»

(Discrete Unit) | » % = R E -4t ~ gL @FE 2 Edre st T 5 Y

B (Acoustic Piece) | o * % 2 - &7

ml4

BT p AT A e A endp B 3R 3
B AEATA BT A0S T Rk PR A L Aodp i g § 4E 3] (Pattern) o

WE AT HE ~ T 7 0 AP 3L HUuBERT A_dif & % 0 JE B3R dc & e
Al X I B A A FRG PRI il Bk MR EREF PRI
FREFPERTIRLAFEFREZ 20 ¥ - 55 onanEf A Ay 2 2 e
b g ARl d BT AP RBED RS rRES 5 SRERGE 5 AT

RYAEGEAT 0 7 S~ RS 2T R F B AR B

MSEF 5 ATHD  MbcE 53 2 B3 ML

v

d0i:10.6342/NTU202500258



Abstract

With recent advancement of speech technology, powerful speech foundation models
have been widely applied to various speech tasks. Based on the speech representations
obtained from these speech models, through clustering algorithms and other discretization
processes, a large amount of data and models have made various discrete representations
that are close to text available, and even a framework called “Textless Natural Language
Processing” which can approximate texts without using real texts has emerged.

However, how correlated these discrete representations of speech are to human under-
standing of speech or text remains a mystery. To answer the question, the thesis combines
knowledge of phonology and uses the most text-like and closely related to speech signals
that humans perceive, “Phoneme,” as a reference. We analyze two types of discrete speech
representations — the first is “Discrete Unit” obtained through clustering algorithms, and
the second is “Acoustic Piece” recombined through tokenization algorithms. This the-
sis compares the correlation between phonemes and these discrete representations, and
investigates whether these discrete representations can effectively identify pronunciation
patterns that are close to human cognition.

Through the study of discrete units, we found that HUBERT is the most suitable model
for obtaining discrete representations, while increasing the number of clusters helps cap-
ture more subtle speech features. Subsequently, through the study of acoustic pieces,
we found that acoustic pieces can be used as another effective method of discretizing
speech representations aside from clustering algorithms. In addition, from the perspec-
tive of phoneme types, we also observed that plosives and affricates are difficult to be

accurately classified by speech discrete representations, while fricatives, diphthongs, and
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approximants are relatively easy to be figured out by discrete representations.

Keywords: Speech Foundation Model, Discrete Unit, Speech Representation, Phonol-

ogy, Correlation
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A5 (Waveform ) ~ PF#E 3 (Spectrogram ) = %5 # i > Flot - ¥ f 8 #03)»
B I A BREHES ST 12 (Window) docfl > 8 BERD|E

5 ¢ &7 Ff237 & (Resolution) E 3 o

2.1.3 FEXBRAPBERIETT) EFFER
@ X AT %

vEae Vg4 (g e it (Recurrent Neural Network » RNN) # # % g @ W pr fF 3¢ it
HREFH O FEEFREFTEE O ORAETIARG HEDEBEE T Eir e 50
BT F & el frl B TR ATl chie SUaEA Qe R el E AR Y B K
i @ - @R e (Timestep) snFAler p 30k i ¢ W BB F o Fe - ¥
® eigbie SN e B 4E ] 3 £ ‘28 2548 (Long Short-term Memory » LSTM ) [23]
fef F* 7% 7% H =~ (Gated Recurrent Unit » GRU) [24] ¥ -

G SR LR R LA A D AT o bR SRR 6

B ERFRET AN I o

P55 B R

dNF ST TRE AN A B AT ApEREON TR F B P LR
TR AMA L T AZI L A FIHA] (Sequence-to-sequence > Seq2seq)  [25] ©

Bl ey 2 %8 F (Encoder) {rfi2#% § (Decoder) fe= v o & fiisif »

11
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ﬁﬁ%ﬂ’.ﬁin]i@ﬁv% iv 22 4p & B % (Dependency ) °

BRI RFIHCR - g A R 2 - A5 BRI - T g ) s
B vt 2R AR E L DED o SEESARES TR s i (Token
Classification) ;; & { ¥ L« m g > ﬁe?] ~ L;’i’ﬁi;f]t"ﬁ'?lé?’%ﬁ B Aipk o 1%@:‘!’—_%;—?5
el ] (% R odS BRI 1 B T R 0 = - K B E R 7 g
% N ¥R £ e (Latent Representation ) o % = %nf5 (5 » Yfh BB (s - B i
B MR A EBE A G TEBR e £ (Context Vector) j o 3% % 4 F Ak BiL L

£ W ;V@?lﬂz)%;q o

214 HEHH RGBT RpEHER
%2734 (Attention Mechanism)

doatvhie NAEA SRR R R ATEE BB | s fofEAE T 0 R BEEY
P "’”@?] B AL 0 T ER Y 32 £ HP AP (R 4+ (Long-term Dependency ) B
Lo 37 fEAEATR 0 © L (Bahdanau) % % [26] 4% 87 TR T4 e uis )
R JRAG T~ B TS0 UBLYRAR (F F2Rpch | FHe® o d 97 b BEFLD
PR ETEE R A2 SED ARSI R PG R A
AR AL o BRIl 0 0 R ER L B A AT ACE S S BB

FE I AP L R o

FF R A SRR O AIEEE A T BT F R g 8
E3 fifede @ (Inference) PFersd - 2017 & » I = (Vaswani) & 4 [27] % 4173

Zad RS 2 ke FE ORI B P THEE

12
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( Transformer ) | » 1/ f&4-4% B % T f% o
EHEBHEV SRR - B ZRBEBRBEANS 95 K Fi e Bl 24

B x et B EE > 0T AN A BRI R AR

1. & % #%5 (Positional Encoding)

o fh BN RS Bl ~ B ) 0 BRI RSB S A e B AR T BLIE 7

<

B Bt vhie N A SREPREHFE i fH A AT AR EmEEL AT F
PERFBEHE S o i endo k™ kBB R KR H o R B Z & Sl 7

R A B A HEAY o P G HT B R R il

SEE ML »E g ES - B EA (Transformer Layer) » i {712

%38 %7 (Multi-head Attention)
WHEEE Y RPN 2 B v 20 R (Query) Q- v £

(Key) KqriEs € (Value) Vo Bii84]3F 5 4o

Attention(Q, K, V') = softmax (QKT) Vv (2.6)
o Vi '

H ¢ softmax A *ﬁ,l“:}ﬁ&\mﬁz dp, 24w E Kag - @-%'ﬁ i iE
ﬂ‘frpéjrav mp\fi“"‘g'%ﬁ’fg‘é‘ > m wpiﬁr%x KRt ‘;fg_fir‘ﬁ %ﬁ’lé \/dk’l”\i
- BRSEEr R SR FRER S 1 ARG ES BT

EW R R TR FRBHEERERLG B AR AT HE el

P-4

rr BARFTER A R WO N WE WY S G TR R

#%/15f (Head) 7

head; = Attention(QWZ, KWK vivY) (2.7)

13
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4R B % LE A M T 5 (26) ¢ Attention(-, ) B # HASHI
BT T - R AT o b0 FF hBEAR LAY

¢ #-% BERehRE % i {7 P #& (Concatenate > T3¢ (2.8) 4 it 22 Concat) > G A%

MultiHead(Q, K, V') = Concat(head,, - - - - - - ,head;,)IW° (2.8)

B % % MultiHead(Q, K, V) T 5 BB % 5g &1 fic e i ﬁJ g o

FAuR NEH
FRERER LCEIRFEAITES ) fRARENT Z B

1. ki’ﬁi%l% v €532 £ i3 (Residual Connection ) #p4r » KE15 38 (7 & & R 14

(Layer Normalization ) 17 & 23" o
2. Bt R BHE o AN SRR E AR o
3. AR AR BN P EA LR B EA TR -
WP LEBEERKNFOR LR AR ER LGRS B R R

Bl AR -

952535 B4 (Cross-atttention)

%%ﬂmﬁgllﬁ&]’l——ﬁ*ﬁ%ﬂ g#_}_j—/’kﬁf?—gﬁ/___ﬁ&ﬁ;m _E,’l%’*fnl%g
BEmae B EHBAEOE e BT LLEY o) N EHE R HS
BPrRERR-FE > B EALKERETEL S A CRRENEEE B R

e 7 B S| T A ROV H o 246V # /B 12 (Scalability) @ B & p KE T oS
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—> ENSEESE |

| wmseasn \

EBE ‘

—> ENSESE |

I
. sEEsE

\\ ﬁf%ﬁ?%ﬁﬁ | T T T

—> ENEERt | —> ENEESt |

i

x N

XM

. smss= | | gEs@EsmE |

Y A M t L

1

[l
i
il

‘ gAEEA ‘ ‘ guERA ‘
2ET BHES

W 2.4: 3 B % W
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3T RF AT AL (28] B S EHCI F e gL 2

R BESY YT ALY - L3 LT NGG B - 4
o F RS RS BRI ey IR AWEFFY 2 ZREFY - <%
Wed HAHT LRI REFFDOGET > FR oY FRILY DAY

XLERE o

22 A#HEaBBEXSETE

2201 HHEIHREABEE

WA P AANEA TR ET R DA TR iR

B e fEr P RHTHBBIEL B P BFY P 2L 5 i P~ (Feature

Extraction) # # #c# % (Representation Learning ) » iz & #i-d|& 7 7 7 g
i 'H} t% °
WX g hE s mA S U I RFBREHES oy 3oL e

7T F I o {3 EATE Vit 3 A PR PR FA Dden
i@ 3 (n-gram) ~ TF-IDF (' 4g-5| 8~ 245 & > Term-frequency Inverse Document
Frequency) ¥ #fici® 2 03§ i a2 H 38 A f{d o 4ffeanif > 142
PR iE BE RIZ A B aJT A o @ % dojp ik B e (Filter Bank ) ~ ¥+ f 5]4E
3# % #ic (Mel-frequency Cepstrum Coefficient - MFCC) % # i » #f+vt 4 B HGE S
A ELE AR

iRk B Y iR brE B B AR o fRE T RIEAIE -+ 2 M A K
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(Mikolov) # 21 ¢ TWord2vec | i3] [29] » 3% #2314 & § o £ £ fix (Vector
Representation ) P~ & ﬁrﬁf.‘l (Sparse) it dicdy > Hapirhr 3 H@PE 7 1@
q‘;{ »~ (Word Embedding) | %/ - i i ~ £~ *2F 5 » B L HF 2z e
(Collocation ) 1 g gz ( Skip-gram > SG) ~ it § # & ( Continuous Bag-of-word >
CBOW) S @823 an 209 ek 015 BHPEG & E R4 o
Fior il {oRFrHFRF-EFETR e+ TRt > ELMo (kp F3
il rﬂ;?ﬁ,{ »~ » Embeddings From Language Model ) [30] 4% 417 T 2 F & < 4 »
(Contextualized Embedding ) ; %4 » # (7 & ¥ P 418 8 £ oo fey v 11235

BT R e A

222 BEBEESE

"EF A ORI 0 ) > BERT ((k p &4 B 0 %5 ¥ 4 fic > Bidirectional
Encoder Representations From Transformers ) [31] 4t 4% ) i 8 p B2 484] > 1 42
EPOPE 7 kdp A 1 fRde > B iETE AR T iEar (Pretext Task) 51 EH- A KA £ 2 &
PRARSN eI Y ERRFAM G T AF I ER Y ER T BR o

éﬁ’ﬁ%(uﬁm)%ﬁﬁu%i&ﬁﬁ;ﬂ%\%yfﬁibﬁéﬁﬁ
BB G B ARET R £¥ FRAESYRS S 2 TfEREY
(Self-supervised Learning » SSL) ; » BERT e # & p EFF ¥ F < FHE > ¥
M F LD EEFAHEFEIR (Pre-train) 77 7 #3] (Foundation Model )
FOORfRAT F T RSLAR R Y AR TR PR AT o A P A fRAE S AP M AR

3R K

i

=

St
|
o

L FORLE R R LB AL S B AT 0 A T ] AT A R e

i* (Generalization) it 4 > f2A- L fAR* Ting foo AP NIV RDIT R T
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BRI P ¥R ohiEaARfE s T T 2524 (Downstream Task) | » i B R L0
TAEEAIEN > oA R R B L Hipg o

FHENE 3RS G FA A

*\'.'1
*‘5;
it
a*i
w-
I
¥
s
=
}i"
*L
&
s
&
30,
=k

T RS FEACHAEL AR A R ehE Y FHEEF A F DG T

ix 7% 3% 5 % Mc (Speech Representation ) > & & iZ 73 F £ 7 >t B S H-5 F ik

R IR o 3 A M R DR B o Bbre L BF Pk b eATiE R o
fi&ﬁﬁj@ﬁh’ﬁf‘*g&’—%ﬂ“‘m "; MIRE Y BN T —"__f(/\;-a_‘-;jﬂ—\\w,?]—kbt:

CRES R A K E 1 4

2 X% %Y (Reconstruction Learning)

PREHCIE B FH ~ R TR S (Perturb) 15 0 9% HE o B 2l »

EATIERI™ R4sFA > i R Slick o A0
['recon = EIHf@('%> - .CL’H (29)

—F‘! v z :‘%%iﬁ%g?ﬁpx#i ’ f@() ,;. w‘m]ullﬁ{ %éﬁ" ‘\«é’ ‘#.T llf‘ﬂrﬁ a o "l,_;_Q‘ 3".)3:&
¢ 7 BERT % % > f s EFIF% #-7] (Masked Language Model * MLM ) | »

B3 Y 0 4% 0 N F ¥ bt Mockingjay [32] ~ TERA [33] % #4) -

AR XEE (Predictive Learning)

v‘F‘
=l
e
i
N
b
(=4
)
4y
o
.

ST F Y PR S ﬂgﬁgmﬁ%» LS UL S i

\_

BAIERIE Sl % RE Y FALY i R o HYBUR ST AT 5
Lyrea = Exleval(fo(x), f(2))] (2.10)
He fRHZHANEY rp Bodicr fo(-) 583 S8 eval % L35 IR

R
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Pt e Al R & Fp o ETF (Autoregressive ) » #p 3 #- A TRl A KRR
E‘Lmﬁ%] NFefice 233 5 1 TGPT (2 & V32 i % B » Generative Pretrained

Transformer) | % 7| [34,35] 2 A% » ZF 5 e T g § BF TR iR S 75 ( Autoregressive

ol

Predictive Coding » APC) | [36] + &4 * J a4 o gt ob o 33 A 7 AR 7 1
% H @ P 4o PASE+[37] FERIE 8 Al hd e A A FEHF T 0
"HuBERT (*£ % ¥ ~ BERT - Hidden-unit BERT) ; [8, 13] R/ p| & % (Cluster)
fe mﬁ"?] »F R PR S FERI P X AR 5 R B EIL (Pseudo-label ) 0 {8 ¥ #-

FELFEH -

HILX % ¥ (Contrastive Learning)

BN g R 8 R R A L kA (Positive Sample) & f % A&

(Negative Sample ) L % » R4 Soficid § €& 5 °

log (Zfexm exp(sim(z, 7)) )] @10

contr — _Ex . =
Eeont Y zex exp(sim(z, 7))

B o Al s 2 B X G E G R RADTAE > sim(, ) L3®
Bd BiRAPARRE S ¥ g IR Sllcs: N FEFE T sk
& (Cosine Similarity ) » 3 5 F & % @ % - N8 P it q) 2 T IR B
( Contrastive Predictive Coding » CPC) ;| [38] » 2 {$ 4= Wav2vec [39] ~ Modified CPC
[40] ~ Wav2vec 2.0 [41] $ 42 7 £t 0 2 B A erl N 205 > o D §
AOEHRF TAE 0 o Wav2vee TR AR PR e £ 5 A HARR K
FZER P e & PAL S R A o

I NV ED f R ANTE o BIEVRE AP L A SR A TR

Sl A TR R R R TR FR Y g iE L R -
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223 HMESLEBRET
BB RGeS TR Ar MR - R F R E T 7 i

Foehe Tk T FIet B N 3F SR R 0 0 R AT

MEYRRFT T RIIAAFSFE 2 KA ES P BNt RS ST AR
oo BT AL THEFE 84 (Acoustic Unit Discovery » AUD) | °

d N FLMARAMT Y ARy g g0 FAEF MR F S R

FB o g HAREEL HE e E RSP %S B (Vector-quantized Variational

PP

Autoencoder » VQ-VAE) [5] > 1% #ifikirendpizZ 3 H 8 A5 Y o
e B K g E (Code Book) e e 9 o

B AR 0 AT Wav2vee 2. e Vg-wav2vec [42] fv Wav2vec 2.0 #-i 5 0

W

PR e PR Y G R R

.m\?

HuBERT [13] Bk %t § ¢ MFCC 3 ficie 7 K-T 2 (K-means ) ;& &

/;‘Av\ap’;’

er 8 e e (Centroid) 2 75 F (Code Word) B i® 5 2P & 0 5§ 25 47 1

BERT &g ez 5 #2197 > Teed o M Bl insg 3 2 e PR £ 04 3

(5% W D I e B GBS W RS AT R MR W E s AR

M2 8 = (HiddenUnit) ;> Z 37 &5 ME? it A BB i - £iE45 18

7~ i 42 0 HUBERT & i< TR ™ & 32 Wav2vec 2.0 4piT 738 5 782

o

224 #XF (Textless) BARETERIEERE

K 2> HuBERT #3535 & 73] ch=# > {I% EHE ~epfug > 3~ £33 5
TR AR FK-THEFE 2 T EEFF AL EEL ot FHar £

BACERE 22 7 T2 F (Pseudo-text) | shgp B » B3t ig it e ~ 3!

P A0 fLF T2 2580 #3372 #4) (Generative Spoken Language Model >
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GSLM) | [6] e fle & F w354 & ¥ B e Aoz 4 4 03] B =
2ARIF FEE VRS FFFIHD L TR F (Textless) pRFES
R | FEHE[43] -

B FPRFDT ARIL N A P E (Spoken Question Answering ) [44]
# % Il 5 3% (Speech-to-speech Translation) [10] ® B~8 1 # #7 R § i B o i
i T ycH A (Discrete Unit) | A4k 5 #7100~ F 4P g L 5% F e chiE 3 4
B B3 e A M{eT 2% 2 35 HARRE hiR g s X I ARE D
RGEWE 15 F 010 3 5 4o [45] 9353 AR R AR g o

BEARA CRERY IR BEEI M Rip @it A AL Bz LR

z f—'?ﬁ%%%? HoA) 2 ﬁmﬁpé v i HARR N FEIt e E g o e}; Y = ﬁg
WE T vE KARITY B F S Ak dp M T = (Phoneme) | B 4p4F 3

W20 R ALK R BRI T

fhmr AL hbte — TFF Ak, & THAcE ~ ) S BR R 207 0 il o
BT RO @A Ao L BT AW Pl HE 2 TR SRR S

ez et a7 LR 247 °
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Xy - = v 2 ~

H=ZF B FTERBRBEFTIEA A
HuBERT [8, 13] v Wav2vec 2.0 [41] £ 3 A 73 ha# » 2 §4ZF =

R R A AR BRAET FF AT B E o d AT &

% F (Textless) f 2R3 3 IR | 2 4 [43,46,6] 0 i A 1 G AJRE 5 UHLPE > § 0

QA R o AT N AT U E BRR Y T2 FATE B anftel o
o BReE o 2 A S HCAIE 0 D R RATHREL . ¥ - 3 0 AT HA

"f3s (Token) ek 2550 » PAGEF AMm ML P »# F L2 F TR 13

BERE A 18 e o BRI AT A M 0 H I R B AR BAoE B it
Hc > 4riF 31 5 3% 7 AV-HUBERT [47] % % > TR A M B TR AR i o

e R B A R o~ o R Y B GE R A e o E
BT R TR ME T PEE TR ANESRRLF LR H 3 Eie- A
R R AR A BT R o TN R L Al D AL h

FEREAAT s BB AT AL A BRR Y AR EFES

5
-
%;5;
Nlud
‘}_N
)/
ol

BooX ik A FE S BB T — B

3.1 ABBEATR

311 X FARZZTREALBRBGEFTAM

p HuBERT # Az char 3 2 18> MR f % 4§ OMLAT & McAp B enAT R
[48,49,50,51,45,52] o ¥ " gk 1 p & ehddcd ¥ > € 3P~ HUBERT ehifg
G RRBCLYACE AEF Y O 2 AR TR - T

A2 g B > B 2% (Information Theory ) cd & > P iz d4cH ~
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FRERFAARES TR

dONE R IR A BN A EE o Py - HP L FUEE AR
SPTE R 5 MR R A T HCR e P R S USRS A e b [53, 12,48, 49]
o TITE TR D AR MBI > A S ABEEASBF Y K

A ¥3E S A pens N s 4Fu] §_HuBERT [13] 48 11 e 832 5 4~ H cris 45 o

3.2 HEIHAE

AXF Y AR ¥FFBHA (Purty) ~ *F (Entropy) fr4p 5 F 3 (Mutual
Information » MI) # 4p1% » iz& 49 1% & HuBERT #7 § @ 4 * [8,13]» * ruwt
WS EE Y Fie? @ om gy A gt Fap i t4 (Correlation) @ T
ke 2 1 B Ay RN

FEREPAEFE AT A RHEY RS NMEEES A0 FE R
¥ A F 42 (Frame) 2 A*H 87 ad2 o B4/ 3 > B4 - BS54

BOL j g R R ARRE A RER AN 5 B YRS AL

I

S EBoenE B
ALz & PR 247 & (Time Resolution) o F]pt » 3+ ix & - £3F » (Utterance ) »
,:li ‘f‘\fbg 55—;%’%}{,@3})%%\"‘ ﬁg L_’f’lra»:g‘_ v = [Ula ...... ’UT] iF %4 2% 3z ‘5 + #co He T {-“L

RS R B OB S B B B R o AR B

ml4
Juf

2 S BN T oo A A MY A BEI A e R BB R R
it (' Vector Quantization ) 425 > ¥ & 3| %4 & (Code Book) * i B4 F (Code
Word) ej, ° Fl#* > SZEF O HMALL T 5 J = [j1, - ,Jr] FHEATHE B o

T

B F5d i $A F (Forced-aligner) & 4 1 k3t ¥ 1k W32 5

23
doi:10.6342/NTU202500258



3% ¢ 93 % 1535 (Phonetic Label) © 2@ > i # § % #3801 & B F & ahde 4

IR PR L SRR D AN R T 0 S RS ES A AN

PHRJIE S N ol ARGL AR R RPFERHROFER A 1R A 2

i

y:[yh ...... ,yT] A5 A s EJT .
;‘% = l/g —;E }3’3 s F\ |Fe =1 7"; * lebrISpeech [54] N ,F'ﬁz g: §oBe_ g :

Al 2t A S ¥t R B 3.1 RO o 3ZEE SN F L “.. what means could

>

it.?> 138 BEIZEFPRE R o BT Re BRAY T LR AR

BET BRISFOHIL20FHEE PR TR G 2 FiE B =
7| % HuBERT 3] 4 ##c 100 17 2 348 ~ A7) > @ % T 7[RI Ed % = 7]eh3
TR ERBATHROEFR A BRI IR chd i o d 3t bk

B ¥ £ - B4 Fl ARCE A frg ey R R R R VR AR

Wit h-Aed SRR - R REFFERAERL AU 2

PEEREREATRESE I AR EL L - £ TR

s~
ix)
o
=
J
:
¢
Ee]

- BAACE 2R G = (G 25 kA sy = {y)l, 6

B AT o AT SRR A 2 R B f el R B B

"~

Y

- B

g+ e & i (Joint Distribution )

T . .
. o pu— /\ =
Py (y.g) = =t Z v N =] 3.1

He gy 5 yBF i d jdpshiis j it ~ o 3 B Rz

5~ f train-clean-100 3" 3R+ & - %5 89-218-0056 » T %5k 89 ;{—,ﬁ BF G HEL2I8 Y % 564 o

2ARPABet % 77 i » ® %32 A g i T2 o A 85 =A%

§ g g i g it o

o4
il

S SR I

ST/ 47 BB TR 3 e e Y ko E - R e ST e R Y -
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0333437

0.3821} ~ non-modifiable copy of sound

00856‘ [ HH‘ M ‘ i i Il f M “

510.6 Hz
= modifiable TextGrid
1ib what means could it :g;’ g
e | IS T P P SN N N8 S (10

sofofsopopopofrofopoliafiaeksle [0 [o2 |2 |2 [ Fokobobobsksksfsb bobsbobol sbobobskob2bafokobabafesses

49| 60 70 14 [refss| 9 2 50 45 61 | s0 Jis| 20 bsfoof o2 [ 80 [ 23 | 85 o e

el e T v ) Y

6 w AHI T M Y1 N z K |uHI| D |H ;;g;gedf“’""
333437 |0.333437 Visible part 0.913877 seconds 1.24731 15.087686

DRREEPEREEE0 Ty BT RS = 4

( Marginal Probability ) 4 %] &

Py(4) = Prs(y,j) (32)
Yy
Py(y) = Z Pyy(y,J) (3.3)
J
Fh o fNE - By a g 0 @B T GO BRACE G

J*(’y) — arg max PYJ(y7])

“YRDI) Py (i 3.4
B () arg max 1y (71y) (34)

B2 A $#E - BHLATHE ] AT SIS AR

P .
Y*(j) = arg max YJ(yu.])

= P ] 3.5
Y PJ(j) argm;ix YlJ(y|J) (3.5)

S R T AW GRR Y KAl

25
d0i:10.6342/NTU202500258



321 #&E

~

ﬂ&#ﬁﬁ’— J& 3 lf"fr',gﬁ‘_ CHAARBARMZ BPHBIE S FRES mog

FcHEA~md BN v ED T A I ey

F4eébE (Phoneme Purity)

T BHACE AR Y o R

<l
3
44
iy
E
k3
14
A
=
i<

Ep, ) [Pris(Y*()14)] (3.6)

274 (Cluster Purity)

B RAPE i E B ik R R ERE A il

Ep, ) [Pry (J*(¥)|y)] (3.7)

BRI - HY R TS E A HEBF S AWM R E KR T A E A

_—f']ﬁfﬁ?\ [t~ = o SN

.m\ k4
I+
i
W

LA LA - BIERONT LS - B3

FEARE A 7 e 3T E S g o et R F 1 E 5] 100% e
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322 JEfedn L E

M BREE TERF S SN o 1995 HUBERT %+ [13] ¢ o 53

AR A LA

MJ*LF‘ MILHenk R LR f@‘}:}f‘»zljé‘f’l‘{'%fr#gj ?—F‘% o

¥4 (Entropy)

FOTERBFTALG  FEA BAHF Y RG] DR F P73 L

(Uncertainty ) » 2> 5% % i :

ZPY )log Py (y) (3.8)
ZPJ )log P;(5) (3.9)

e HY)fe H(J) » 5 5 § fedpdc ~af - B3 A HEAT LR

mly

FACHATE ~ D e ;ﬁl o

52 #ib2 48 Z EF3# (Phoneme-normalized Mutual Information » PNMI)
Ay TEEDIF - BHRACE R NS 0 iR om0 TR

GHATE AN T BRET F O T e 25N E L

b - PYJ(?J,j)
) >, 2 Praly,j) ¢ BP0 G.10)
H(Y) — 22 Pr(y)log Py (y) |
_H(Y)—H(Y]J)
_ e (3.11)
H(Y|J)
ey (3.12)
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GARERAF  ATRITE AL FLAREF I EOFTR A BET
Lo des o d WPE A LT R mEETG d LAPrHe aR AL

FILBEARARE > R g BAE oom 2 R URATE s E R oo

33 ZH5Z2W 54453 (Phoneme Type)

hH - gk Dbk o d v g 2 B fdp b end e hiE g
oA SR e n] o 54 ik A X (Sicherman) [48] ~ 7 < (Abdullah) [49] ¥ %
fecha o™ 58 HEF g R FAN 4ot - Ko f 0 H g § iRirn X 40
W2z il ¢ BN AR TERICE LT G MBI g B

54

B EE A TR FLT RS g § o G 0T

e
“m|
3
A
=
Q"%ﬁ
ml4
G
2

LI B AL A K

-

M IS EAIIEE S Pt S S e

% (Consonant)
W LhSERFf g fnd o FRaF 2 E a3 & RE S

AP PR 3 R

« 23 (Plosive) ! M 2B F imchs X3 hY o 2 5 fp/~ /b s

/d/ ~ K/~ Ig/ = 76 o

+ g3 (Fricative) : #5d v vp¥ 25 chik B+ @ f /0 3 B B4R & o
3 0 & 7 M/~ ~ /sl ~/z/~ [/ (sh) ~ /z/ (4 Tgarage | & "-ge ;) ~ /0/ (& ¥

chth) ~ 0/ (4 #shth) ~ /h/ 4 48
« 2% (Affricate) : d B F el zikd RS Iaf g > 23F57¢ 73

Hf/ 4o /dz/ @ 48 0 W ch foj o F o
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« % (Nasal): # § jnil B f 952+ h83 > 3 /m/~ /n/ ~ /y/(ng) = & »

+iF 5 (Approximant) P % fEE A G 0 3 A A fol § L Bk}

(5 y Falfs Peang )/~ ~ fw/ = 48 o

(Vowel)

c
afy

B2 dpHte AE R R R FT

A AEF 2R HeaE ~F (Monophthong) fré # & % F
(Diphthong ) & #f o 3 ¥ A3t a~e~i~o~uF* & 24 i

BEHRg AR - e FERA TR TR R LS

3k Rt gy o

e LS E A S | i

5§ - PR -

Fooboo5 S AT TR B

% % (International Phonetic Alphabet > TPA) [55] > @ &_

T+ p A~ £ 4 3 §8 2 (Carnegie Mellon University Pronouncing Dictionary >

CMUDict) [56] ;> B~* # ¢ 51 ARPABet 4 i [57] > W@ d 3 # o chid 88 4k

B FEE e £ 3.1 ¢ FF {Emihd mF At

34 TWERELSHER

APPSR R R TR RE T ARILEH [43,46,6] (AT L 0 B

v R R A M AT

e« HuBERT [13] : x ﬁ‘ Fiy 4:8 % + & 3% gg;#g P g » YLIR B 3N § N ;ul‘gﬁ » H 2 B
ARG K-T 5o #ii 8 2 chis % > BBBFEH 7 A9 A9 Ak

# | H 9B~ p CMUDict 7 % (http:/www.speech.cs.cmu.edu/cgi-bin/cmudict ) 5 p?
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§ = | ARPABet # 712 | § A8 | #0|HP | o0 H Py =
/a/ AA =3 odd AAD
[/ AE =3 at AET
/n/ AH H 3 hut HHAHT
1o/ AO H 3 ought AOT
/av/ AW [ COW K AW
/a1/ AY [ hide HH AY D
/b/ B f be BI1Y
/tf/ CH g cheese CHIY Z
/d/ D =3 dee DIY
/0/ DH B3 thee DHIY
/el EH Az Ed EH D
/3 ER =3 hurt HHERT
le1/ EY [ ate EYT
/1] F B3 fee FIY
g/ G f green GRIYN
/h/ HH B2 he HHIY
1 H ¥ A3 it HT
n/ IY 3 eat IYT
/dz/ JH g gee JHIY
/k/ K f key K1Y

% 3.1: ¥ 3 =49 ARPABet 4 7 % fod A F R
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§ | ARPABet # 712 | § A& | #0|HP | o0 H @ ehy =
n/ L TH lee LIY
/m/ M 33 me MIY
/n/ N #4 knee NIY
y/ NG #4 ping P IH NG
fou/ oW [ oat OWT
o1/ 0)'4 [ toy T OY
/p/ P %5 pee PIY
/t/ R T read RIYD
/s/ S B3 sea SITY
/[/ SH B3 she SHIY
It/ T =7 tea TIY
0/ TH B3 theta THEY T AH
f/ UH ¥ A3 hood HH UH D
h/ uw 23 two TUW
N/ A% = vee VIY
/wl W T3 we WIY
/il Y TH yield YIYLD
/z/ Z P zee Z1Y
I3/ ZH = seizure S1Y ZH ER

% 3.1: 3§ = ARPABet £ m i frg a8 i (4)
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PREEET Ok F 20 FHiFi- BFizo

« CPC40] : % 5 %48 B + ki NTERIE » 8 S8V P05 22k f 37

RIEd AR F 10 E R BoRAgkiTiGE

« Wav2vec 2.0 [41] 1 % £ 5% %078 B + 3 BIERI R 0 I H N E Y 25 o £

Bk EBES 14K > F20FHIEE- B

« LogMel : 3 80 *a4t#fics i PrAf s e B8 e > At 17 50 AL 5t (Base-

line)e F1=8 & 5 10 F4) -

APREL AR ANERN PR FT P RF T RILER6] R RWw
PR ARV RS K- E 0 YRR R e E N R g 4
Hwmengg it > A AR N E 4 53 o B o LibriSpeech F AL & [54] ¢ 2
train-clean-100 2"+ & > EPF 3§ L Hcie R 7 K-THL #H gy 2978 > ¥ #14
ARG 50 ~ 100 - 200 = BrRR A o

* % < 14 LibriSpeech 2 train-clean-100 2" ® =+ & T 2 2 47 % % » #-3F 5 F8
Beig 3 FACEe BEATHEF A S LGB E @I R 2 gl
A DEEY T F4 e 230 ifian @ Pl EEE % 8 A B i
EVRBA]  BE R R FEBER LA HEFF RO SRR £
By L P ER AACTER R R > 2 A G AR PRI AR A AP

M M 7 o

Shttps://github.com/Montreal Corpus Tools/Montreal-Forced-Aligner
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il 00

D- 0.020
M- 0.015

Ao - -0.010
-0.005

““““““““““““““““““““““““““““““““““ -0.000

3.5 HHFX

AR e ? > AP L HHYEE e BRI B o 180 M
Y R RS FF E s o BT Rk AP eds 4 T4 M D
Bz ITMREAETATES A E TN %ﬁt" AR AR E LR
oo b LSRR end AL BE L IR e
B Vi * B (Heatmap) R % IRF TE4tHE ~hi B F A 0T py, o Tk
e AR 1Y (Visualization) = 3% B4R A I EL g iR & o

B &0 B 3.2 HuBERT & A 7 #03] > #4cH ~ &4 #Hilic s 50 chsidicdy &
o P A P oo A 4T 5F g AT R R g AR enl T o

BlP cnkight 7 & Bg i Hdhdr 2 BAYRITE ~ o LB%RBP o dhg
FERREGERST Pr(y)d %3 MER S BEodicdE 20 Lk H ko

BWSFF L Y()) PGt B = EEER5] cCRT M ARR L Bord 2P 3+

Chod B BAACE 2 g fr o HAEI R S Y = YO(h) = V(i) Bl RS I B

Pyy(Y*, j1) fe Py (Y*,j2) @ B PIMGE TR R - 50 5 B RATH ~hfjn tagdfe o
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¥R 1 o
JEd BB AP BT 2L e FF AR R AE A g ke

sy

bl o 20 B A g A4 T ORI G B f

1. %% B2 7 (Column) Brd % EAR4r (S B foT 5§ =B R o 4ok = B i

H A it 7 o PIT B IIRE g R o 2 Aok dgfRanp oo

P A EHR P BRI AE B AR S
Efe e BERONRL FAFKE SRl k> § RHART 1T

100% ° @& 2 FEEHB T AR TR 7 AR L B RARP o

2. #E BH A (Row) Bodet BAR4e (S enIrR| LA B R o o 5 B 240
AT R R S BAATE s P ERRE > F B A &
FENLFRDEL R AR Pr(y) o RS § A FEEH P
FD FHR R 5 g F - B R ERE B

LA o K TS LA S e U A MR R T 41 B

o
in}
3
Iy
i
N %
3
i
T
B
pat]
=
&
&
4a
e
=
N

LSRR RN E R
NEFEAEEL A APERET AP REEH BNy R A E R T R
e 2R WAl RBRIFRIE T EARES R TREIZ R (AR E A Y D

TAREE o AP A IR A LA B 6

I e Ak R A > K BE A G TRy e idem Y > FA 5

SHE A BRI PG 2 V() 2 ek BT A

N
auh

W e m Pry(ylj) 5 247 R B E A hp i H8 R —Efi’*’fi-‘i‘«‘if'}?

B F R AR B X B RGO
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2. F 2 ikt g W E B 2o REUVOTHESRIGE AP £

&’4ﬁiﬁﬁﬁiﬁﬂ Fa 0 Pyy(jly) @ e g HJY) » 7 3R

BT R A PRAFROE RV IR P E R f A A BT R eh
BRACAT T E W O s R E G BRI A R S T
PG Y B e T A AR A e d 6 B a0 NG A aen
R EL S BTN - RS RN RS G ) EATHBEY B I AR GUER

M IR RN R

3.6 HMER

3.6.1 &ZBHH

Z32/ET T PFR A AE A EHEHS R e 3T i R dicd

FAOAPLRFRIASFERLSOF > = EFS AADEFBF L GR
Bl > T AR 337 o KB P 7 2@ BRI > HuBERT 4 CPC 2% B+ & &
PhBGRD At B A7 3l e E A 2 B ¥ AR Wav2vec 2.0 &
LogMel { 5 P 7% o i X Pt ) HUBERT 4r CPC chdfic 4 e { & H A X & A 3 1=
2 BB oo PERERY HEDES BHEARSE F BRSPS THEkKE -

BFY R A FEEISLR 0 AP - B ELRA L A4 04 HuBERT &
FHE 50~ 100 o200 s o5 A G EF o B 3.4 L= F R % Km0
FOUER G A EERE I BRRFORSAAT LR @S- R T AR
end BRE L e E BRSOBIEL L AREN S HARTT RS
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LR 32° A3 mHRE T PAESE s A EA LR T PR AP
R S & O SR L ERE S Tk SR RGEE ]
HHAE A Rt Fadp B o

EE e BAT A A ) SLngp it AR LG mARERIR o B RS =
it B P FE LA o A 935 L HUBERT £z 353 £ ez @ sk d i eho @ A

e JUREE B S

3.6.2 AEBELABEMA

T RFBEP I A Gt o B F AP GICE e B O AT
TAEFRF AR o F A APV ek FEA T E 2 5 A R e A
BEABREY > THE BRICE AV I REOEEF 2 HY|)) 250 E
S R 7R o

B 357 L Ere BH s HHcan £ 50 preniE 23 = 3 > B 0 AR
? ¥ 124 I HUBERT 4 CPC e =% 4p #&.> Wav2vec 2.0 = LogMel i i€ > » ,Th
Z_HuBERT {r CPC * @ 348 ~ $pehy AP B¢ » 2R A T IR E
AR o

B 3.6 B £+ #i HUBERT 73] f 4 3 #c 3 50 ~ 100 - 200 ¥ e 2 F 9 o
FARL A d AT E A 2 R o TP E  Blenidhin v GldciE &
o 7R TR A uR 050 ~ 100 7 200 4R 7 2T Ak o R Y T R )
AERA SR REWER S 2 s BERFHEN S B o

BEod A & ANRICE b B AP D BT (F4e SpeechTokenizer

[45] » DinoSR [S1] it % » ¥ Feers Pyyy(ylj) &> W45 B3 7 7 ik

-

35

w

CEW S BT E BE CHEIVIRS o FHEAERA T APl
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FEHR | AESR | W | AT (I TR

HuBERT 0.5256 0.3382 | 3.3152 3.8681 0.4993

CPC 0.5188 0.3812 | 3.3146 3.7918 0.4992

Wav2vec 2.0 | 0.4006 0.2676 | 3.3152 3.8215 0.3706

LogMel 0.3253 0.1473 | 3.3158 3.8630 0.2647
(a) » ¥ =50

FBE | AEBE | G0 | AcE AW | I TR

HuBERT 0.6097 0.2553 3.3152 4.5704 0.5786

CPC 0.5895 0.2674 3.3146 4.5034 0.5557

Wav2vec 2.0 | 0.4877 02118 | 3.3152 4.5284 0.4596

LogMel 0.3348 0.0931 | 3.3158 4.5591 0.2789
(b) & #H# =100

FEBRE | AESE | W | EE AW I FTR

HuBERT 0.6474 0.1644 3.3152 5.2681 0.6289

CPC 0.6098 0.1789 3.3146 5.1885 0.5882

Wav2vec 2.0 | 0.5427 0.1467 3.3152 5.2173 0.5188

LogMel 0.3474 0.0569 3.3158 5.2322 0.2955

(c) A =200

320w fBF S AT P A EEDHR ST T
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0.025
0.020
0,015
-0.010
-0.005

-0.000

- S2on
- Leon
- 800n
- 620n
- 8Ion
- 8bon
- 8eon
- 0Ton
- Ogon
- €ton
- Z€on
- Leon
- Oton
- ¥Eon
- 9con
- ¥eon
- %00n
- £2on
- {Ton
- 4oon
- 6Ton
- Tbon
- Sbon
- Ston
- topn
- Lton
- 9bon
- €00n
- 920n
- 2Ton
- Teon
- 82on
- Teon
- ITon
- ¥Ion
- S0on
- V’Db

0,025
0.020
0.015
-0.010
-0.005
-0.000
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(a) HUBERT
(b) CPC
38
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0.025
0.020
0,015
-0.010
0.005
-0.000

- ¥bon
- bZon
- <Ton
- €00n
- &bon
- 8Ton
- 670
- Tton
- ¥gon
- €ton
- 0rgn
- Tron
- 920n
i - leon
- ¥Ton

- Soon
- - 82on
- 00gn
- 0zpp

- 6bon
- 6con
- Obon
- Teon
- 42on
- - 8€on
- 40on
- 9Ton
- Toon
- 620n
- Lgon

(c) Wav2vec 2.0

0,025

0.020
0.015
-0.010
0,005
-0.000

(d) LogMel

s maE ()

rs !
AR

EA = - S
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0025
0020
0015

~0010

-0.005

-0.000

=50

(a) A # i

0025
0020
0015

~0010

-0.005

-0.000

=100

(b) » ¥ ik

0.025

0020

0015

-0.010

-0.005

-0.000

=200

(c) » ¥ ik

£ e g

=gl

HuBERT #-3] &7 Fe 4 ##c

® 3.4
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ERHA

#E
o - ~ w IS « £y

H

(a) HUBERT

H AR A

£33
o - ~ w IS n o

(b) CPC

A oA

A

(c) Wav2vec 2.0

A
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AL
0.200 el Ll

0.175 A
0.150
0.125 A

=

< 0.100

2
0.075 A
0.050

0.025 4

0.000 -
0.0

(a) & # 3 =50

A28 A

0.200

0.175 1

0.150 1

0.125 4

0.100 1

et

0.075 1

0.050 4

0.025 4

0.000 -
0.0

(b) & 4 =100

A8 A

0.200
0.175 1
0.150 4
0.125 4

Sfoaoo—

ERig]

(c) A~ ¥ ¥ =200

B) 3.6: HUBERT #-3| &% e & ¥ #crnif 2 3 2% 2 = B
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M- - 06
AO- 04
G- -02

B L L L e e Wm0, -0.0

LSO Tk

BER3T P d 2 2T ARBORMER > g ANTE A D ERT
- R HRGESR R 0 AR P URE R E A BT R
b ing fRirsile gt APRT U AGR TR L PR ET - & F & i

Moo Bdp e U HACE A v P g et s AT 4 B R

3 Aok AR R TE MACE AR S A e 2 g o FER R

FE AT UERD - B ABOF IR S iy

=
N.
=3
F_‘-
N
X
ml4
) -
\\ 1-5
~=b
;:.‘J
P4
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u035 u000  u016
rank1 = AH AH AH
rank2 | IH EH IH
rank3 | V ow EH
rank4 | T AA ER
rank5 | ER AE Iy

u049

T T
K K
D P
G D
AH

u044

u005 | u014
T S

S z

K T

P spn

z HH

u0l1

SH

TH

u021

EH

u028

DH

u031  u012

IH

EH

AH D i
AE UwW

# 3.3: HUBERT -3 ~ » #¥dci S0 230 A 34t ~ 9t e I 385 5 =

~
mls

ARE RS e R A )

CONSONANTS (FULMONIC) 80 2020 [PA
| Bilabial (Labiodentsl| Dental |Alv=o}.ar Postalveolar| Retroflex | Palatal Velar | Uvular |Pharyngeal| Glottal

Plosive plb t]d tdlc ilklglaec| | [?]

Nasal m| m n n| n[ p| N

Tl B T R

Tap or Flap \'a . U

riwie |G B|f v |0 8]s|z|[ 3]s z|l¢i|xylxs|/h S|hA

fs 1k

Approximant v 1 1 ] 08|

pproviman: 1 | £] 1

Symbole to the rightin a cell are voiced, to the left are voiceless. Shaded arsas dencte articulations judged impossible.

%34 R'ER R4 a5 &R

S ACH A R B P 3 U - 6o
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08

06

-0.4

-02

@] 3.8: HUBERT #-3] ~ » #¥#c 5 50 2 dr4cH ~ &8

BTN (Wells) [12] = 225 A 5 R

-

3 » 3L 2

J P H

’

e 20 EME AT 0 AT ML

R

2 Bk 2 NT R

e RS T

ml4

£ena s H T TEY SN 50 e bl4e 05 B

[48, 49] %3

A g

-0.0

e 5 AL

Xk

g

4=
A

A

-

& ¥

-

o I fe fs) B

RA B - BEES N Fa ks $A By ok £ 4 34 RS
Tt 7o gFRTPREN TR o Ty g T 0 EAple chie 362 2
BEIE AFRIIPFFELEIBa e A RN E - oSN A
AV UHBEIRERELA DA BARRE Y augd o

Hag g o Flpt A g hiRd £ ATH AR RS E AT S 0 TR
REFEAFEELA L ARZGLEYIE 2 B deimdp 7 I § 2 Fanfp izt
R S RN S TRl R SERE R

B 3.8 s i i A irRE N (Wells) [12] #

/

B

iy - % d

B>
"/’att—r q-\'/}?

T SR

NEdy TEF I, AR R

45

BRHAGENAGH > phmy [48,49] @ * ch Mg F 254 ) gz > 2 & B

2 ¢ M BE R RS @ e

_,

TOAE R o Y

=5

Bz LR R S
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Hhht ERF AL EE L e RFHRY R DT RAF A ANPR
By HE BYPRIE A PR AT RAE P2 RBREEAAT REREALS BRR
B ¥ EBRITE A JEHRBROERZBFF Y 50 RPEEE A

uﬁ;‘ TYH(g) s £ R A EYH()) R

iy
E
D72
2
5
-
*
_*
(S
S~—
St
=
|
B
P
<
&=
4y

ek Y7(j) € K°(G) » K°(G) = {Y"(5), Y, Yoo A B Y()) R

BREE o Pl el i KA(j) o Mg AR R

Ep, () [P (K*(5)15)] (3.13)

Ep(ne) [ Prjc (T (57)]6)] (3.14)

VU R BB BT AR ARRE R L AP e | Bl e
23587 P EA AT CAEPREYR L HEHAIRLE od 27 T 1Y

7 ZFEin > HuBERT chdfdc 8 A% il Jg b cn®e A 15 > T i £ 8 3p4cH =

Y SRR 2 s TR NL RO RRE S E
R EIF g A R R

3.3 REFEILAEWA

a2

BEFH AP iRy 2 BBRE B AR RO E L iE 2 W

HJY) » 233 g 2 B 7§ 8203 R 5 5 SR i & Al g -
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BEEY HBY|EUENGE ﬁgggﬁ@r
HUBERT 50 0.7006 0.1509
HUBERT 100 0.7584 0.0882
HUBERT 200 0.7793 0.0488
CPC 50 0.7019 0.1998
CPC 100 0.7417 0.1054
CPC 200 0.7564 0.0684
Wav2vec 2.0 50 0.6304 0.1570
Wav2vec 2.0 100 0.6856 0.0950
Wav2vec 2.0 200 0.7163 0.0564
LogMel 50 0.5382 0.0969
LogMel 100 0.5436 0.0581
LogMel 200 0.5510 0.0345

3035 03 AR E 0 E B AT P A HEh R By

%364 B 2R AP s FHEL 500 100 FF o SAcHE A By B A M

B e BRI RN A AR T A R P SEE

s WEHg Mg =3 AANEY~F~ZH-SH-S %> #¢ F~-ZH~SH-~S ¥

s W EWFHE =F spn - AH-IH-T-D %> #°? T-D > %5 -

a4

BRa S B icE A ER G EY oon B RIAPHRG Adre 20
e AH - IHE 3 F @3 3 2 pERFT R LT P AL &7 B33 8
T3 g faHt AACEY SRS Fla RIEE P Y S BapicE 1 o 2B AR
47 oS A o BT 9 5 A (17 HUBERT v CPC % P9 &g o

PRB-HHREI PG YL HLE  APE R BREPT TN

AR RRAT RIS T R RS AN A HE B e
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#1

#2
#3
#4
#5
#6
#7
#8
#9
#10
#11
#12
#13
#14
#15

#1

#2
#3
#4
#5
#6
#7
#8
#9
#10
#11

#12
#13
#14
#15

HuBERT

spn
AH
IH
T
D
EH
TH
HH

G
sil

AE

HuBERT

spn
AH
IH
T
D
sil
EH
HH

T O ZX

BAETHERS (DFEH=50)

CPC

spn
AH
IH
DH

EH
HH
TH

(0)4
AE

BHETEERS
CPC
spn
AH
IH

EH
DH
D
T
HH
R
AE
AO
TH
N
sil

Wav2vec 2.0

spn
AH
uw
H

T

D

DH
HH
TH

R

\

L
EH
JH

DEFH =100)
Wav2vec 2.0
spn
AH
H
T

DH
TH

HH
\
N

JH

EH
R
G

LogMel HUBERT
spn #1 ZH
T #2 SH
HH #3 E
AH #4 EY
DH #5
G #6 w
D #7 S
\Y #8 CH
uw #9 Y
JH #10 Y
IH #11 ow
#12 z
K #13 AO
oy #14 L
B #15 ER

(a) A ¥ 8K =50

LogMel HUBERT
spn #1 SH
AH #2 Y
HH #3 ZH

T #4 E
DH #5 NG
G #6 EY
D #7 uw
uw #8 w
IH #9 AW
\ #10 AY

#11 M

oy #12

JH #13 ow
AE #14 CH
N #15 L

(b) » ¥ 8 =100

BB ETTRRE ( AB# =50)

CPC
E

sil

rEoR2EER2z0E ]

BHEETTHEIE ( DR E =100)

CPC

SEINZ@P<x0Q0 FR M

Wav2vec 2.0

THQELBELRom

NG

Wav2vec 2.0

LogMel
SH
sil

(7]

LogMel
SH

% 360 FiE R At FHCE 5040 100 PF o HATH A OE AR B A g
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il

E%FKEE@%@ jl':E%ﬂ L -
s *‘Eﬁ“ﬂﬂﬁﬂ-w\ EFMES

ZH - 0.015

EH - -0.010

EY- -0.005

............................. L. -0.000

B13.9: $Hx P A a5 Ao B3 BB A T2 7 LW
(MEFEN FHRAFZHCRSBONTE S BFE)
AT A N B SR R e Aot - R APRT L ERE B AR
Bt P HATRAAHEGERDARLR > TV RT B s AR
o fFhn A A P g P TR S AR -

£ 3.7 0% B gl ] ot ey o O B¢ i R T 0O % ] HUBERT 20

Nud
‘,ﬁ
i

TAHEG AT FABE CBR S  BEERE s ] SR

/’lef\—‘gl Ix—va\F‘ E"J Fm'm[,'a ‘ﬁ;{ P} 3—\. IFB '1@,?—%‘?'] M #‘/‘tl/j\;t‘—g /f'_ (%aﬁ;t’ E’f‘) r_-,[:;! 20 J)
B RS VR RS RS SRR R LRI B e
Sl R E  BAE B MR R RS B RS PR el A

WER D A FRLER o
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cm=s  smg|Rt  BE  mE  ERE ME %8 S8 U8
S EMAF SUaE SheE SueE BNeE SRE EaaE
HUBERT 50 0.9924 0.4744 0.7033 0.6616 0.7580 0.5222  0.7813 0.8658
HUBERT 100 0.9943 0.5480 0.7535 0.6917 0.8447 0.6306 0.8273 0.8952
HUBERT 200 0.9945 0.6330 0.7711 0.6656 0.8721 0.6663  0.8707 0.9287
CPC 50, 0.9930 05276 0.6039 0.6057 0.8594 05489 0.7542 0.8426
CPC 100 0.9935 0.6385 0.7466 0.6107 0.8807 0.5683  0.7960 0.8649
CPC 200 0.9941 0.6819 0.7632 0.6748 0.8900 0.5906  0.8079 0.8792
Wav2vec 2.0 50 0.9921 0.4089 0.5314 0.6372 0.6156 0.4649  0.6458 0.6642
Wav2vec 2.0 100 0.9941 0.4890 0.6096 0.6822 0.6477 0.5205  0.7595 0.7933
Wav2vec 2.0 2000 09946 04989 06716 0.7022 0.7024 06129 0.7970 0.8305
LogMel 50 0.9903 0.4149 0.4507 0.6728 0.5891 0.3600  0.5817 0.6221
LogMel 100 0.9904 0.4183 0.4766 0.6768 0.5907 0.3721 0.5959 0.6317
LogMel 200 0.9911 04255 04917 06862 0.5944 03932 0.6142 0.6709
Fuww  smw|oo,. . PR WE O OBEE O &E EnE  #im A
SEME SRAE AR HBME SBAE HBAE HBAE HBAE
HUBERT 50 0.1733 0.2621 0.4688 0.4760 0.3633 0.3252 0.4996 0.4130
HUBERT 100 0.0855 0.1936 0.3591 0.3197 0.3325 0.2507 0.3978 0.3147
HUBERT 200 0.0461 01470 0.2220 0.27656 0.1927 0.1651 0.2872  0.1749
CPC 50 0.3927 0.2673 0.4025 0.4337 0.5423 0.3420 0.4327 0.4270
CPC 100 0.1389 0.2506 0.3742 0.3604 0.2951 0.2476 0.4118 0.2553
CPC 200 0.1051 0.1741 0.2612 0.3268 0.1911 0.1340 0.3122 0.1784
Wav2vec 2.0 50 0.1541 0.2152 0.3467 0.3245 0.3313 0.2611 0.3446 0.3197
Wav2vec 2.0 100 0.1253 0.1505 0.2788 0.3040 0.1855  0.2062 0.3919  0.2433
Wav2vec 2.0 200 0.0826 0.1150 0.1760 0.2547 0.1396 0.1370 0.2810 0.1847
LogMel 50 0.1660 0.0887 0.1657 0.1597 0.1614 0.1324 0.1682 0.1883
LogMel 100 0.1099 0.0555 0.1242 0.1381 0.0810 0.0773 0.0828 0.1271
LogMel 200 0.0802 0.0347 0.0693 0.0752 0.0476 0.0459 0.0527 0.0687
amzm  pmg At EE  mE  EEE ME B8 BxB WA
HMEAR BEOAR EOZH AOEN HESH HARH RO EEER
HUBERT 50 0.8295 0.2082 0.5596 0.1065 0.3512 0.3961 0.5683 0.7110
HUBERT 100/ 0.8672  0.3351 0.6318 0.1998 0.5609 0.5168 0.6667 0.7734
HUBERT 200 0.8737 0.4563 0.6691 0.1597 0.6223 0.5657  0.7396 0.8326
CPC 50 0.8288 0.2999 0.4508 0.0252 0.5635 0.4201 0.5438 0.6551
CPC 100 0.8454 0.4477 0.5982 0.0412 0.6136 0.4431 0.5936 0.7085
CPC 200 0.8588 0.5038 0.6404 0.1399 0.6520 0.4799  0.6298 0.7331
Wav2vec 2.0 50, 0.8134 0.1086  0.3351 0.0706  0.0959 0.3019 0.3844 0.3738
Wav2vec 2.0 100 0.8457 0.2245 0.4279 0.1375 0.1419 0.3880  0.5779 0.5806
Wav2vec 2.0 200 0.8578 0.2479 0.5130 0.1743 0.2601 0.4956  0.6346 0.6495
LogMel 50 0.6971 0.0918 0.2402 0.0832 0.0272 0.1963 0.2483 0.2941
LogMel 100 0.7104 0.1014 0.2655 0.0982 0.0328 0.2160 0.2757 0.3239
LogMel 200/ 0.7314 0.1112 0.2888 0.1108 0.0394 0.2389 0.2998 0.3647

23T R L AE L AR ST T
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(a) HUBERT » 4 # # 50

(b) HUuBERT - 4 3% # 100

(¢) CPC » A # 3 100

FulES

® 3.10

% % THuBERT » 4 3 # 50 , 4= " CPC » 4 ¥ # 100 |

B

>
i

i

ER

o~

&

Y
~»
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(2) HUBERT - 4 # # 50

(b) HuBERT » 4 % 100

(c) CPC » A % #c 100

—

T R A

1

7

=2
Gl

o

B %

® 3.11
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3.6.4 HFEHEERF

Bt 24 F N (Wells) [12] #7322 » NPIRE 2 b § 8w P § &
SAACH A oo AT E B s A i S B Rl
A TREBENFERARE LT FFHES AR A FEERS BRFE DL R
2t i HuBERT 4 # 8 50 o 100 v 2 CPC 4 # #ic 100 Hs & . Bl » & %%

SpeechTokenizer [45] §= DinoSR [51] 0 (%2 » 11 Py;(y|j) & R > FERRALAT A Bkt

N

.m‘&

LR RS I Sham it LR o B 3.10 ¢ i h R L BRI R L
SRR B RS SR REATY S R (E#Y & THuBERT » 4 #4c 50

fo TCPC» A#H 100, L 27 it P engicd ~ s 584 ) P 233

P AR TS A W 301 ¢t AR B R LR AR R R ¢ i
3 OEATEITE 0 BT HdeD G AR RS PR B L R A

3.7 KF#E

AR EFEH R E B0 O AR R H R R Bl
o APKARIV TR HEBBIABEFVARIE L7 T HEFH o
gt es s K H F ¥ AR g 0 R A PR H R AN 40 i 7 LR
PN g7

SEELF AT FAER S APFRE S DRAE 28GR A
AR RIS oo R g VA R HCAR B A R AR 2 RS
HuBERT 4] cifdc & e & S b ¥ 223 =2 B aifp it 5 P AT « T2 > ie

~ # e HuBERT 4 e S0 B35 dicd b b o % chid) s ¥ b » 3
S R 4 osil - g AR FRACHAARE F -
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YR - BHATA AT Tt T o R EREFE-H LS BHRIA RS L P

AT PR 2 Bl koo
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W E ZEZFHEBABAFTILH A

4.1 %

WHEZ R - B F AR AV HBERT I OEE AR AR5 0 8
- ATHE AR BEOEIARETRE 98 F 10220 FB o k- B
FHRBOBAITE A B R F 5E S XD RET R AR Y

(Tokenization ) efT % » NP7 120 E FBEGU x5 2 B Y VEICE A B A b oo B

&

M #-% B> F 3% (Character) 2 & =2 =% ¥ = (Subword Unit) &4 >
Feg gy vt ke s S RRIE A R AADE S BRI ITNE - R
o EAEA LR IR E S (Ren) % 4 e [11] 0 ik #7 el = B8 13
MH % &2 (WordPiece) [58], % ' # % £ (SentencePiece) [59] ; & x5 2! 4
s TS P& (Acoustic Piece) j o * F ¥ * HF P L L ATHBFS N T
HH - s BRE ARG RRE VR NRKRTEd FBY

PCH A Rt AT (L 4RTF A #a B K g F (Textless) p

BR P AET AEEERD NS E G B} BB R S B AR

~hle s o @< (Ren) ¥4 [I]&F&IEF P EOPME B P vt R3icH

9\

B FEBFF FIR F S 4paugd] (Pattern) F {0 P oiE

;Kﬂi%@*ﬁ—%ﬁ°%t B T 2 3 A Fr e Ta R
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(SentencePiece) [59] | B » #- % BapstE ~ e L A ronE = T BBV > 7

At BN (Wu) & 4 v Wav2seq [14] #7 7 AT HdcE ~ & § e o >

ol
|l
=
dq
$
1%
N
ol
T

FlenE B AR > » MEETHE AL F REFHENARE > T
FE sk L T R#EF T (Pseudo-language) 2 |0 MBS EE S T2 F H0A e
ReoBPpoh P e RS R AT E > FLREEN2 2P RES@E e

v F R AT e eI BE YOS PREGT T 0 RO R

BPBTHFEIE BT NP AT BE PR AFZ YR otk Afe

™

SO(AlD) %4 [60] R g ¢ R AR o BB PR LR TR SIE
B[S0] ~ 34 4 L [61]%2 5% { 4285 (Robust) e:F % & #c[62] £ 85-F - 78
%% (Chang) % * [15] % e & 34l = 5 8 ¥ & hRgZingz (Pipeline) i
~ ESPNet £ i [63] ¥ » & &35 Fpdhfodd § il T ah 9 o181 Bt jLend
oo B- HEPTEFFEDRET B E -

SR AN LR R Aol R P AP 40 R

43 XFREFHSFARFEX

A F LA RET D RIEY “ﬁ% 7% B3 (Word) & F ## (Character)
TR e ( F LI B@APFE 2R ALK B THE

ﬁ{ié{?i% ERTHGE 2 A > R ZHOAGRIREIFHTE o

f% L B E x“m%,‘hg

PEEGE T T AEEcE ARl s T A% 3 (Pseudo-text)
AR RR > HARI I AR THREVE -9
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l. AR %~ > #FLAF 3 (Out-of-vocabulary » OOV ) A 3F o
2. ‘f’ﬁf‘_?;}»’}—? FIE B 0 314 e IR e o
3. pfEE W R oRDFLM G DA EF Y hF 5 (Prefix) foF
E (Suffix) ¥ 53 #ITA &RDFPRE o
431 FREHRXE

NTALEBY Laaio 2

{1 L4 A5 (Byte Pair Encoding > BPE)

¢

Rl s [64,65] A - fE * A PFE 2 B R TARGHF
[64] > f& RARS] » F]p SR3E 3 RILARE > * R JES BN AL [65] - ZA B 2 p
ARFREZIZIFECYIFREL > RERKZER A LE RIS > 2 4

EEHBEFLPF PR LI T e 2@t 0 EFE DT TS oo

B3 /B (WordPiece)
PR E[58] i B 2 Bodr d Google % 0 0 F ANV B kLo & A
BERT[31] AP A * d B 2 Ao B R BB 3 2 kiR *F

BeH R o (e g B aniRip A Al m 2L A o

B —FZEZ A (Unigram Language Model)
H - Fa =z %v—m [66] /ﬁ'ﬂ D Ké‘/\’g:'_ *w:n] I 3 E T *Q%%}ﬁ_‘? L iR

ﬁ”\p\’ﬁ (AR lLﬁsaJ)‘? i&mﬁﬁ? j\xif’ré:\/jo
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43.2 [4 K ¥ (SentencePiece)| &4

M g (SentencePiece ) [59] | .4 Google B3 s e £ > 177 2ol
HhBmIcd - o2 c HREF AR FF10 3 PFT 2 ATRILIAL 0 F
BEAEY AP RRRIRAREDGE S Y R ETEEFS  JIE

1 I o

4.4 5V F*

GBI - RENREEFREFVR AZTEPLIEE RIS FZ RN

%5 F 4> W LibriSpeech 742 & [54] ¢ ¢ train-clean-100 2"+ f o A g L F
WBEL AFRAETGES LM AR MR ETRE AR o223

7 g A pERELS g:t:zamgﬁﬁfwg]» PREEE S BETE A E B PR
o R NEEVEARNES DT REFT | R TRRASYIE LA
SHBEBRZAR o WHRKE AR AL LFP RO RARER S Mg AT
FREEPERIIBEEI TR EENE - iR E 2L S o 0 WORAEATE o B
FUrEmiRd IR FEEPEAGEITRAEERLIFLEE AP R T
7 BF R BB E s 500 ~ 1000 ~ 8000 ~ 10000 ~ 20000 » & B = f3F 5 & dcie
K-T3g it i3 chh Hilc A NP RiRE s R EF AT o

ARSI N E R A 5T FROS R fode 3 T b > B
FrEfed e R A8 - A EAIFET B EF Y EDRE A E 4R P
FE PR Rz Bafp i |2 o S WL B %@ AR mils g g Lt
W B BRI S 500 fr 1000 i % g o

FidRHEHOERID FES P RAERE BT w5 2 2R

f%%&é F A F/ﬁ-rr/f v mfjﬁ%\"‘ e
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S AT B AR E S HuBERT 3t4c s 2 o A2 & it ~ o ¥
BB EPE 0 AP A F RS 502 100 hE R FR G A BIRE AN 0 B

BATTRAACH &l S 50 48 7 R -

45 HHEXR

ﬁ"?ﬂ _ —_‘q;_aiﬁq,g,\-,}frul B s A 'F“'FT ¢%,ﬁ}ig&%w,g, 5 % 44 8 Pyu(y\])

Sﬁﬁfﬁ%% ITNFEEREIR  BREFIVFESEZ 2 Fas B e

451 WEZREABERST

AABRZFRBEAEGYE

=

# 4.1 2 _HuBERT 3] B 4ic ~ 2 7 b B8 P B lhd B 2T T
i g T RREFPREEIHTRIARS S R KRBT R4l
Bl 4.2 4 ]2 HuBERT 4 fic ~ A ##c s 50 §o 100 hdgp e ~ 5 A - Rt
721500~ 1000 57 o BF PR E Z AR T DIER BT AR L APT g

B E R U R VR RET RB NG S LN A 4 R

~m

(BB PRV L BY P RFIFIS od 0V Lo 31 0 5By y
BV RN mE g LB R MR BEET RS R o BFAR
B R0 LB TR RS ame ks R E R P

TR P EE YRR 2 B RIR AT Y gie AR
SUEE S g HY[T)» 7S BRI AR o 5 ERER 43 &R 44 hi

%,pur %,#mﬁ(ﬁmﬁu,ﬂxﬁg B Fﬁ%ﬁﬁ@mﬁp
TSR A R Pyy MO RE B e BT E S B PR T R

SpeechTokenizer [45] ~ DinoSR [51] #3#% < & * Py|;(ylj) 3R -
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PR REE PR | FEBE | BEYERME | | BEPEW (I TR
g H ~ 0.5256 0.3382 3.3152 3.8681 0.4993
500 0.5574 0.0829 3.3152 6.0282 0.5357
1000 0.5744 0.0556 3.3152 6.6594 0.5466
8000 0.5957 0.0257 3.3152 8.5192 0.5729
10000 0.5955 0.0238 3.3152 8.7207 0.5750
20000 0.5921 0.0182 3.3152 9.3527 0.5820

(a) A 8 = 50

PR REE RN | FEME | BEYERBE | SR | BEYEW (I TR
AcH ~ 0.6097 0.2553 3.3152 4.5704 0.5786
500 0.6260 0.0972 3.3152 6.0655 0.5990
1000 0.6372 0.0631 3.3152 6.7181 0.6089
8000 0.6536 0.0237 3.3152 8.5954 0.6308
10000 0.6527 0.0219 3.3152 8.7938 0.6324
20000 0.6490 0.0173 3.3152 9.4123 0.6378

(b) & ¥ # =100

% 4.1: HuBERT #:73] &7 I %5 % B3 3pr oni B & 47 Idy
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<

!

NN AN D OO TN DI NCDN O TOANNO O NS CITNOAO DN D
S 8803533353355 58333338S85853338535383
R R R R R R R R EEE R EEEEEEEEERE-EE
S$SSSSSSSSSSSSSTSSSSSTSSTSTSSTSTSSTSSTSSSSS

(a) 44 H ~

029
w0z,
uozy
039
o0,
033
oz
uogy -
ooy
uogg
0gq
005
w03y
o0,
(72"
uozg -

11|

(b) 500 87 Fr #4 2 fx

p-
T-
K-
B-
D-
G-
F | 1
TH-
S-
H-
H-
V-

! N O

spn-

i
LB 0
Wy
|

ES

Bl 4.1: HUBERT # #c e K-T 3o B2 @ % A3 H 5018 > Wi b 58 ¢ Rk

i 4B % A G Pyy(ylj) B W
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#

K
. . . . . R R . . . . . -

mr
Ll

rlll I

SO AR

4
<

i

S
4 4=
- A= 3%
ot N

1y ol at aﬂr

# P,
i = o X
i B A &
# . : o
—~ =+
= S S pl

b =

pis

= O

2

B

i1 1 11
‘! N AR TR 1

HuBERT # jik

B 4.2
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2 for 4
0.200 &4 A

01751
0.150 1
0.125 1
:EO.IOO-
0.075
0.050 1

0.025 1

0.000 -
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5

(a) BLacH ~

AR A
0.200

0175
0.150 1
0.125
50.100-
0.075 -
0.050 1

0.025 1

0.000 -
0.0

(b) 500 #&7% I B-5 7 £

A A
0.200

0.175 1
0.150
0.125 4

:‘3 0.100

0.075 1

0.050

0.025

0.000
0.0

(c) 1000 f87 I -5 5 £

B 43: HuBERT # fc e K-T3oig B2 2 % A ¥ H S0 15 » W3 b B8 P

thg e iE E U H(Y|T) B B
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2 for 4
0.200 &4 A

01751
0.150 1
0.125 1
:EO.IOO-
0.075
0.050 1

0.025 1

0.000 -
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5

(a) BLacH ~

AR A
0.200

0.175 1
0.150
0.125 1

£ 0.100
2

0.075 1

(b) 500 #&7% I B-5 7 £

A A
0.200

0.175 1
0.150
0.125 4

:‘3 0.100

0.075 1

0.050

0.025

0.000
0.0

(c) 1000 f87 I -5 5 £

Bl 4.4: HUBERT # #ic e K-T 3o B2 2 * A3 #0100 15 » W7 b B8 P B

g e iE E 0 H(Y|T) B B
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<! . o

spn

|
-
R T
i
“ i 0.8

E
<ITuTno0Dox—D

ZH - 0.6

A mi

ho- WL

(a) & ¥ =50
S;:_-l[l-llll i 10
E -]IH' T
('25 mmw;
F- g | 08
;HE h-“l_]lll
Zg ' — I 0.6
- i
NE I ;.IIIII\IIIIIIIZH
(b) A ##c =100
Bl 4.5 157 b 55 P B s 5000 F £ # HUuBERT 4 fcfe K-F 3975 & 2

% A3 50 #2100 i S FME Pyy(y]j) £ 2
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P TR B RO R A A E R A R P RH TR L
G AR TR T RS R L o
Bk B PR G R AR e RbRA S RS R SRS T i

R RES BEFPAHBL AR BF S L Y() 1A TPy e o)

gt s VT RE L IBEORETURNER 0L B8 LARE
HuBERT % 4 ## SO FFerts S F (R 41) > F° BB EI 4o I 5 B2
TR NHEE mY() 8 R RN RRA SRR o FY o RS &

PARARY L H AN G T LA 50 bl e i Ao 4 A aog

>

_q_
Lo RERBEYF YA R RRETRS > Ay B E b ERY
BEHEA T Rd o LRI AL BT P ERE > FHZ B Pal

B o R E AT B EE SRR 500 & 1000 s AR o rARMRREC 20

AtN
-3

IR B R P ERE R FEERg oood gt NPERED Gt G g 2 g
SUn o d R A R e i S ECE A 7 E s AL ke

B3 LB R Tl .

RBEASHBHREFRBARAGYF

PR
X

Mmoo E o BE YR e AL R RS LY ey

.ml:v
[

P RALFEF A ME AR KT g R 2R s Eik b RGE
6% 2z (Token) Lt A3 B> T2 A7 SHIHE A A 8~ A5B 0 PR E Bk

ol

=

ik
=

Wi @R NBEET 2 b BeRl S BE PR o H o BTl W) KT 00w Bk el Hik

AT BERY o PR R
"Bl4la spicE R @
Sm s AR 2 g £

/"l»%% ;~2‘~Qﬁ'{j_{_7\io
41b 2 B 41c B L B8 PR o
Aol E AR A BRAg TN RS P Ry 2R

Nm@a

R AYHCE R A Hl 3 P P aiiiFe B2 o
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ulsl

u308

u4Tr8

u423

u3l4

u346

u401

u219

u060

u069

uls9

u302

u200

ul2g

uo44

u252

u059

u028

u400

u373

u33s

uo70

% 4.2: HuBERT 4 #ic ~ K-T 2% &

rank 1 rank 2
P 60.58% T
P 7121% T
P 71.28% B
P 64.55% B
P 64.92% B
P 67.61% B
P 56.57% G
P 6156% T
P 2555% B
T 3881% K
T 43.81% K
T 63.11% IH
T 57.41% IH
T 36.80% K
T 2670% Z
T 48.80% AH
T 3270% D
T 23.10% D
T 5730% K
T 42.52% K
T 47.48% K
T 3597% K

u049

rankl | T

« 45.88 %
rank2 | K
rank3 | D
rank4 | G
rank5 | AH

rank3 rank4

HH

AH

uw

AH

EH

AH

AH

AH

AH

EH

uw

AH

u044 u005 u037 u007
T T B D
31.37% 33.04% 32.67% 30.73%
K S P T
P K D B
D P G G
A AH K

rank 5 rank 1
B

u035 B 36.05 %
B

u204 B 46.17 %
D

u3%4 B 63.72 %
D

ul9%é B 61.52 %
G

u37l B 75.12 %
D

u215 B 57.65 %
T

u304 B 24.82%
G

u3le B 33.74%
DH

u036 D 49.74 %
D

ulz2 D 63.13%
AH u295 D 56.94 %
K

ui23 D 28.65%
D

ul79 D 39.80 %
G

u369 D 67.06 %
K

uls?7 D 45.86 %
uw u009 D 14.40 %
K

ule?7 D 32.12%
A u459 D 55.26 %
4

u012 D 19.69 %
uw u3l2 D 47.99 %
EY

u375 D 42.09 %
P

uos0 D 15.14%

() %

PSR R R AR

67

|
e

=
E]

SRR T

rank 2

-
a

®

IMEBE L .

rank 3

HH

AH

rank 4

AH

AH

AH

AH

AH

HH

AH

HH

AH

DH

AE

sil

% Py (Y (5)]5)

rank 5

AH

DH

HH

AH

AH

20 FH RS0 v H - pacH AR 500 /&
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rank 1
rank 2
rank 3
rank 4
rank 5
rank 1
u093 F
ule8 F
u306 F
u053 F
u344 F
u251 F
u407 F
uls8o S
u277 S
u33l S
u241 S
u235 S
u047 S
u223 S
u476 S
u225 S
u39l S
u328 S
ul47 S
u329 S
u434 S
uols S
u399 S

# 4.2: HUBERT

EI G o o S

u030

56.54 %

\

TH

AH

67.74 %

77.92%

82.32%

46.58 %

84.94 %

81.48 %

64.31%

84.29 %

90.94 %

86.23 %

81.50 %

83.94 %

54.86 %

87.27T%

93.37%

86.81 %

85.69 %

86.29 %

60.49 %

89.34 %

61.40 %

41.05%

62.53 %

7 e~ K-T 395

u014

87.39%

spn

HH

rank 2

TH

TH

TH

TH

AH

AH

AH

AH

SH

T
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EE R | Hif zE =E ESE=IIE
EE BAE SMAE BUAE SUAE SUaE

E) Brg ZExg 08
EAE EUA4E SUL4E

BEVEIT| 09924 04744 07033 06616 07580 05222 0.7813 0.8658
500 0.9931 0.5732 0.7390 0.7358 0.7745 0.5491 0.8093 0.8849

1000 0.9933 06002 0.7550 0.7402 0.7821 0.5658 0.8221 0.8922
8000 0.9944 0.6462 0.7949 0.8156 0.8152 0.6210 0.8607 0.9154
10000 0.9946 0.6505 0.7983 0.8209 0.8190 0.6271 0.8653 0.9181
200001 0.9951 06677 0.8067 08372 0.8313 06443 0.8807 0.9230

E2ERE(HEM =EE EBEE EZEET EBEF Brg ¥ ©E
JAE - Sa)
oA 71

~ J =]
EE NEAE DEAE NBAE B4R oAE oBAE HidE f8dAE

BEEVESTT| 01733  0.2621 04688 04760 03633 0.3252 04996 0.4130
500 0.0493 0.0568 0.1063 0.0982 0.0771 0.0786 0.1308 0.1262

1000| 0.0217 0.0345 0.0728 0.0876 0.0656 0.0539 0.0794 0.0977
8000( 0.0149 0.0122 0.0343 0.0277 0.0321 0.0219 0.0334 0.0522
10000( 0.0147 0.0117 0.0313 0.0248 0.0308 0.0198 0.0316  0.0469
20000] 0.0131 0.0090 0.0252 0.0187 0.0233 0.0148 0.0219 0.0336

EBRERE|EM =B 3= =ES 88 By Ex8 48

=8
EE WHEEN HEER HEEH HEEN HEEHR HEER BaEH HEEA

BEVEEIT| 08295 02082 05596 0.1065 03512 0.3961 05683 0.7110
500| 0.8441 03531 0.6299 0.2460 04142 04389 06350 0.7618

1000 0.8480 0.3842 0.6477 02620 04363 04573 06682 0.7781
8000( 0.8701 0.4596 0.7009 0.4226 0.5160 0.5207 0.7472 0.8185
10000( 0.8746 0.4668 0.7057 0.4391 0.5253 0.5282 0.7559 0.8229
20000] 0.8876 0.4947 0.7200 04852 0.5548 0.5505/ 0.7860 0.8333
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BERE|(EHM EE z7s EEE E&F7 BxE ©£x87 6=
B ENAE SUAE SUAE SUAE SNAE SUaE SUaE SNaE
BHETEE T 09943 0.5480 0.7535 0.6917 0.8447 0.6306 0.8273 0.8952
500 09948 0.6062 0.7719 0.7061 0.8490 0.6450 0.8443 0.8973
1000 09949 0.6415 0.7804 0.7474 0.8627 0.6554 0.8490 0.9028
8000 0.9955 0.7399 0.8193 0.8372 0.8915 0.6858 0.8797 0.9257
10000 0.9956 0.7455 0.8224 0.8446 0.8946 0.6895 0.8834 0.9275
20000 0.9960 0.7636 0.8312 0.8645 0.9030 0.7001 0.8941 0.9327
BERE|Hm EE=s B2E %%2% EE BirE Iffr_z% 3@%
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8000 0.0093 0.0162 0.0293 0.0293 0.0294 0.0246 0.0370 0.0342
10000| 0.0093 0.0143 0.0266 0.0274 0.0287 0.0221 0.0354 0.0320
20000 0.0092 0.0109 0.0206 0.0195 0.0251 0.0163 0.0270 0.0248
BSRR|EM EE  BE  ERE 5% #3538 @38 B
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10000 0.8880 0.6026 0.7333 0.5279 0.7113 0.6010 0.7919 0.8426
20000 0.8995 0.6308 0.7490 0.5797 0.7338 06170 0.8134 0.8534
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