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摘要

科學論文的貢獻側重於描述其原創之處和重要價值，對於每個科學研究來說

這都可以被認為是其最核心的部分。一個能精確辨認論文貢獻並將其組織為結構

化摘要的系統對於輔助自動化處理科學文本和幫助讀者理解等應用具有潛在價

值。雖然近期的工作開始致力於與論文貢獻相關的任務的研究中，目前仍缺少高

品質的大規模資料集來輔助深度學習模型的訓練。有鑑於此，我們收集並整理了

一個資料集，其中包含大約兩萬四千篇計算機科學領域的論文及其作者條列之貢

獻，根據我們提出的標記框架，這些科學貢獻又被進一步分為對應的不同類別。

接著我們正式定義了生成科學論文之條列式貢獻這個任務。利用大量的無監督資

料和原始論文中重要語句以及生成目標所包含的貢獻類別，我們提出了一個細粒

度的訓練策略。實驗結果表明我們提出的方法優於具競爭力的基線模型和其他訓

練策略，證明了其有效性。我們也進行了詳細分析以研究我們所提出的資料集和

任務的特性及其挑戰之處。

關鍵字：科學文本處理，抽象式摘要，科學貢獻生成
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Abstract

Contributions of scientific papers highlight their novelty and key values, which are

essentially the core parts of every research work. Systems that are capable of identifying

the contributions of the papers precisely and organizing them into well-structured sum-

maries are valuable in aiding both automatic text processing and human comprehensions.

Though recent works have focused more on tasks dealing with the contributions of the

scientific documents, there is currently no large-scale dataset with high quality that can

facilitate the training of modern deep learning based models. To this end, we curate a

dataset consisting of 24K computer science papers with contributions explicitly listed by

the authors, which are further classified into different contribution types based on our

newly-introduced annotation scheme. Then we formally formulate the task of generating

disentangled contributions for scientific documents. We present fine-grained post-training

strategy leveraging abundant unsupervised data and the contribution types of both high-

light sentences in the source documents and the generation targets. Experimental results
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show that the proposed method outperforms competitive baselines and other post-training

strategies, demonstrating the effectiveness of our approach. Detailed analysis is also con-

ducted to study the characteristics and challenges of our dataset as well as the newly-

proposed task.

Keywords: Scholarly Document Processing, Abstractive Summarization, Research Con-

tribution Generation
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Chapter 1 Introduction

1.1 Background

The volume of the scientific literatures is growing at a rapid rate, especially in those

trending research fields. According to the statistics from arXiv1, there were 76,578 sub-

missions dated back to 2011, while in 2021 the number increased to 181,630. If we focus

on submissions categorized into computer science only, the margin is even bigger – al-

most tenfold as the number grew from 7,581 to 66,254. At such high pace, it is nearly

impossible for the researchers to keep up with every latest finding. To address the is-

sue of information overload, automatic methods to process scientific documents become

compelling. With the growing popularity of digital archives providing rich resources for

constructing large-scale datasets as well as the huge advances in neural network basedNLP

models, huge efforts have been put into the aforementioned topic recently, also known as

the field of scholarly document processing. Various tasks have been explored to facilitate

its development such as paper summarization, paper recommendation, citation intent clas-

sification, review generation and scientific knowledge graph construction. As the inter-

section of Natural Language Processing, Information Retrieval, Data Mining and Digital

Libraries, scholarly document processing differs from other research topics in that scien-
1https://arxiv.org/stats/monthly_submissions
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tific documents exhibit unique properties that common web-based texts lack. First, they

are typically much longer and yet carefully organized into different sections, showcasing

the importance of the underlying discourse in a scientific paper that forms a comprehensive

picture of its complete research process. Second, scientific papers are often linked with

their related works through inline references, the resulting network formed by hundreds

of thousands of links between papers provide valuable overviews of their corresponding

research fields. Last but not least, the complicated structures and layouts of scientific pa-

pers pose challenges to the construction of machine-readable corpora compared with plain

texts. Section headers, paragraph breaks, footnotes, metadata, citation marks, figures, ta-

bles and their captions all need rigorous post-processing based on the formulation and the

need of downstream tasks.

As an interesting and indispensable element in every scientific literature, research

contributions and tasks related to it remain understudied. Contributions of a scientific re-

search highlight the novelty and key values that make it stand out from previous works.

They serve as important roles in various kinds of applications. For researchers whowant to

quickly grasp the key points of papers and discern ones that worth digging into, contribu-

tions are of great values especially for those who are already familiar with the backgrounds

of the related research fields. For the process of paper reviewing, one may argue that the

evaluation of a scientific work is essentially the evaluation of what it contributes to the

research community. As a result, some venues stipulate that the reviewers should state

the contributions of the reviewed target in the review-rebuttal process, and authors also

start to explicitly list the contributions in the papers to highlight their work. For the field

of scholarly document processing, tasks like knowledge graph construction, entity extrac-

tion and paper recommendation are likely to benefit from it since contributions contain

2
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the most salient information in the papers and thus provide alternatives to the lengthy and

complicated raw papers for automatic methods to build on.

1.2 Motivation and Contribution

Existing works in scientific paper summarization mainly consider abstracts of papers

as the reference summaries, since the role of the abstract in the whole paper structure

is indeed to provide a summary of the research work and it is also easily accessible in

nearly every scientific document. As a result, popular large-scale benchmark datasets

were built by automatically collecting papers and their abstracts from open-access digital

archives [1, 2]. However, from the application’s perspective, this might seem redundant as

human-written abstracts already exist. In addition, abstracts don’t necessarily contain key

contents in the research work only. For instance, authors often introduce the backgrounds

and closely-related works at the beginning of the abstract – information that is not likely

to be considered as primarily important by domain experts and experienced researchers.

Besides, abstracts may still be considered too lengthy for readers to quickly get to the

main points of the papers. Instead, they might prefer well-structured summaries [3] with

more concise writing styles that can hit the mark such as bullet point lists gathering and

organizing the principal information of the papers.

On the other hand, contributions, as mentioned in the background section, are per-

fect replacements for abstracts as the reference summaries in the task of scientific paper

summarization. However, due to the lack of automatic methods to acquire high-quality

research contributions, there is currently no large-scale dataset available in this regard.

Recent works over research contributions rely on human efforts to collect and annotate

3
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datasets [4–6]. This imposes significant costs as the annotation of scientific texts requires

knowledge from domain experts. In addition, the identification of contributions is likely

to be subject to personal judgement, making it tricky to establish a unified standard for the

annotation.

Figure 1.1: One example paper2with its abstract marked in the blue box and explicitly
listed contributions by the authors in the brown box, highlighted texts in abstracts are not
contribution-related.

In this thesis, we aim to build a model capable of generating disentangled contribu-

tions for scientific documents. This new task’s goal is to summarize the research paper

into several key points that highlight themost important contributionsmade by the authors.

We observe that more and more researchers start to explicitly list their contributions in the

paper, especially in AI-related domains. Notably, there might be several contributions

presented in a paper and they probably represent different types of contributions as well.

Ideally, the desired system should be able to generate them separately yet sequentially

since they are closely related to each other. Figure 1.1 shows one example paper with
2Original paper: https://arxiv.org/pdf/2004.10934.pdf
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its abstract presented in the blue box and explicitly listed contributions in the brown box.

These contributions serve as a better summary compared with the abstract as they mainly

focus on the authors’ research instead of the background and other related works. In terms

of writing skills, readers are provided with a more comprehensive and structured picture

as these contributions combined form a highlight story of the research process throughout

the paper.

To facilitate the development of automatic method tackling the proposed task as well

as other tasks related to research contributions, we present ContributionSum, a contri-

bution summarization dataset built on arXiv papers in computer science categories. In

comparison with previous works, we automatically collect contributions written by the

authors in the paper so that large-scale dataset is constructed minus the significant costs

of human labors as well as the potential errors result from the annotation adjudication.

Furthermore, we propose an annotation scheme for contribution type classification.

The predicted contribution type of each disentangled target serves as a dual role in our

work. From the perspective of potential applications, they provide further explanations

about the generated results to improve the comprehension of the readers with additional

clarity. The generated results along with their corresponding contribution types may also

benefit downstream tasks such as scientific knowledge graph construction and entity ex-

traction where the absence of human annotated datasets prevails. From the perspective

of model designs, these contribution types provide sketch supervisions that can guide the

summarization process and align with important sentences in the source documents, thus

improve model performances. Based our annotation scheme, we provide human annota-

tions of contributions in 1K papers and apply a data-driven approach to annotate all the

other contributions in our dataset.

5
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Built on the Gap Sentence Generation objective [7], we introduce a simple yet ef-

fective sentence masking strategy tailored to our task. Salient sentences in the abstract,

introduction and conclusion sections are masked based on their contribution type predic-

tions and heuristic rules, and the model is trained to generate them given the remaining

parts of the papers. Based on the proposed strategy, we exploit papers without contri-

butions written by the authors in our corpus to construct pseudo summaries and utilize

them as self-supervised data in the fine-grained post-training stage. For the model archi-

tecture, we leverage the powerful transformer-based models [8] pretrained on large-scale

corpus [9, 10] and incorporate them with paper structures as well as highlight contribution

sentences. These models are then post-trained with our sentence masking strategy and

finally finetuned on our gold dataset to generate disentangled contributions for scientific

documents.

We conduct extensive experiments and the results of automaticmetrics on both summary-

level and individual contribution-level evaluations demonstrate the improvement of our

proposed method over competitive baselines and other post-training strategies. We also

perform ablation study and detailed analysis to investigate the shortcomings of the existing

models, which can hopefully inspire future researches in this newly introduced task.

Our contributions in this thesis are summarized as follow:

• We introduce the task of generating disentangled contributions for scientific docu-

ments to build a better summarization system that benefits both researchers and the

field of scholarly document processing.

• A large-scale dataset is constructed by automatically collecting and extracting con-

tributions listed by the authors in computer science papers from arXiv.

6
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• We propose a novel post-training strategy and leverage the paper structures and

highlight contribution sentences to generate disentangled contributions.

• Experimental results demonstrate that our proposed method outperforms competi-

tive baselines in both summary-level and individual contribution-level evaluations.

A comprehensive analysis is also conducted to further investigate the shortcomings

of our model and the characteristics of the new task.

1.3 Thesis Organization

The rest of this thesis is organized as follows. Chapter 2 summarizes the related

works of our research. Chapter 3 introduces the collection and annotation scheme of Con-

tributionSum. We also provide detailed analysis as well as comparisons with previous

datasets. In chapter 4, we present our novel post-training strategy and generation models.

Implementation details and main experimental results are shown in Chapter 5. Further

discussion and analysis of our models are presented in Chapter 6. Finally, we conclude

the thesis and discuss future works in Chapter 7.

7
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Chapter 2 Related Work

2.1 Scholarly Document Processing

With the increasing volume of scientific publications, the growing need of compu-

tational methods for enhancing applications such as summarization, search, and analy-

sis of scientific documents to serve human researchers has fostered the advances in the

field of scholarly document processing. On the other hand, driven by the adoptions of

neural network-based models, recent methods in Natural Language Processing (NLP) of-

ten require large amounts of supervised data. To this end, several online resources with

sheer amounts of scientific publications as well as other useful information like meta-

data have been utilized to construct large-scale corpora suitable for downstream tasks.

To name a few, papers from academic publishers and literature archives such as arXiv1,

PubMed2, ACL Anthology3, Semantic Scholar4 and Emerald5 have been collected to de-

velop datasets for paper summarization [1, 2, 11–13]. Online platforms for paper reviews

and rebuttals like OpenReview6 are used to derive corpus for review generation and argu-

ment pair extraction with further annotations [14–19]. Other resources such as Microsoft
1https://arxiv.org
2https://www.ncbi.nlm.nih.gov/pmc
3https://www.aclweb.org/anthology
4https://www.semanticscholar.org/
5https:// www.emerald.com
6https://openreview.net

8
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Academic Graph [20] and the Semantic Scholar offer fine-grained scholarly contents and

enhanced contextual search results for various applications related to citation analysis and

knowledge graph construction [21, 22].

In this thesis, we focus on a rather understudied element as paper summarization

targets – research contributions in scientific documents. Recently, D’Souza et al.[4] pro-

posed a pipeline to automatically construct knowledge graphs fromNLP papers: sentences

that describe the contributions of the paper are first extracted from the full text, then sci-

entific knowledge terms and predicates in the extracted sentences need to be identified,

finally, the system organizes these entities as triples to build the knowledge graph. They

defined an annotation scheme under which contributions are classified into 10 categories

and they annotated 442 papers in NLP domains. Similar to their work, Chen et al.[6] in-

troduced a dataset with 5K sentences describing research contributions manually collected

from ACL Anthology and IP&M, as well as their fine-grained annotations with six cate-

gories of contribution types. For generation tasks, Hayashi et al.[5] proposed to generate

summaries discussing the contributions and the contexts of the papers separately. To tackle

this problem, they manually labeled abstracts of 400 papers from the S2ORC corpus [12]

with binary labels indicating whether a sentence is contribution-related or context-related.

These gold reference summaries are then used to finetune a sentence classifier which is

later applied to automatically generate reference labels for all other papers in the corpus.

He et al.[23] also explored the task of contribution generation for scientific papers to evalu-

ate their controllable summarization framework through zero-shot experiments. Different

from the above works, we are able to construct a large-scale dataset by applying automatic

methods to extract author-written contributions from computer science papers. In addi-

tion, we design a new annotation scheme for contribution type classification which is less

9
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challenging yet reasonable. Overall, our dataset can facilitate generation, classification

and other downstream tasks related to research contributions.

In addition to traditional scientific summarization datasets that treat the abstracts as

the generation targets, there are several works exploring other forms of reference sum-

maries for better application values. Cachola et al.[24] presented the task of TLDR gen-

eration and the associated dataset, they aimed to summarize the scientific papers in ex-

tremely short texts that highlight the key aspects concisely. Meng et al.[13] extended the

idea of facet summarization to scientific domains, they collected papers from Emerald

Publishing where summaries of the papers from four aspects – purpose, method, finding

and value are directly available. Collins et al.[25] introduced a extractive summariza-

tion dataset CSPubSum consisting of 10K computer science papers from ScienceDirect,

their generation targets are author-written highlight statements of the papers. Gidiotis et

al.[26] proposed the task of structured summarization for scientific papers by applying

a divide-and-conquer approach to generate parts of the abstracts describing certain as-

pects of the papers based on section matching. Similarly, Liu et al.[27] presented the

dataset and methodology for generating structured summaries for groups of related aca-

demic documents to serve as the role of overviews or survey papers. Among all, our

dataset resembles to CSPubSum as both of our generation targets provide highlights of

the scientific papers. The main differences are that we focus on abstractive summariza-

tion and our reference summaries are formed by disentangled contributions of different

types based on our annotations while theirs are plain texts that can be only treated as a

whole. This characteristic also indicates that our dataset shares some common points with

facet summarization, in which models are trained to summarize the targets from differ-

ent aspects. Inspired by the facet-aware evaluation of extractive models[28], we develop

10
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contribution-level evaluations and analysis to study the model performances in terms of

each disentangled contribution.

2.2 Abstractive Summarization

Our task of generating disentangled contributions for scientific documents is closely-

related to abstractive summarization. Abstractive summarization aims to condense the

source documents into concise summaries. Compared with extractive summarization, it

requires the model to organize important information from the source document and pro-

duce coherent texts in novel wordings instead of copying.

Neural network-based methods for abstractive summarization formulate the task as a

sequence-to-sequence problem. The encoder takes the source document as input and pro-

duce its representation through computation. The decoder then outputs a token distribution

for each time step autoregressively, conditioned on both the input document representation

and previous generation results. Recently, transformer-based models[8] have showcased

its performance superiority over other model architectures in generation tasks with the

ability of effectively capturing and encoding dependency across contexts by leveraging

the powerful attention mechanism [29–32]. Abstractive summarization is no exception.

Lewis et al.[9] proposed BART, a seq2seq model pretrained with a denoising objective

where input texts are corrupted based on special designs and the model is trained to re-

construct the original documents. Zhang et al.[7] presented a self-supervised pretraining

strategy called Gap Sentences Generation (GSG) for abstractive summarization. They

construct pseudo-summaries for large unsupervised corpus by selecting salient sentences

that maximize the ROUGE score between themselves and the remaining of the document.
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Both of these two pretrained models have achieved great results on many summarization

datasets and became strong baselines in this field. For long document summarization, in

order to address the issue of computational overload caused by the quadratic characteris-

tic of self-attention mechanism, recent works have proposed various modifications to the

vanilla transformer architecture. Kitaev et al.[33] reduced the computational complex-

ity by using locality-sensitive hash(LSH) to compute nearest neighbors as replacements

of the full self-attention. Wang et al. [34] approximate the self-attention mechanism by

a low-rank matrix and reduce the time and space complexity to linear forms. In addi-

tion, Longformer-Encoder-Decoder (LED) [10] and BigBird [35] are two popular long

document summarizers with a combination of global and local attentions as well as model

weights initialized from BART and PEGASUS respectively. PRIMERA [36], on the other

hand, is a multi-document summarization model built on LED that also achieves state-

of-the-art performance in scientific document summarization. It is trained with a post-

training strategy named Entity Pyramid Masking which selects sentences based on entity

importance across multiple documents and self-ROUGE scores as pseudo summaries.

Recent approaches for abstractive summarization also explore various guidance sig-

nals to either control the generation results or improve the model performances. Dou

et al.[37] developed a guided summarization framework that incorporates additional in-

formation with the input, including highlight sentences, keywords, triples and relevant

summaries in the training set. He et al.[23] also proposed a generation framework that

can achieve entity-centric and length-controllable summarization mainly through manip-

ulating additional input keywords. Similarly, Narayan et al.[38] utilized entity chains

in output targets to improve summarization performances as well as faithfulness. Mao

et al.[39] explored the integration of keywords in the constrained decoding stage to im-
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prove the factual consistency of the generation results. In long document summarization,

content selection is utilized to explicitly reduce input length by filtering out unimportant

texts [40]. In addition to these commonly-used guidance signals, datasets and applications

in special domains also inspire the exploitation of other additional information. In opinion

summarization, aspect queries are used to control the summarization of opinions towards

certain targets [41]. In meta-review generation, Shen et al. [19] defined 9 categories of

intent roles for sentences in meta reviews and used them as controllers to guide the gen-

eration process. Our work also leverages contribution types of the target contributions

as guidance signals, in addition, we add contribution types to highlight sentences and the

section headers in the source papers to provide the model with the alignments between the

input documents and the output targets.

13
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Chapter 3 Datasets

In this chapter, we introduce the newly-proposed dataset in our work. Section 3.1 de-

scribes the details of constructing our dataset. Section 3.2 presents statistics of our dataset

and comparisons with other summarization datasets in scientific domains. Section 3.3

introduces our further annotation with the extracted contributions.

3.1 Dataset Collection

To develop models capable of generating disentangled contributions for scientific

documents, a desired dataset should consist of papers and corresponding contributions

summarizing their researches into several keypoints. However, due to the lack of auto-

mated methods in extracting contributions from scientific papers, existing datasets related

to our work are either at limited scales or lacks disentangled contributions.

Themethod of constructing our dataset is inspired by a trendingwriting style in recent

scientific publications. We observe that more and more authors start to explicitly list their

contributions in the papers, especially in AI-related fields. According to our pilot study of

100 papers from top conferences in computer vision, computational linguistic, machine

learning and artificial intelligence such as CVPR, ACL, ICLR and NeurIPS, 65 of them

contain the contributions stated by the authors. Moreover, most contributions locate in the
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end of introduction sections. They typically start with a prompt like ”Our contributions are

summarized as follow:”. Then the authors state their contributions one by one in various

formats such as bullet point lists, hyphen lists and link words. We show some of the

common patterns in Figure 3.1.

Figure 3.1: Examples of common patterns in which authors list their contributions explic-
itly

Another important issue is the collection of machine readable texts from scientific

documents. Our initial attempt is to directly extract contributions from the papers in

arXiv dataset [1] and the S2ORC corpus [12], both of which are well-established and

widely-used resources in scientific document processing since they provide large amounts

of structured full text parse. However, we find that it is unsuitable to construct our dataset
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building on them. The main reason is that, to extract contributions in papers, we first

identify introduction sections, then search for the aforementioned contribution prompts

and specific patterns following disentangled contributions. Unfortunately, the parsed pa-

pers in these two datasets do not cater to our need in this task. For instance, identification

of section headers is too noisy to effectively locate introduction sections on a large scale,

not to mention symbols such as bullet points and hyphens need additional post-processing

to retain. Another reason is that since our extraction rules are based on observation on pa-

pers in computer science domains, they may not adapt to papers in other domains which

take up a large proportion in arXiv and S2ORC. During manual inspection of our trial

experiment on S2ORC, the extracted results are quite noisy for non-CS papers as their

writing styles are somewhat different. Our speculation over this issue is also advocated

by a previous work[23], where the authors were only able to extract 1,018 papers with

their contributions out of 67K papers from the arXiv database.

To this end, we decide to parse papers on our own instead of resorting to existing

resources. We focus on papers in CS-related fields and leave the expansion of a multi-

domain scientific dataset to future works. The first step is to download LATEXsource files

from arXiv using arXiv API as the availability of LATEXsources enables us to extract struc-

tured and high quality body texts compared with using PDF files. Besides, we are able

to specifically target papers in computer science categories through the API. In detail, we

query papers in the following domains: cs.AI, cs.LG, cs.CV, cs.LR, cs.IR, cs.SI, cs.DL,

cs.RO, and cs.HC. For more information about the definition of these categories, please

refer to the arXiv website1. Following previous works[42], we then convert LATEXsources

into XML files and then extract structured information from them. Notably, several cus-
1https://arxiv.org/category_taxonomy
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tomized cleaning rules are implemented to obtain high-quality paper texts, we list the main

ones as follow:

• Tables, figures and their captions are all removed since they are not important in

our task and it is extremely hard to arrange them in the plain text with reasonable

positions. Complicated formulas are also removed except for those containing only

numbers.

• Texts are retrieved while maintaining sections and subsections (only first order) as

we explicitly target introduction sections in the papers to extract contributions, also,

these structures serve as important roles in analyzing the discourse of the scientific

literature.

• Different from other works in which the parsed papers are used for citation-related

tasks so that reference resolution is necessary, we simply replace citation spans with

a special marker [REF]. Based on our hypothesized application scenario where the

desired summarization systems help readers quickly consume latest works, there is

supposed to be very few inbound citations. On the other hand, outbound citations

are also fairly irrelevant to our task since our goal is to summarize contributions

eschewing related works and contexts.

• We explicitly process texts in list forms of LATEXsyntax such as items and enumerates

because we find that many authors list their contributions in this way.

• Contents after conclusions such as appendixes and acknowledgements are omitted,

we also filter out parsed papers with outlying length or missing all of abstract, in-

troduction and conclusion sections.
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Following these steps, we are able to collect 110K papers in total. After the retrieval

of full texts, we target contribution prompts in introduction sections followed by disen-

tangled contributions based on the previously discussed patterns. If found, disentangled

contributions are extracted as our target summaries and they are removed from the full

texts. Meanwhile, papers that we are unable to find contributions in are also retained as

unlabeld data, which will be leveraged to construct pseudo-summaries in the post-training

stage. Last but not least, we further clean the extracted contributions by filtering out noisy

ones based on hand-crafted rules such as length limits, websites and the existence of non-

readable symbols.

Overall, the above procedures yield 24K papers and their extracted contributions

composing our final dataset. The ratio in our dataset between papers that explicitly state

their contributions and total papers are significantly lower than that in the pilot study. We

speculate that our rather strict cleaning rule is one of the cause, as the ratio before and after

final cleaning is 30% and 22% respectively. Also, papers submitted to top conferences

might have a higher tendency to list their contributions for benefiting the peer review

process.

3.2 Dataset Analysis

3.2.1 Dataset Statistics

Table 3.1 shows the basic statistics of our dataset. On average, each paper in our

dataset has 3.2 contributions with a length of 29. This roughly coincides with our pilot

study that most papers write 3 or 4 short contributions. Note that our dataset has smaller
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paper lengths and section numbers compared with the arXiv dataset mainly because we

omit extremely long papers and remove tables as well as figures.

# Papers Avg. Contribution Avg. Paper Length Avg. Summary Length Avg. Contribution Length Avg. Sections
24130 3.2 3632 91 29 4.9

Table 3.1: Basic statistics of our dataset

3.2.2 Comparisons with Existing Datasets

Since our task is closely related to scientific paper summarization, we provide com-

parisons between ContributionSum and the following datasets.

arXiv [1] is a benchmark dataset for scientific paper summarization and long document

summarization.

SCITLDR [24] is a extreme summarization dataset containing both author-written and

expert-derived TLDRs for scientific papers

FacetSum [13] is a facet summarization benchmark consisting of articles from Emerald

journals, they provide paper summaries from four aspects: purpose, method, finding and

value, we report the statistics in value aspect as it resembles to our task based on their

definition.

DisentangledSum [5] is extended from the S2ORC corpus by adding contribution-related

and context-related reference labels to sentences in abstracts, we report the statistics of

contribution-related sentences in their work.

Following previous work[24], we analyze the text length, compression ratio (source

length divided by target length) and percentage of novel words (words appear in the ref-

erence yet not in the source) of each dataset. As shown in Table 3.2, the summary length
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and the compression ratio of ContributionSum lies between arXiv and other scientific sum-

marization dataset, suggesting that our dataset provide an alternative for the community

other than abstract or extreme summarization. It is worth mentioning that although both

DisentangledSum and our dataset aim to generate contributions for scientific papers, their

average summary length is longer since they perform sentence-level extraction in abstract

to obtain the target and their dataset is mainly composed of silver summaries that are likely

to introduce noise, while ours consists of author-written contributions which are supposed

to be more abstractive.

Dataset # Papers Avg. Paper Avg. Summary Compression % Novel
Length Length Ratio Words

arXiv 215K 4.9K 220 22.5 8.3
SCITLDR 3.2K 5K 21 238.1 15.2
FacetSum 60K 6.8K 47 144.7 NA
DisentangledSum 400 6.3K 136 46.3 NA
Ours 24K 3.6K 91 39.6 9.9

Table 3.2: Comparisons of ContributionSumwith existing datasets, some statistics are not
available due to the absence of open-access datasets

3.2.3 Structural Alignments

Structure information is important in long document processing, especially for sci-

entific papers where the discourse is well-organized into sections as conventions. Among

all the possible sections, previous studies have found that the most salient information in

a paper for writing a summary is often found in the abstract, introduction, and conclu-

sion sections [43]. To analyze the importance of these three sections in our task, we first

leverage ROUGE-score[44] to study the lexical overlaps between the target contributions

and the texts in the abstract, introduction and conclusion sections. Specifically, we ran-

domly sample 1,000 papers that possess all three sections from our dataset, then calculate
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ROUGE-recall and ROUGE-f1 between targets and sections as well as targets and full

texts. A high ROUGE-recall indicate that more N-grams in the target are covered in the

source, and a high ROUGE-f1 suggests high similarity between source and target from

the lexical perspective.

As presented in Table 3.3, we can see that abstracts, introductions and conclusions

all have significantly more overlapped N-grams with the target summary than other sec-

tions based on the results of ROUGE-recall. Also, there is no surprise that they have

much higher ROUGE-f1 since they are already highly-summarized texts compared with

other sections. Among these three, abstract and conclusion are much shorter and closer to

our targets while introduction might elaborate more on the backgrounds, motivations and

technical details of the papers.

Section Source Length ROUGE-1/2 recall ROUGE-1/2 f1
Abstract 172 65.17/26.42 43.01/17.31
Introduction 613 76.1/29.97 21/7.8
Conclusion 183 58.27/22.18 41.61/16.02
Others 681 54/17.91 15.01/4.73
All (full paper) 3579 83.71/59.97 5.75/3.46

Table 3.3: ROUGE scores between targets and sections in our dataset

We further investigate the sentence-level alignments in these sections. We greed-

ily select sentences in the paper that maximize the sum or ROUGE-1 and ROUGE-2 f1

scores with each disentangled contribution in the references. We plot the relative posi-

tions of these selected sentences in their corresponding sections and present the result of

abstract, introduction, conclusion and other sections in Figure 3.2. For selected sentences

in abstracts and introductions, they tend to be positioned towards the end, since authors

might discuss the backgrounds and the motivations first when writing these two sections.

On the other hand, those in conclusions skew towards the beginnings, mostly because au-
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thors often quickly summarize their work first in conclusions and then state future works

later. In other sections, there is no clear pattern observed except for the potential lead bias.

Figure 3.2: Relative positions in the associated sections of greedily extracted sentences
that maximize the ROUGE scores with the target contributions

3.3 Contribution Type Annotation

In this section, we describe our further annotation of contributions types in our dataset.

Although our main task is to generate disentangled contributions, which does not neces-

sarily requires contribution types, we argue that our annotation is still valuable. First,

recent works have studied the topic of contribution extraction and contribution type clas-

sification, yet due to the huge cost of manual annotation in scientific domain, they are

unable to construct large-scale datasets. On the other hand, our dataset provide significant

amounts of disentangled contributions, should they be paired with their corresponding

contribution types, it would benefit the aforementioned tasks a lot. Second, if we are able

to generate disentangled contributions with their contribution types, our generation results

can serve as valuable resources for downstream tasks such as scientific entity extraction

and knowledge graph construction. Last but not least, the presence of contribution types

can provide sketch supervisions to our main task, guiding the generation process to focus
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on certain types of contributions as well as aligning with highlight sentences in the source

documents. We will elaborate more on this point in Chapter 4.

3.3.1 Annotation Scheme

Previous works in contribution type classification have already proposed annotation

schemes for this task. However, their annotation schemes are too challenging to develop

automatic methods [4, 6]. As we want to apply a data driven approach to train a con-

tribution type classifier for automatic annotation of our full dataset, their designs are not

suitable for our work. To this end, we present a new annotation scheme tailored to our

dataset. We classify the contributions into the following four categories, detailed expla-

nations and examples are showed in Figure 3.3:

Approach and Method: Proposal of new methodology to an existing research problem,

since our dataset focuses on papers in computer science domain, this mostly refers to

models, systems, frameworks, algorithms and strategies.

Theory, Analysis and Finding: Detailed theoretical or empirical analysis of existing

works as motivation for future improvements or the proposed methodology such as abla-

tion studies.

Experiment Result: Evaluation of the proposed methodology, frequently accompanied

with comparisons with existing works.

New Topic or New Resource: Creation of new research topic, new task, or new datasets.
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Figure 3.3: Illustrations of our contribution type annotation scheme

3.3.2 Annotation Procedure and Results

Wemanually annotate 1K papers randomly sampled from our dataset. This results in

a total of 3,798 contributions. During the annotation process, we found that around 10%

of the contributions (339/3798) contains more than one type of contribution based on our

annotation scheme. Since the percentage is not very high, we omit these contributions and

leave the extension of multi-label contribution classification to future works. To obtain

contribution type labels for all of our dataset, we then finetune a sentence classifier using

our annotated data and utilize it to generate reference labels for other papers in our dataset.
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3.3.3 Analysis of Contribution Types

While the contributions types are labeled for each disentangled contribution, they are

not independent to each other. For instance, as most people would expect, contributions

about experiment results are very likely to appear after those describing the methods. To

study the relations between the contribution types, we present their transition matrix in

Figure 3.4.

Among all, contributions talking about new methods are the most likely to locate at

the beginning while experiment results are often positioned at the end. Notably, though

frequently followed by experiment results as expected, we observe that contributions about

approach and method can also appear in segments where authors divide their method into

components and list them separately. This also happened to contributions about analysis

and findings.

Figure 3.4: Transition matrix of different contribution types

During our annotation, we also observe some common patterns of papers in listing

their contributions as showed in Figure 3.5. This phenomenon suggests that the combi-
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nation of disentangled contributions is closely aligned with the paper structure, thus can

provide a more comprehensive summary for the readers in understanding the highlight

and story-line throughout the research process. In addition, since there are certain com-

mon templates, the presence of contribution types can serve as a summary sketch and

further guides the summarization process.
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Figure 3.5: Examples of common contribution patterns
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Chapter 4 Methodology

In this chapter, we introduce our overall framework for generating disentangled con-

tributions. Our method can be divided into three parts: contribution type classification,

fine-tuning and post-training for disentangled contribution generation. In Section 4.1 we

describe how we leverage a pretrained language model to finetune a contribution type

classifier which will later be utilized in our generation model. In Section 4.2 we present

our generation model built on existing encoder-decoder architectures and a fine-grained

sentence masking strategy tailored to our task for the post-training stage so that we can

exploit self-supervised learning methods.

4.1 Contribution Type Classification

For contribution type classification, we fine-tune SciBERT [45] on our annotated

classification dataset which contains 3.3K contributions. SciBERT is a language model

pretrained on a large corpus of 1.14M scientific papers. While following the same ar-

chitecture as BERT[46] which is a transformer encoder, it uses a different vocabulary

constructed on their own corpus. To train a text classifier leveraging SciBERT, we take

the final hidden state h of the first token [CLS] as the representation of the whole sequence
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and add a feedforwad layer on top of it for classification:

y = softmax(W ∗ h[CLS] + b) (4.1)

where h[CLS] is the final hidden state of the [CLS] token, W ∈ RC∗d and b ∈ RC are

trainable parameters of the additional classification layer, C is the number of class which

is four in our work and d is the dimension of final output of SciBERT. The model is then

optimized with a cross-entropy loss.

After training, we apply the model to predict the contribution type labels for the target

contributions in all other papers without annotation in our dataset, which we will use in

the following generation model.

4.2 Disentangled Contribution Generation

4.2.1 Task Formulation and Model Architecture

We formulate our task of generating disentangled contributions for scientific docu-

ments as an abstractive summarization problem. The goal is to develop a model that takes

a scientific document as input and generate its disentangled contributions sequentially as

output:

S ← g(D)

S = concat(C1:n)

(4.2)

where g is the mapping inferred from the model,D is the input document, C1:n represents

n disentangled contributions and the concatenation of them forms the desired output S.

Note that in order to achieve disentangled generation, the concatenation operation should
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add additional tokens to separate the contributions. The most simple solution is to add link

words such as first, second and finally. In our method, we use special tokens representing

different contribution types to serve as guidance signals for the generation process.

Recent advances in neural abstractive summarization mostly adopts a sequence-to-

sequence architecture to generate summaries. The encoder takes the document D as in-

put and produces the input representation Z. The decoder then outputs a token distri-

bution p(yt) for each time step t, conditioned on both Z and previous generation results

y1:t−1. Finally, the model is trained using a cross-entropy loss to minimize the negative

log-likelihood of the tokens in the reference summary ŷ in a auto-regressive way using

teacher forcing:

Z = Encoder(D)

p(yt) = Decoder(y1:t−1,Z)

Lgen = −
∑

t ŷt log p(yt)

(4.3)

Among all model architectures, transformer-based approaches have achieved state-

of-the-art performances in many summarization tasks leveraging the power of attention

mechanisms. In a vanilla transformer model, the encoder uses self-attention to capture the

relations between input tokens and enrich their representations. On the decoder side, in

addition to self-attention, cross-attention is utilized to draw global dependencies between

input and output.

To leverage powerful pretrained transformer models, in this thesis, we use BART and

Longformer-Encoder-Decoder (LED) as our underlying architecture. BART is pre-trained

with a denoising objective where additional noise such as shuffling and masking of spans

of texts are imposed and the model learns to reconstruct the original text. On the other
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hand, LED is designed for generation task of long documents. Though initialized from

the parameters of BART, it extends the positional embeddings to fit long inputs and uses a

combination of sparse local and global attention mechanism in replacement of the encoder

self-attention for improving computational efficiency.

4.2.2 Finetune for Disentangled Contribution Generation

Built on existing encoder-decoder architectures, we focus on organizing input docu-

ments and output targets to finetune for disentangled contribution generation. In order to

provide guidance signals and structure alignments for the generation process, we create

special tokens representing different contribution types in both input documents and out-

put targets. Recall that we define four types of contributions that appear in our dataset:

Approach and Method, Theory, Analysis and Finding, Experiment Result and New Topic

or New Resource. We add a new token to the tokenizer representing each contribution

type. In the remaining part of this thesis, we abbreviated them to <Methodology>, <Anal-

ysis>, <Result> and <Resource> respectively.

Furthermore, following previous works [36, 47], we add a special token <Doc-Sep>

to separate the sections, adding structural signals of the paper to our model. We also assign

global attentions to these tokens which the model can use to share information across

different sections. The <Doc-Sep> token is randomly initialized while contribution type

tokens are initialized as the average of the token embeddings of the common keywords in

each contribution type.

To organize the scientific papers for model input, we first perform truncation to fit

in the input length limit of the model architectures. BART has an input length limit of
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1024, while LED can scale up to 16384, we use 4096 in our experiment for fair com-

parisons with previous works as well as computational efficiency. We perform different

truncation strategies for two model architectures. For BART, since the input length limit is

significantly smaller than the average paper length in our dataset (3.6K), we only include

title, abstract, introduction and conclusion sections of the papers in the input sequences

based on our previous analysis that indicates the importance of these sections in gener-

ating research contributions. Besides, results from previous works [13, 24] in scientific

paper summarization have proven that treating AIC (abstract+introduction+conclusion)

as the model input space can substantially reduce computational costs without sacrificing

performances. For LED, we retain title, abstract, introduction and conclusion sections as

in BART. Moreover, for every other section, we allocate input length for it based on the

remaining input length limit (original input length limit minus length of title and AIC)

multiplied by the ratio of current section length and total length of the remaining sections.

Analogously, if subsection structures exist in a section, we allocate length limit for each

subsection and perform truncation based on our allocation.

In addition to the truncation strategy, we add special tokens to highlight important

sentences and inform themodel of high-level structural information of the paper discourse.

Our highlight sentences extraction algorithm is based on heuristic rules from our obser-

vation and the analysis of the dataset. Specifically, we first target sentences in abstract,

introduction and conclusion sections as they are of primary importance compared with

other sections. Then we use a heuristic rule to filter out sentences in these sections that

are not likely to discuss the contributions of the paper. Based on our analysis in sec-

tion 3.2 and manual inspections, sentences at the beginning of abstract and introduction

usually describes the background and the related works, whereas authors might list some
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directions for future works or acknowledgements at the end of conclusion. To this end,

we use a simple keyword matching approach to filter out the aforementioned sentences.

For abstract and introduction, we search for a predefined set of keywords like ”in this pa-

per” as starting signals and add all sentences after it as our candidate highlight sentences.

Similarly, for conclusion section we add sentences from the beginning sequentially to the

candidate list until keywords like ”future work” are detected. If no keyword is matched,

we use a length threshold to filter out sentences instead.

After the filtering stage, we then feed each candidate sentence into our contribution

type classification model described in section 4.1. Sentences that have prediction scores

above a threshold τ is selected as the highlight sentences since our classification model is

more confident that they are discussing certain type of contribution. Algorithm 1 shows

the overall procedure of highlight sentence extraction. The selected highlight sentences

will be prepended with the special token representing their contribution types.

Algorithm 1: Highlight Sentence Extraction
Input : Sentence sets for abstract Sa, introduction Si and conclusion Sc

Input : A contribution type classification model g
Input : Predefined keyword setsKs andKe

Input : Length threshold ls and le, prediction score threshold τ
Output: Sets of highlight sentences H

1 H = []
2 for section in [a,i,c] do
3 start,end=True, False
4 if section in [a,i] then
5 start=False
6 for idx,sentence in Ssection do
7 if not start and (any(Ks in sentence) or idx/len(Ssection) > ls) then
8 start=True
9 if section is c and not end and (any(Ke in sentence) or idx/len(Ssection) > le) then
10 end=True
11 if start and not end and predict_scoreg(sentence) > τ then
12 H .append(sentence)

In addition to highlight sentences, we also match each section to certain contribution
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type and add corresponding special tokens in front of the section header. Similar to ex-

isting work [48], the matching is done by heuristic keyword mappings of some common

keywords in the section header. Finally, we concatenate all the sections based on their

original sequences after the truncation and the additions of special tokens.

To incorporate contribution types in the output target, we simply add the correspond-

ing special token in front of each disentangled contribution based on their corresponding

contribution type. One example of our model input and output is showed in Figure 4.1.

In this example, the special tokens serve as additional guidance to the generation process

and they provide clear alignments between each of the reference target and their closely-

related highlight sentences in the source document extracted based on our algorithm.
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Figure 4.1: Organization of input and target from an example in our dataset
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4.2.3 Fine-grained Post-training

Recall that in our dataset construction process, we first download computer science

papers from arXiv and then extract papers with contributions explicitly listed by the au-

thors from the downloaded papers. This leaves a total of 90K papers treated as unsuper-

vised data in our task. To leverage this huge amount of in-domain data, we present a novel

post-training strategy tailored to our task.

In our fine-grained post-training stage, we propose to construct pseudo-summaries

similar to the concatenation of disentangled contributions as previously described. Again,

we resort to the highlight sentences in abstract, introduction and conclusion sections as in

the finetuning stage. To construct coherent pseudo-summaries where each disentangled

contribution discuss the efforts of the authors from a unique aspect yet combining them

provides a comprehensive picture of the complete research progress, we first choose can-

didate highlight sentences as backbones from either abstract or conclusion since they are

closer to the reference summaries based our analysis. We perform a simple check on the

sum of the length of the candidate highlight sentences to exclude outliers. If both of them

are qualified, we randomly choose one as the backbone. Next, for each sentence in the

backbone summary, we greedily select a sentence in the candidate set that shares the same

contribution type and maximize the ROUGE-1 and ROUGE-2 f1 with it. If this maximum

score exceeds certain replacement score threshold ϕ, we replace the target sentence in the

backbone with this new candidate sentence. As a result, the usage of highlight sentences

in one section as backbone ensures that the pseudo-summary is coherent, yet the replace-

ments based on ROUGE-score matching encourages the model to reconstruct important

sentences in all of abstract, introduction and conclusion sections given the body text.
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After the selection, we mask out all the selected sentences in the input document

with a special token <mask>. Inspired from previous works [7, 36], we also randomly

masked out the remaining highlight sentences in AIC. Finally, we organize the input and

output as the same in the finetuning stage described previously. Figure 4.2 demonstrates

one example from our post-training dataset. In this example, the abstract is chose as the

backbone and extracted sentences are highlighted. Based on our sentence masking strat-

egy, the sentences highlighted in brown and green are replaced with similar statements in

conclusion and introduction respectively. In this way, the masked targets are not limited

to the backbone and the model is trained to leverage important contexts across multiple

sections without sacrificing the coherence of the pseudo-summary.

Overall, our generation method consists of a post-training stage and a finetuning

stage. We denote our method built on BART and LED as BART-FP and LED-FP (Fine-

grained Post-training) respectively.

37



doi:10.6342/NTU202203034

Figure 4.2: Example of our fine-grained sentence masking strategy
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Chapter 5 Experiments

In this chapter we present the experiment results in our work. Section 5.1 describes

the training of our contribution type classifier and the classification results. Section 5.2

introduces the evaluation of disentangled contribution generation including experimental

setups, evaluation metrics and main results.

5.1 Contribution Type Classification

We first split our annotated dataset into a training set and a held-out test set of size

2750 and 709. The distribution of different contribution types is explicitly ensured to be

balanced across the training set and the test set. We finetune SciBERT for classification.

Specifically, we use the model checkpoint allenai/scibert_scivocab_uncased in Hugging-

face library1. The learning rate is set to 2e-5 and we train the model with a batch size of

64 for 5 epochs. After fine-tuning, our model achieves 89.66 Macro-F1, 90.5 Micro-F1

on the held-out test set. The resulting confusion matrix is presented in Figure 5.1.

Compared with other annotation schemes for contribution type classification, the

overall results in our work are much better, indicating that our annotation scheme is less

challenging yet reasonable to develop automatic methods. The relative high classification
1https://huggingface.co/models
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Figure 5.1: Confusion matrix of contribution type classification

accuracy also enables us to obtain high-quality labels for those unannotated contributions

in our dataset by applying the trained classifier. From the confusion matrix in Figure 5.1

we can see that the performance of our model in Theory, Analysis and Finding is the poor-

est among all categories mostly because the model cannot classify it with Approach and

Method or Experiment Result perfectly. We attribute this to the diversity of the semantic

meanings in this category where authors might discuss the analysis of their proposed ap-

proach, findings from their experiment results other than common evaluation metrics or

even the methods they utilize to perform the analysis, all posing challenges to the classi-

fication.
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5.2 Disentangled Contribution Generation

5.2.1 Experimental Setup

For training and evaluation, we split our dataset to a train/validation/test set with size

19434/2302/2393. The distribution of papers in different categories is explicitly ensured

to be balanced across the three sets. We also assign the 1K papers with manually annotated

contribution types to the validation set for further analysis.

We build our method on BART and LED. The input length limit for BART and LED

are set to 1024 and 4096 respectively, and the output length limit is 400 for both models.

We use the sentence tokenizer provided by the Natural Language Toolkit [49]. We first

post-train the models on our self-supervised dataset for 4 epochs then finetune on the

gold training set for another 4 epochs. With a warm-up ratio of 0.1, the learning rates for

BART and LED are 7e-5 and 4e-5, in addition, the effective batch size2 is set to 64. At

inference time, we decode using beam search with a beam size of 5. The total training

time (training, validation and model saving) using 2 Nvidia V100 is roughly 4 days and

20 hours for post-training and finetuning with LED, or 1 day and 6 hours with BART.

Recall that in our highlight sentence extraction algorithm, we have several hyper-

parameters, namely length threshold ls and le, prediction score threshold τ . In our ex-

periments, ls and le are set to 0.4 and 0.8, which is roughly the relative position of 90

percentile among the greedily extracted sentences in their associated sections as demon-

strated in Figure 3.2. The prediction score threshold τ is set to 0.92 by a grid search on

the validation set. This results in 9.8 highlight sentences for each source document on
2batch size per device ∗ number of devices ∗ gradient accumulation steps
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average. In the process of pseudo-summary construction, the replacement score threshold

ϕ is 0.6. The average number of sentences in the pseudo-summary is 5.1 and that of the

replaced sentences by our post-training strategy is 2.2. We also randomly mask out other

unselected highlight sentences with a probability of 0.3.

We compare our methods with the following well-known and competitive baselines

in document summarization and their corresponding initial model checkpoints in the Hug-

gingface library:

• BART: facebook/bart-large

• PEGASUS: google/pegasus-large

• LED (Longformer Encoder Decoder): allenai/led-large-16384

• PRIMERA: allenai/PRIMERA

In addition, we also perform oracle extraction [50] which can be treated as the upper-bound

of extractive methods.

5.2.2 Evaluation Metrics

Our evaluation is based on four automatic metrics: ROUGE-1 f1, ROUGE-2 f1,

ROUGE-L f1 and BERTScore [51] f13. Rouge scores measure the lexical similarity be-

tween the reference and the generation result by calculating unigram, bigram and longest

common subsequence overlaps while BERTScore measures the semantic similarity using

the embeddings of pre-trained language models. As recommended in the original paper,

we use microsoft/deberta-xlarge- mnli for our BERTScore calculation since it has the best
3Hash code: microsoft/deberta-xlarge-mnli_L40_no-idf_version=0.3.10(hug_trans=4.13.0.dev0)
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correlation with human evaluations. For better visualization, our reported scores in the

following tables are original scores multiplied by 100.

Built on these automatic evaluationmetrics, we perform our evaluation on two granu-

larity: summary-level and contribution-level. In summary-level evaluation, the references

and the generation results are both treated as a whole by concatenating all the disentangled

contributions. In this setting, we evaluate the overall quality of the generation, as we hy-

pothesize that the combination of all contributions should serve as a well-structured and

comprehensive summary for the scientific paper, this should includes the reasonable and

coherent organization of the disentangled contributions, possibly aligned with the paper

structures. On the other hand, inspired by the facet evaluation of extractive summarization

models [28], we evaluate the generation results on a contribution level since ideally each

generated contribution should discuss certain aspect of the paper and match with exactly

one contribution in the reference. Hence, for every test instance, we split the generation

result into disentangled contributionsG = {G1, G2......Gn} and map each contribution in

the reference R = {R1, R2......Rm} to a generated contribution by maximizing ROUGE

recall and BERTScore recall, where n and m are the number of contributions in the gen-

eration result and the reference respectively:

Ri 7→ Gj | j = argmax
k∈[1:n]

R1recall(Gk, Ri) + R2recall(Gk, Ri) + BSrecall(Gk, Ri) (5.1)

by this mean, every reference is matched with the generated one that covers itself the

most while there is no guarantee on the opposite side, which depends on the generation

quality. Finally, we calculate the aforementioned automatic metrics between the mapped

pairs. We choose to perform the matching based on the references because we are only

confident that the contents in the references are correct. While there might exist cases
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where the generated contribution is also factually correct but not presented in the reference,

we are unable to evaluate its quality given our current dataset. Thus in our contribution-

level evaluation, they are ignored. One potential drawback of our evaluation is that our

matching algorithm cannot penalize redundant generated contributions (not mapped to

any reference contribution) that are also not factually correct, yet we show in section 6.4

that these cases are not frequent. Figure 5.2 shows an example of the contribution-level

mapping.

Figure 5.2: Example of contribution-level matching
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We highlight the matched pairs in the same color. We can see that the reference con-

tribution and the generation result align well both sequentially and semantically. However,

in other cases there might be noisy mapping resulted from poor generation results. For

example, several reference contributions might mapped to the same generated contribu-

tion if the generation result is less disentangled and covers many different points in one

contribution.

5.2.3 Main Results

Table 5.1 presents the results of summary level evaluation. Our methods outperform

competitive baselines across all automatic metrics. Since our methods are built on BART

and LED, we can directly observe the improvements brought by our finetuning leveraging

contribution types and paper structures as well as the fine-grained post-training strategy.

Compared with BART and LED, both BART-FP and LED-FP achieve improvements of

over 1 average ROUGE score. Our methods also work well in terms of BERTScore. This

indicates that our method is model-agnostic and can be incorporated with both the vanilla

transformer and the long transformer. The performance margin of BART is slightly larger

than LED, we hypothesize that the important contexts needed for generating research con-

tributions still mostly lie in abstracts, introductions and conclusions. As we focus on

adding special tokens for highlight sentences in these sections, the ability of encoding

dependencies between texts in other sections by the long transformers might not be of sig-

nificant values. Yet this may inspire future works to incorporate long transformers with

methods that can exploit valuable guidance signals in the body text other than AIC.

Table 5.2 presents the results of contribution level evaluation. The relative compar-

isons between different models are consistent with Table 5.1. However, the performances

45



doi:10.6342/NTU202203034

Model ROUGE-1 ROUGE-2 ROUGE-L BERTScore
EXT-ORACLE 54.1 29.18 34.09 68.76
BART 48.45 20.16 30.46 68.33
PEGASUS 46.85 20.16 30.87 66.71
LED 48.61 21.21 31.78 68.37
PRIMERA 48.39 20.99 31.05 67.68
BART-FP (ours) 50.06 21.25 31.73 68.75
LED-FP (ours) 49.87 22.22 32.68 68.9

Table 5.1: Results of Summary Level Evaluation

of all models are significantly worse than that in summary level evaluation. This is no

surprise since that the reference become one contribution discussing specific aspect of the

research paper instead of concatenations of contributions that are much similar to a sum-

mary covering all aspects. Therefore, ideal generation results should be able to separate

and organize different contributions. Based on our experiment results, there is still room

for improvements for models to achieve better performances in disentangled generation.

Notably, PRIMERA performs worse than LED on our dataset. This is not expected as it

is further post-trained from the LED checkpoint and also achieves state-of-the-art results

in multi-document summarization and scientific paper summarization. The main reason

is that the generation results of PRIMERA are about 10% longer than the reference tar-

gets as well as the results of other models, both in summary level and contribution level

evaluations.

Though the performance of oracle extraction (which should be seen as the upper-

bound of extractive methods) is better than that of the abstractive summarization models.

We argue that extractive methods are not suited for our task. The most principal reason is

that our task aims to generate disentangled contributions, while current extractive meth-

ods perform sentence-level extraction to decide whether each sentence in the paper should

be included in the summary. This results in structure-less plain texts. Based on the ora-
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cle extraction result, the average number of sentence in the prediction is 5.13. Compared

with the number of contribution (3.2) in our dataset, this indicates that we cannot simply

treat each extracted sentence as a contribution since more than one sentence in the scien-

tific document are needed to cover the content of one contribution. To further justify this

point, we perform another oracle extraction by treating each disentangled contribution as

a reference. The average number of extracted sentence for each contribution is 1.94. In

addition, the average number of section where the extracted sentences locate in for each

contribution is 1.67. This shows that a divide-and-conquer approach by simply extract-

ing from each section and combine them as a resulting contribution might not work well.

Another reason is we find that some keywords addressing the contributions of the paper

is not presented in the source input, which is likely to be missed by the extractive meth-

ods. According to the statistics of novel words (words that exist in the reference target but

not in the source input), the most frequent (top-10) ones are: novel, propose, extensive,

demonstrate, introduce, new, develop, best, present and provide. Based on this observa-

tion, extractive methods might not be enough to conclude and emphasize the contributions

made by the authors instead of mainly coping narratives and statements in the paper.

Model ROUGE-1 ROUGE-2 ROUGE-L BERTScore
EXT-ORACLE 40.23 20.42 31.4 68.39
BART 35.27 13.73 27.14 66.59
PEGASUS 35.18 14.29 27.6 66.26
LED 36.01 14.9 28.09 66.92
PRIMERA 34.99 14.61 26.77 65.89
BART-FP (ours) 36.02 14.93 28.08 66.98
LED-FP (ours) 36.69 15.65 28.48 67.04

Table 5.2: Results of Contribution Level Evaluation
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5.2.4 Comparisons with Other Post-training Strategies

We also compare our methods with other post-training strategies. For a fair compar-

ison, we start from the LED checkpoint and train on our self-supervised dataset with the

following post-training objectives.

• Gap Sentence Generation (GSG)[7]: a post-training objective tailored to abstractive

summarization proposed in PEGASUS.

• Pyramid Sentence Masking (PSM)[36]: a post-training objective built on GSG that

takes entity importance across multiple documents into account.

• Abstract: we explore a simple post-training strategy that simply trains the model to

generate the abstract given the paper.

The results are presented in Table 5.3. In both summary level and contribution level

settings, LED-FP outperforms all other post-training strategies. The margin in contribu-

tion level evaluations is larger since our method explicitly adds contribution type special

tokens in both source documents and reference targets to provide alignments between

them when generating certain types of contributions. In addition, the simple post-training

objective of generating abstracts actually perform on par with other tailored post-training

strategies.
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Model Summary-Level Contribution-Level

R-1 R-2 R-L BS R-1 R-2 R-L BS
Ours 49.87 22.22 32.68 68.9 36.69 15.65 28.48 67.04
GSG 49.54 21.85 32.12 68.44 35.9 15.18 27.43 66.4
PSM 49.63 21.91 32.17 68.5 35.87 15.15 27.51 66.39
Abstract 49.83 22 31.99 68.54 36.09 15.34 27.61 66.46
LED 48.61 21.21 31.78 68.37 36.01 14.9 28.09 66.92

Table 5.3: Comparisons with other post-training strategies incorporated with LED
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Chapter 6 Discussion

In this chapter, we conduct further analysis and discussions of ourmethods. In section

6.1 we perform ablation study to investigate the components in our methodology. Section

6.2 presents the experiment results in low resource settings. Furthermore, We study the

experiment results grouped by contribution types in section 6.3. Finally, we elaborate on

the challenges of contribution-level generation performances in section 6.4.

6.1 Ablation Study

Our method consists of two main components: the utilization of contribution type

special tokens and the fine-grained post-training strategy. To investigate the effect of them

in terms of model performances, we conduct ablation study on LED-FP and the results are

presented in Table 6.1.

Model Summary-Level Contribution-Level

R-1 R-2 R-L BS R-1 R-2 R-L BS
Full model 49.87 22.22 32.68 68.9 36.69 15.65 28.48 67.04
w/o post-training 48.52 21.57 32.26 68.39 36.16 15.28 28.36 67.22
w/o special tokens 49.5 21.79 31.72 68.31 35.76 15.21 27.43 66.27

LED 48.61 21.21 31.78 68.37 36.01 14.9 28.09 66.92

Table 6.1: Ablation study of LED-FP

Based on the results, though both of our components contribute positively to the
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model performances, the effect of fine-grained post-training is larger than that of adding

special tokens in summary-level evaluations. This showcases the importance of exploiting

unlabeled in-domain data for self-supervised learning, also demonstrated widely in vari-

ous NLP tasks including abstractive summarization where general summary-level perfor-

mances are improved. [52–54]. On the other hand, for contribution-level performances,

the benefit brought by adding special tokens are more significant, indicating the effective-

ness of providing proper guidance signals in both source documents and reference targets

to encourage the model to focus on generating well-structured salient points instead of flat

general summaries. In contrast, our post-trained model without leveraging contribution

type special tokens performs worse than vanilla LED in contribution-level evaluations.

Last but not least, even without post-training, our finetuning method leveraging contribu-

tion type special tokens still outperforms the LED model with vanilla finetuning.

6.2 Experiment Results in Low Resource Setting

As discussed in previous sections, significant costs of annotations from domain ex-

perts have made it more difficult to acquire high-quality supervised datasets for scientific

documents than common web based texts. In this regard, models that generalize well

under low resource limitations become more important in scholarly document processing.

In this section, we present evaluations in zero-shot and few-shot settings where the

model is provided with 0 and 100 training examples. Since few-shot results might vary

according to the randomly sampled training data, we run the experiment five times (each

time the training data is shared among all models) and report the average scores. The

hyper-parameters are the same as that in fully-supervised experiments, except we train for
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20 epochs for each run in the few-shot settings. We compare our model (LED-FP) with

the previously-mentioned post-training strategies.

As showed in Table 6.2, our fine-grained post-training strategy outperforms other ap-

proaches significantly, since our method is tailored to our task, the improvement is larger

than that in the fully-supervised setting. In addition, we observe that the margin between

zero-shot or few-shot results and fully-supervised results are not as large as those in other

summarization datasets. We attribute this phenomenon to two causes. First, our post-

training is directly performed on in-domain data, namely computer science papers. The

extremely similar distribution between self-supervised data and fully-supervised data en-

ables our model to achieve surprisingly good results in low resource settings. Second,

we speculate that there is a performance upper-bound for the models due to writing style

variance in our dataset. Some authors prefer to write long statements describing their con-

tributions in detail while others tend to use concise wordings such as noun phrases. This

imposes challenges to the evaluation of our task as well as the generalization of the models

to the fully-supervised dataset.

Model Zero-Shot Few-Shot

R-1 R-2 R-L BS R-1 R-2 R-L BS
Ours 46.73 19.02 28.44 65.9 47.93 20.5 31.38 67.66
GSG 43.08 16.35 24.77 62.89 47.27 20.15 31.03 67.29
PSM 44.86 17.53 26.57 64.11 47.84 20.32 30.98 67.38
Abstract 42.87 16.47 24.19 63.57 47.86 20.43 30.96 67.6

Table 6.2: Results of zero-shot and few-shot experiments

52



doi:10.6342/NTU202203034

6.3 Results Based on Different Contribution Types

As our desired model should identify salient points in the paper and generate disen-

tangled contributions of different types based on our annotation scheme. We study the

performance of our model grouped by different contribution types. To ensure that the

contribution types in the references are of high qualities, we focus on the papers manually

annotated with their contribution types in the validation set. We then gather both the gen-

eration results and the references according to their contribution types, if their are multiple

ones of the same type, we concatenate them. We calculate the coverage of contribution

types between references and predictions using precision, recall and F1 scores. On top of

that, we evaluate the automatic metrics for the grouped pairs. In the case where contribu-

tions of a certain type are not presented in the generation results, we simply omit the pairs.

The results are presented in Table 6.3.

Contribution Type Automatic Evaluaton Coverage

R-1 R-2 R-L BS P R F1
Approach and Method 45.02 21.55 33.37 68.7 94.8 95.08 94.94
Experiment Result 43.31 22.35 34.22 70.9 75.23 79.24 77.18
Theory, Analysis and Finding 37.47 15.66 28.01 65.52 76.32 53.7 63.04
New Topic or New Resource 44.78 23.27 37.56 70.5 81.9 60.56 69.64

Table 6.3: Results based on different contribution types

Among all contribution types, the coverage of Approach andMethod is the best since

it indeed takes up a large proportion in our annotation. In contrast, the generation results of

our model does not cover contributions in Theory, Analysis and Finding very well. Similar

to the case in contribution type classification, this type of contribution is rather compli-

cated and challenging. Besides, as the classification performances on Theory, Analysis

and Finding are already the worst among all the contribution types, the corresponding
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predicted special tokens are likely to bring more noises to the generation of this type of

contribution.

In terms of automatic metrics, surprisingly, model achieves higher scores in Exper-

iment Result and New Topic or New Resource. We attribute this to the observations that

the narratives of these two categories are more general than those in the other two cate-

gories. The key contents of them are more straightforward and easier to be identified in

the paper. For example, contributions discussing experiment results usually mention their

improvements over baselines or the state-of-the-art performances they achieve on certain

datasets. Those describing new topics or new resources might simply state the task or

dataset they present. On the other hand, contribution introducing methods or analysis re-

quires detailed elaborations on domain knowledge with diverse expressions, as well as the

ability of understanding and inferring to organize salient information to some extent. This

is clearly much more challenging for the model to comprehend and further summarize.

We demonstrate one example from our generation results in Figure 6.1. We can see

that the generation result does not state the contributions of type Analysis and Finding and

New Topic or New Resource. For the former one, our model actually mentions it partially

yet fails to distinguish it from the contribution of Experiment Result type. In addition, the

generation results discussing methodologies are directly copied from the paper and lacks

detailed descriptions.
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Figure 6.1: An example of our generation result, contribution type special tokens are
retained for illustrations and they are removed in evaluation
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6.4 Analysis of Contribution-Level Evaluations

In this section, we present further analysis to elaborate on the challenges of contribution-

level generation performances of our model. Recall that in our contribution-level evalua-

tions the matching process is based on the reference contributions, that is, every reference

contribution is guaranteed to be matched with one generated contribution that covers its

most contents. On the other hand, this also leaves possible generated contributions that are

not matched with any reference and those that are matched with more than one references.

To study the deficiency of our model in terms of contribution-level evaluations, we

first compare the number of disentangled contributions in each pair of our generation

results Ngenerated and the test sets Nreference in Table 6.4. Overall, our model tends to

generate less contributions than the references. This indicates that there is still space for

improvements in regards of the model’s ability of identifying and organizing salient points

in the paper. The shortcoming becomes more obvious when we investigate the cases of

matching errors. We calculate the ratio between generated contributions that are mapped

to at least one reference contribution and the total number of generated contributions for

each instance in the test set, the resulting histogram is presented in Figure 6.2. Ideally, as

demonstrated in Figure 5.2, a good generation result should contain contributions that can

be evenly matched to the reference contributions and cover all of them if possible. How-

ever, the actual cases are far from satisfaction as showed in the histogram. On average,

the ratio of matched contributions is 63.59% and only 22.55% of our generation results

are perfectly matched. Considering that the numbers of generated contributions are al-

ready smaller, there are still significant amounts of redundant ones that are not mapped to

any reference in the generation results of our model, not to mention the quality of those
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repeatedly matched ones in our contribution-level evaluations.

Case Percentage
Ngenerated > Nreference 14.77%
Ngenerated = Nreference 51.39%
Ngenerated < Nreference 33.84%

Table 6.4: Comparisons of the contribution numbers in generation results and references

Figure 6.2: Histogram of the ratios of matched contributions generated by our model

In addition, we also study the disentanglement of our generation results and the refer-

ence targets. Since each disentangled contribution is supposed to cover information sepa-

rately, it should haveminimal overlap both lexically and semantically compared with other

ones. Following Hayashi et al. [5], we calculate the DisROUGE and the DisBERTScore

for each generated contribution. Specifically, for each instance, we pair every gener-

ated(reference) contribution Ci ∈ {C1, C2......Cn} with another one Cj that is most simi-

lar to it by maximizing the sum of ROUGE(1,2 and L) F1 and BERTScore F1. We report
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the complement scores of each automatic metrics:

〈Ci, Cj〉 | j = argmax
k∈[1:n]

Score((Ci, Ck))∀i ∈ [1 : n]

Score((Ci, Ck)) = R1F1(Ck, Ci) + R2F1(Ck, Ci) + RLF1(Ck, Ci) + BSF1(Ck, Ci)

D-i= 100−ROUGE-if1(Ci, Cj)

D-BS= 100−BSf1(Ci, Cj)

(6.1)

The results are presented in Table 6.5. Compared with author-written references, the gen-

eration results of our model are less disentangled across all evaluation metrics. This is

consistent with our previous finding which indicates that our model still lacks human-

level capability to comprehend salient information covering different aspects of the scien-

tific researches and summarize them separately, which is crucial in generating structured

summaries.

Model/Reference D-1 D-2 D-L D-BS
Reference 72.69 94.3 80.13 36.47
Ours 71.39 92.1 77.8 35.79

Table 6.5: Disentanglement scores of the references and the generation results of LED-FP

On top of numeric analysis, we provide an example in our test set to illustrate the

aforementioned issues in Figure 6.3. From the summary-level perspective, the generation

result is relatively descent as main points in the reference are mostly covered. However,

the model fails to organize the contributions concisely as the original authors did. Specif-

ically, the first generated contribution is actually the combination of the first two refer-

ence contributions. In contrast, the second and the third generated contributions are both

parts of the third reference contribution, as each of them states more details. As a result,

there are duplicate mappings for the first generated contribution while the third one is not
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mapped to any reference. This results in performance deterioration in contribution-level

evaluations.

Figure 6.3: An example of our generation result, matched pairs are highlighted in the same
color
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Chapter 7 Conclusion

In this thesis, we introduce the task of generating disentangled research contribu-

tions for scientific documents. To tackle data scarcity and facilitate the development of

other tasks related to research contributions, we present ContributionSum, a contribution

summarization dataset built on arXiv papers in computer science categories with research

contributions explicitly listed by the authors. Furthermore, we design a new annotation

scheme for contribution type classification. Based our annotation scheme, we provide hu-

man annotations of contributions in 1K papers and apply a data-driven approach to anno-

tate all the contributions in our dataset. To build summarization systems tackling our task,

we propose a simple yet effective sentence masking strategy tailored to our task for fine-

grained post-training. We leverage existing pretrained models and incorporate them with

paper structures as well as highlight contribution sentences in both source documents and

reference targets. We conduct extensive experiments and the results of automatic evalua-

tion metrics on both summary-level and contribution-level demonstrate the effectiveness

of our proposed method as it outperforms competitive baselines and other post-training

strategies.

In light of our work, there are several future directions for extensions or improve-

ments. First, our dataset is solely made up of papers in computer science domains. Meth-

ods of automatically extracting contributions of papers in other research fields can be
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explored to extend our dataset for broader usages. Second, the definition of research con-

tributions is subject to researchers’ personal opinions and understandings. Though we

focus on contributions written by the authors themselves which ensures the quality of our

dataset, contributions from other sources are also valuable in real-world applications. For

example, the contributions stated by the reviewers can be leveraged to study the review

and rebuttal processes as authors and reviewers are likely to have different opinions on

the values and the contributions over one review target. Last but not least, while our

method built on existing pretrianed models outperforms commonly-used baselines, future

works can focus on designing better model architectures tailored to the task of disentan-

gled generation in order to improve the results in both summary level and contribution

level evaluations.
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