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ABSTRACT

Boundary labeling which can be found in many applications is an important field
of information visualization. A conventional boundary labeling scheme connects one
site to a unique label placed on the boundary of the drawing. In certain applications of
boundary labeling, however, sites may be grouped or separated into more than one
group and connect to an identical label on a picture or in an article with abundant
numbers of sites and labels. We consider a sp'e.cial.formula which includes one site and

one identical label here.
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In this thesis, we try to improve th§ anﬁétation system of Microsoft Office Word by
using boundary labeling solving methods. We.lprsvide a polynomial time solution to
solve one-side annotation while the leader can be wound, and rerouted to improve the
visualization. We also consider the label height minimization problem and leader length
minimization for two-side boundary labeling of the annotation system, i.e. the problem
of finding a good leader and label placement, such that the number of total label height
and total leader length is minimized. We proved that the two-side labeling problem for
type-opo leaders (rectilinear lines with either zero or orthogonal segment and one

parallel segment) is NP-complete. Then, we give a heuristic genetic algorithm and
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analyze its properties for the problems. For all the problems in this thesis, we assume

that the connecting label ports are fixed ports, i.e. the point where each leader is

connected to the label is fixed.

These problems are interesting in that it is a mixture of a label-placement and a

graph-drawing problem.
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Chapter 1

Introduction

. T3

Label placement is one of; _impc;rtariat'. ﬁeids of .information visualization. The
majority of map labeling algorithms arc also easily applicable for graph labeling. So, in
diagrams, maps, technical or graph drawings, features like points, lines, and polygons
must be labeled to convey information. The interest in algorithms that automate this
task has increased with the advance in type-setting technology and the amount of
information to be visualized. Due to the computational complexity of the
label-placement problem, which is NP-hard in general [4], cartographers, graph drawers,
and computational geometers have suggested numerous approaches, such as expert

systems [15], zero-one integer programming [4], approximation algorithms [8],



simulated annealing [16] and force-driven algorithms [10] to name only a few.
At the beginning, we should distinguish between three kinds of graphical features
according to their dimension.
(a) Point Features: Like cities, summits, area features on small scale maps, and
vertices of graphs or diagrams.
(b) Line Features: Like rivers, boarders, streets, straight edges, polygonal lines, and
edges or arcs of graphs or diagrams.
(c) Area Features: Like mountains,-islands, .a_nd lakes.
Point and line feature labels afe ar.ranged 1.1.exf to the object and area feature labels
usually placed within the boundary, of thet%‘amre to be labeled.
Some rules are devised to measdrie the seﬁa?tié clarity of a labeling assignment.
We state three concepts that are widely acéepted as the basic rules for accurate map
labeling.
Readability: The labels are of legible size.
Un-ambiguity: Each graphical feature of the map can be identified with the
corresponding label.
Avoidance of Overlaps: Labels should not overlap with other labels or other graphical

feature of the layout (map).

We denote the possible label positions of a feature as its label candidates.
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Sometimes, a cost is assigned to an individual label candidate that reflects the quality of
this label in terms of un-ambiguity, overlap with graphical features, and preferences
between the label candidates.

Research on map labeling has been primarily focused on labeling point features,
where the basic requirement is that the labels should be pairwise disjoint. It is clear that
this is not achievable in the case of large labels. Large labels are common in technical
drawings or medical atlases where certain site-features are explained with blocks of text.
To address this problem, Bekos et al deﬁned_ boundary labeling [4] and investigated
some criteria, like minimizing the xtota.l leaderwler\lgth, .in boundary labeling [5][6]. In

boundary labeling, labels are attached on ﬂi_e-lbdundary of a rectangle R which encloses
Il M
i e 1 ~
all sites [4]. In their research, thesmain task.is to pl_ace the labels in distinct positions on

the boundary of R so that they do not 6verlap and, to connect each site with its
corresponding label by non-intersecting polygonal lines, so called leaders.

Most of the problems of boundary labeling are one feature point corresponds
to one label. And the main criteria are to place the labels in distinct positions on the
boundary of R so that they do not overlap, or minimizes total leader length, or
minimizes number of bends. But often some map or drawing not only connects exact
one feature point to exact one label, but also connects several feature points to exact one

label. Like the religion distribution in each state of a country, the language distribution

3



of the world, or the association or organization composed of some countries in Europe

of Asia. But, in this thesis, we deal with labeling dense point sets with large labels and

only one point can be allowed connecting to one label. The idea of this problem comes

from the annotation system of Microsoft Office Word (See Figure 1-1). In the

annotation system of Microsoft Office Word, we can easily find out that the leader of

every site is composed of two straight lines. One is underline, and other connects to the

corresponding label, and they are both dotted lines.

+

ABSTRACT«

Eonmdary Jabelivgfaiich copbe famd dmarr app lcdtions & wumportat field
of prformationfrianlintion] A cemational bawdury Jabelng scheme corgeds e

grongp and corred to an fdentical labelop y pictme gr i am agkicle Btk abnnda

pomibers of sites adlabek) oo ______________________ &
B this fhesis, however; e consider fhe fabel Reghd heiwimimarion mrodlen|wd »* -

feade iength mirivdmtionlfor bwo-side dowrdrp Jad el of 2 map, ie. theprohlm L7 - | mmkiata:

S 1212
o
of findirg 2 gpod Leader] md Jibel plocement] such.that e rumher of rotol libel _ -
fomn

height wd tatal leader lergih is mintmized, We show ft e fvo-sided Ibeling "~
problem for bygee-gitg, deaderslirectilinea Tines eith e ither sero or orthogaal segment ™
ard e parallel cogmert ) ic FP-complete. Wee aleo give heurktic genetic alrorfme . | ST

md ks s popety for the probleme. For all the problems n o fhesk, we ‘
asamme that the cameding lbel port is afBed port] i & the poie Rhere each leader & _ _ _
covrected o fhe libel & foed. The problem is kdereding in fhat it ic o mivhore of 2
ibelphcement nd s Erph g .. S
I

Bonelny heliretutich cebe fumd Sy app o K vorparee

powdary Tbeling] howemer, Fieslmay be grovped oF separted o mare than ape "
grovp and cormedt £ a fdertical Jabellopa pirtre or. i m scticle wib st

feade Tenpth mirivgmriontfor beo-side domdary Jadeln of a AP, La. the problim.
of findivg & gpod |eader md Ibel plocement] muckithat the rarpher_of tatal label
height wd total leader lagh is mindmized. We show fat fhe freo-sided liheling

and e parallel segmert) is HP-complete. W also gire heurdstic genetic algorifms
and amakrme e propaty for the pmbleme. For all the problems @ i thesk, we

comitected to the Iibelis fized. The problem is derestivg that it ¥ ambre of;

Figure 1-1: A sample article of Microsoft Office Word.



In some situation, this annotation system is not always good visually. Especially,
when the number of sites grows larger; the number of labels also grows larger; one
column is not enough for all of them. According to Figure 1-1, Microsoft Office Word
puts all labels in one page, and it only supports 36 labels. When we want to place more
than 36 labels, they will vanish on the page. Also, when there are lots of labels, labels
with large index number will be far away from where corresponding sites are. If this
happened, the dotted lines will be too close to recognize them. It is not a proper
placement for the annotation system.

Our problem can be modeled aé fol.lows: wc.=j aésumg that we are given a set P = {p;,

P2,..., Pn} of points and an axis-parallel réé'fa-rig'le R that'contains P. Each point, or Site,
S i
i e 1 ~
pi is associated with an axis-parallel’ rectangula:r_label and we only allow one point

connecting to one label. The labels hax./e to be placed and connected to their
corresponding sites by polygonal lines, so-called leaders, such that no two labels
intersect and the labels lie outside R. We investigate various constraints concerning the
location of the labels and the type of leaders. More specifically we either allow
attaching labels to one, and two sides of R, and we either compare straight line or
rectilinear leaders. Our goal is placing labels such that crossings are not allowed. First,
we will introduce an algorithm that could minimize all the distances between a site and

its corresponding label for the annotation system. Then, we expand the problem to

5



two-side labeling problems while sites numbers are large. We show some problems in
our model are NP-complete, and propose heuristic genetic algorithm to solve them.

In this thesis, we deal with labeling dense point sets with comparatively large
labels. In the first half parts of this thesis, we try to normalize all the label size and fit
them only on one side, and in the last half parts of this thesis, we separate labels into
two groups. The same problem occurs when several locations on a map are to be labeled
with large labels that must not occlude the map. The labels have to be placed and
connected to their corresponding sites by polygonal lines, so-called leaders, such that (a)
no two labels intersect, (b) no twc; legders int.fers\ect, gnd (c) the labels lie outside R

(boundary of the map) but touch R. Wegm'eétigate some constraints concerning the
S i
i e 1 ~
location of the labels and the type:of leaders. We consider two ways for visualization.

By using rectilinear leaders, namely type-opb leader that consists of two orthogonal and
one axis-parallel segments. We show the complexity of this problem in Chapter 3. For
details refer to Chapter 4, we model two-side boundary labeling problem on the famous
heuristic algorithm “Genetic algorithm”. First, find some non-intersecting (i.e. feasible)
leader-label placement, and we also consider two natural objectives: minimize the total
length of the leaders [5][6] and minimize the total height of the labels that are too hard
to solve at the same time.

This thesis is structured as follows. In chapter 2, we introduce some preliminary

6



knowledge associating our problems, including defining and modeling general
boundary labeling problems. In chapter 3, we provide a new method by changing the
order of labels to solve one-side annotation system. We also study the problem of
minimizing total label height and total leader length when type-opo leaders are used and
the labels are placed on left and right side of R. We proved these two problems are
NP-complete. In chapter 4, we model the two-side labeling problem of minimizing total
label height and total leader length with type-opo leaders on famous genetic algorithm.
Because the number of labels on leftside and_ right side are not fixed, the problem is
hard. We show this problem €an b;: Iun on ge{letic algorithm under some constraints.

We show this heuristic algorithm is reaso'ﬁ'at-)l'e' and suitable. In chapter 5, we simulate
S i
i e 1 ~
the problem with different parameters| which may affect the result easily. Then, we

analyze why they are accessible and corﬁpare the answer with optimal results of
minimizing total label height and leader length at the same time. In chapter 5, we also
show how these boundary labeling problems applied on Microsoft Office Word
properly. At the end of this thesis; in chapter 6; we provide conclusions and introduce

future work. All our surveys and works can be sum up in Table 1:



Table 1: Running time for related algorithms in big-O-notation.

Leader type LABELING TLLm TLaMm
s 1-side n2*e X
opo 1-side nlogn X
rerouted-opo 1-side n® X

s 2-side NPC NPC

opo 2-side NPC NPC




Chapter 2

Preliminaries

> Wil

In boundary map labeling, the la_lbels 'éife placed iﬁ the boundary of the map that
encloses all sites. To describe our.proble'm inthe thesis, we define the model of
boundary labeling. We can choose what sides that the labels are placed to. The size of
labels could be uniform or non-uniform. Boundary labeling is a kind of label placement
that is usually used in cartography. However, we can also find out that it can also be
used on article annotation as described before. Boundary labeling can be defined briefly

as follow: A rectilinear map R with a lot of sites which are needed to be labeled.



2.1 Boundary Labeling Model
There are several variants in the boundary labeling model [4]. We try to introduce
some below:

Side: Sides of the enclosing rectangle next to which we place labels. We can use any
sequence of N, E, W, and S (for North/East/West/South). In the cast of multiple
stacks, we use N;EjW\S, when the labels are attached to the North, East, West, and
South side of R and use i, J, K, | number of stacks, respectively. If no labels are
placed next to a side we omit the letter gprresponding to that side, and if only one
stack is used we omit index 1‘.

LabelSize: UnifSize (all labelshave the’ sa%emze), MaxSize (all labels are Uniform of

MaxSize) or NonUnif?Size!(';acl-lt-.labe..l |l is a-ssociated with a height h; and a
width w;).
LabelPort: FixedPorts (points where a leader can touch a label are predefined) or
SlidPorts (points can slide along the label’s edge).
LabelPos: FixedPos (labels have either to be aligned with a predefined fixed set of
points on the boundary of the rectangle) or SlidePos (labels can slide along
the rectangle’s sides)

Leader: Type of the leader (0po, po, or 0). We’ll introduce it in next section.

Site: Type of the sites. Each site is a 1-point, line, rectangle, a polygon etc. In this thesis

10



we study that each site is a 1-point.

Objective: LEGAL (just find a legal label placement), TLLM (find a legal label
placement, such that the total leader length is minimum), TLHM (find a
legal label placement, such that the total label height is minimum), TBM
(find a legal label placement, such that the total number of bends is
minimum or, equivalently, the number of type-0 leaders is maximum), LSM

(find the maximum label size for which a legal label placement is possible).

2.2 Types of Leaders

| ! "E
|

2.2.1 Straight-Line Leaders ! |

Each leader is drawn as a straight line segment (see Figure 2-1). According to the

previous classification scheme, we refer to straight leaders as type-s leaders.

11



IR rr

W- Port
tR e
wi
/ li hi
[ Pi ‘
H Ci
R
bR ..o
Site  Leader Label

Type-s leader

Figure 2-1: Type-s leader.

2.2.2 Rectilinear Leaders

A rectilinear leader consists of a qrﬁenqgof ax1s-parallel segments that connects a

site with its label. Each leader cons1sI|s of &seqmence of axis-parallel segments, which
are either parallel (p) or orthogonal (0)to the side of R to which the associated label is
attached. This suggests that a leader C of type C;C; . . . Cx, where C;j € {0, p} consists of
an X- and y-monotone connected sequence (Sy, Sy, . . ., Sk) of segments from the site to
the label, where segment S; is parallel to the side containing the label if ¢; = p; otherwise
it is orthogonal to that side. Our primary focus has been on opo and po leaders
(see Figure 2-2), respectively.

In this thesis we focus on leaders of the type opo (see Figure 2-2 (a)). For each

type-0po leader we further insist that the central p-segment is immediately outside the

12



bounding rectangle R and is routed in a so-called track-routing area (see Figure 2-2 (b)).

We assume that the width of the track-routing area is fixed and large enough to

accommodate all leaders with a sufficient distance. Due to this assumption the total

length of the 0-segments of all leaders is identical in all label-leader placements. Thus

we are left with optimizing the length of the p-segments. Minimizing the width of the

track-routing area for a given minimum leader distance is an interesting problem in

itself, which is not the topic of this work.

IR rr IR rr
i W Port W Port
G : R 1y tR eenst
wi A P wi
[— L]
i | [ni—- i [fni
Pl x
H Ci - = H
R
DR oo bR ...
Track routing areal
Site  Leader Label Site  Leader Label
Type-po leader Type-opo leader
(a) Type-po leader. (b) Type-opo leader.

Figure 2-2: Types of leaders.

2.3 Two-Side Labeling and Four-Side Labeling

Without losing generality, it is reasonable that we should not only put labels on one

13



side boundary of R. We should also think about other ways of putting them around R.
For examples, two-side labeling (see Figure 2-3 (a)), four-side labeling (see Figure 2-3
(b)), and circular labeling problems are also famous problem required to be studied. In
this thesis, we studied more about two-side labeling problem which can be commonly

used on the article annotation system, subway line labeling problem [9], and other

applications.
= ‘ li | hi
: L wi
Wi
o — il | u _./— li hi
\ [ Pi
wi L Ly - Ci
wi [ : '__‘ | wi
nill o | = SRS, li hil| «e:"'rt...w ,I i //.
Ci 15
wi I R
hi li /. | i .\ wi
R li | hi
(a) Type-s leader on two-side labeling. (b) Type-s leader on four-side labeling.

Figure 2-3: Types of many-side labeling.

2.4 Modeling Two-Side Boundary Labeling

We consider the following problem. Given an axis-parallel rectangle R = [IR,

rR]x[bR, tR] of width W = rR —IR and height H=tR — bR, and a set P c R of n sites pi

14



= (xi, yi ), each associated with an axis-parallel rectangular open label li of width wi and
height hi , our task is to find a legal or an optimal leader-label placement. Our criteria
for a legal leader-label placement are the following:
1. Labels have to be disjoint.
2. Labels have to lie outside R, close to the boundary of R.
3. Leader ci connects site pi with label li for1 < i < n.
4. Intersections of leaders with other leaders, sites or labels are not allowed.
5. The ports where leaders touch labels may be fixed (the center of a label edge).
In this thesis we present a poiynqmial tir?e élgori.thm to solve one-side rerouted

leader problem and a genetic algotithm tha"ﬁémputes legal leader-label placements (for
S i
brevity, simply referred to as labelings) for tworside labeling shown below (see Figure

2-4), but we also compare optimal placements of two-side label placement according to

the following two objective functions:

® Balance label height (minimum total label length of two side) and

® Short leader length (minimum leader length).

15



w i Port

tr .
wi

{m

BRje- ¥ [ ] Label

Track routing area Site | gader

Figure 2-4: Type-opo leader on two-side labeling.
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Chapter 3

One-Side Rerout_ed Leader and Two-Side
Label Placement

We consider the problem about how to improve the annotation system of Microsoft
Office Word. The criterion; total leader length; plays an important role in this problem,
because we would like to place the label as near as its corresponding site. The criterion
makes senses and it is practicable. In this chapter we focus on computing label
placements of minimum total leader length and minimum total label height. We present
an algorithm that attaches labels to one side (right) with rerouted leaders that change the
order of labels. This is a new idea different from the original label placement. In two

opposite sides (left and right), we prove that they are both NP-Complete problem for
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satisfying either two objects described before. We also examine uniform and

non-uniform labels, and fixed or sliding ports.

3.1 One-Side Rerouted-Leader Label Placement

In this section, we focus on computing label placement with rerouted leader and
place all labels on one side (right side). The main point of our dynamic algorithm is how
to compare total leader length of all: label p_ermutation efficiently. When there is a
rerouted leader happened, we can fi;ld that the I‘?I'Oiltﬁd l.eader separates labels into three

groups (see Figure 3-1 (a)). Werhave to caﬁ_ﬁlaté the sum of leader length of these three
il :
groups separately and compare ‘with the length! value while connecting to all labels

through the right boundary, i.e. if rerouted lee.lders happened, the total leader length
should be improved.

We employ a table S of size nXn to maintain leader length minimization. We use
table S to save all the possible placement of the first rerouted leader. Since the location
of each label is fixed, the length of the leader to the ith label of syjgp, is determined. In
the case of fixed port we define Right(p,i) to be the distance from site p to the port of
the ith label of syjgp.. While in the case of sliding ports Right(p,i) is defined as the

distance from site p to the closest point of the ith label of sygne. On the other hand,
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Left(p,i) is defined similarly. In the case of fixed port we define Left(p,i) to be the
distance from site p with rerouted leader to the port of the ith label of sygne. While in
the case of sliding ports Left(p,i) is defined as the distance from site p to the closest

point of the ith label of syjgne With rerouted leader. We obtain the following results.

Theorem 1: Given a rectangle R of sufficient size, one sidesr of R, asetP ¢ Rofn
sites in general position and a non-uniform rectangular label for each site, there is an
O(n®)-time algorithm that attaches:the Iabels to r and connects the site with
non-intersecting type-opo leaders 6r rgrouted .type-opq leaders to the corresponding
leaders using fixed or sliding* parts sucﬁ%that the total number of leader length is

minimized.

Proof:  Without the loss of generality, assume that Syjgp; is the right side and sjefe is
the left side of rectangle R. We also assume that the sum of the label heights is at most
the height of constant number N (in the annotation system, we may assume N as the
height of a paper sheet) and that the sites are sorted according to increasing y-coordinate.
Recall that by p; = (X;,y;) we denoted the ith site, by h; we denote the height of the
ith label, 1 < i < n, and by by and tg we denote the y-coordinate of the bottom

right and top right corner of R, respectively. Also, we denote [, as the length of
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leader segment of kth leader in x-coordinate (orthogonal) direction and [, (parallel)
as in y-coordinate direction. M;; is defined as all possible combination of the first
rerouted leader, i.e. we have to decide the most outside rerouted leader first, or we
cannot implement our algorithm because of unstable label positions. For example, Mg
means that we choose site 8 and reroute its leader for the purpose of placing its label
into the position 3. M, ; satisfies the following recurrence relation for 0 < i,j < n. We
can get ReRouted(i,j) in polynomial time when we have already decided where label

placed.

n -
M, = min { Z lix + Uy i Trs_y +Fisa 5% T 11 ) + ReRouted (i, )}

k=1 O
(e i
=

In this algorithm, when we knolvsf how rerouted:leader placed, we can separate
| . .

labels into three groups (see Figurc3-1). The algérithm satisfies optimal substructure
property which can be proved by contradiction. We assume that T; ; is minimum in our
solution. If there exist another min{TLa_l + Tar1p-1 + Tb+1‘n} + ReRouted(a, b) is
smaller than Yj_; Iy, + I, , we will choose M,;, as minimum solution. This
contradicts to our assumption. Also, the algorithm satisfies overlapping sub-problem
property (see Figure 3-1 (b) (¢)). When we place the label of ith site to jth position or

when we place the label of jth site to ith position, we will count the same sub-problem

of Ty;_1 and Tj 5. The worse case of this algorithm happens when the leader always
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reroutes to the most outside of the sub problem. So, the complexity is Y.r_on% X (n —

k)2 = 0(n®).
T1,i1 T1,i-1 T1,i-1
----- O—I_ i;----o [_
Ti+1,j-1 Ti+1,j-1 Ti+1,j-1 I—I_
1 1= O—I_
Tj+1‘n TJM,n TJ+1,H
(a) (b) (©

Figure 3-1: Label placements that the dynainic proéramm_ing algorithm takes into account when

e Ly
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Sometimes, we may use uniformi-label:placement under some circumstances.

However, this problem is easier than previous one. We don’t need to add more

information about label sizes and where labels placed in this situation.

Theorem 2: Given a rectangle R of sufficient size, one sides r of R, a set P c R of
n sites in general position and a uniform rectangular label for each site, there is an
O(n®)-time algorithm that attaches the labels to r and connects the site with

non-intersecting type-opo leaders or rerouted type-opo leaders to the corresponding
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leaders using fixed or sliding ports such that the total number of leader length is

minimized.

We can prove this theorem by adding more information of labels from Theorem 1.
The way of calculating ReRouted (i, j) is easier. The displacement of labels is constant
when reroute happens (see Figure 3-1). We can save tiny time from previous one while

sites are little.

3.2 Label -Height Minirﬁi;ation _Qn Two—Side Labeling

Without losing generality, ‘when :we try to I:i_m'prove the annotation system, we
would like to separate labels into two groﬁps averagely. Which means it’s better to
separate labels into two groups, and these two groups have the same label height. In this
two-side map boundary labeling problem, we are given a map G = (S, L), S is a set of
sites, L is a set of corresponding labels, and a positive integer MZ% (Total label height),
a finite set H which represents all the label height in L, and a target t. As usual, we
define the problem as a language Two-Side Labeling: {<H,M,t>: there exists subsets

H € H suchthat min{Y,cyzh—M}=t}
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Instance: A map G = (S, L), S is a set of sites, L is a set of corresponding labels, and a
positive integer M = % (Total label height), a finite set H which represents all
the label height in L, and a target t.

Question: Does there exist a subset of L that total height of labels is the nearest height

vale to M?

Theorem 3: Minimizing label height of Two-Side map boundary labeling with

opo-leader is NP-complete.

Proof: To show that two-side labeli'ng.. is /in\ NP, for an instance <H,M,t> of the

-
—
o

problem, we let the subset H'" be the c'e?rtif:;%a;te. Checking whether {Ypcgyh—M} =1t
can be accomplished by a Veriﬁcati;)n algorithrﬁ in polynomial time. To show the
NP-hardness of this problem, we will reduce it from the subset sum problem. We will
show that SUBSET-SUM < p TWO-SIDE BOUNDARY LABELING problem. When
t=0, this problem is equal to subset sum problem absolutely. We have to whether there
exists a subset H € H such that Yheg' h = M. While t=1,2,...,n, we also have to
check whether there exist a H € H satisfies Y,,eyh = M + t. This is also another
subset problem. If we want to solve this problem, we have to solve subset sum problem

many time until we find the minimum t. On the other hand, if we can solve this problem,
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we can find out a corresponding subset sum problem. To sum up, TWO-SIDE
BOUNDARY LABELING is NP-hard and TWO-SIDE BOUNDARY LABELING is in

NP. TWO-SIDE BOUNDARY LABELING is a NP-Complete problem.

3.3 Leader-length Minimization on Two-Side Labeling

Leader-length minimization of two-side labeling is another criterion of our solution.
Without losing generality, when we try to imprqve the annotation system, we would like
to place labels as near its’ site as p;)ssible. Wh.ilch'mear.ls it’s better to minimize leader
length to fit the object. ’ E"

1l A
Instance: Givenk € Z*, and a set S of n si;[es ;)n many horizontal lines of set L. Each
site has rectangular label [; with dimension w; X h;. And a set R={r; =
the shortest length from site s; to the right boundary}
Question: If there exist any legal opo-labeling with labels on left side and right side of a

boundary R, such that the total leader length is at most M?

Theorem 4: Minimizing total leader length of Two-Side map boundary labeling

with opo-leader is NP-complete.
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Prof: In order to prove the problem belongs to NP-complete problem. We need to guess
a position of the labels on the boundary of L and also check (i) the label do not overlap
each other. (ii) all the leaders do not intersect with each other. (iii) the sum of leader
length is no more than M. We can reduce the problem of determining a legal solution of
partition model.

Given positive integers pq, Pz, -+, P2m, 1S there a subset I of J={1,2,...,2m}such
that I contains exactly one of {2i-1,2i} for i=1,2,...,m, and Yicia; = Yigj1a;? We will
reduce an instance P of partition problem to an instance(S,L) of this problem such that P
can be partitioned if and only if the.fé'x;iig;_z;_';cwo-side. boundary labeling of S with

A g A
corresponding labels to L. This fp_robilém can b'.é reduced as a problem that there are
many sites on one vertical line, and we.wanf to put -all the labels on right side or left side.
If there are more than one sites on the horizontal line, we can assume that they are

different sites and very close on the target vertical line (see Figure 3-2). At the same

time, every site is lying on the central of the line where it is placed.

25



N

AN
\\

\ /1]
\
III/

Figure 3-2: Transformation to two-side labeling on a line.

We can easily prove this problem by reducing partition problem to it. Giving an

integer set A={ay,a,, ...,y } Wthh represents the length of p-segment of every pairs of
/—h.\ N \

=
| Md=

sites and labels. Also because all the sTeﬁra?i’q ilthe sante distance to the boundary, we
| -

can get another integer set B; whﬂe b B, ar.ld 1&
b; = a; + % (Iength of L) + width of track routing area

Then, we can easily apply this problem to partition which is well-known as a
NP-complete problem. Whereas, and if we can find an answer of two-side boundary
labeling problem, we can also get the answer of corresponding partition problem. So,
minimizing total leader length of Two-Side map boundary labeling with opo-leader is
NP-complete.

Because both label height minimization and leader length minimization are

NP-Complete problem. And when we try to solve one of both problems, we will not
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also get the optimal solution of the other. If we want to solve both of the problems at the

same time, it will be harder than solving one problem. So, we try to use genetic

algorithm to solve two problems at the same time and runs quickly.
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Chapter 4

Genetic Algorithm on:Two-Side Labeling

= '-:“5 IE‘

Genetic algorithms are stoc?_asti_c gloﬁél search rﬁethods that have proved to be
successful for many kinds of optimizétion problems. Genetic algorithms are categorized
as global search heuristics. These algorithms work with a population of candidate
solutions and try to optimize the answer by using three basic principles, including
selection, crossover (also called recombination), and mutation. The initial population
should be chosen randomly. Then, during subsequent generation, new candidate
solutions are produced by selecting two individuals, with higher probability of selection
for better individuals. And then, we have to recombine parts of these individual to form

one or two offspring, and mutate (change slightly) the resulting offspring. At last, the
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new descendent is inserted back to the population and worst individual is deleted.
Genetic algorithm can be shown as follow:
Pseudo-code algorithm
1. Choose initial population
2. Evaluate the fitness of each individual in the population
3. Repeat
(a) Select best-ranking individuals to reproduce
(b) Breed new generation through crossover and mutation (genetic
operations) and give-;t)irtl.l. to offspﬁﬁg

!
\

(c) Evaluate the individual jo-@ﬂ':e%.'o'ffspring
A

(d) Replace worst ranked part of pophla_tioh with offspring
4. Until termination
The basic loop is depicted in (see Figure 4-1). The implement of all steps will be

discussed in more detail in Chapter 4.
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Initialization

Evaluation

Reproduction,

Figure 4-1: The basic loop of a genetic algorithm.

4.1 Genetic Algorithm Modeling

Genetic algorithms are implemented as a computer simulation in which a

population of abstract representations ','(pallg'_dfchromo'somes or the genotype or the

| === ||

genome) of candidate solutions (calfe|d igdivigiuals, creatures, or phenotypes) to an

optimization problem evolves towardbetter .sdfutions. Traditionally, solutions are
represented in binary as strings of Os and 1s, but other encodings are also possible. The
evolution usually starts from a population of randomly generated individuals and
happens in generations. In each generation, the fitness of every individual in the
population is evaluated, multiple individuals are stochastically selected from the current
population (based on their fitness), and modified (recombined and possibly randomly
mutated) to form a new population. The new population is then used in the next iteration

of the algorithm. Commonly, the algorithm terminates when either a maximum number
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of generations has been produced, or a satisfactory fitness level has been reached for the
population. If the algorithm has terminated due to a maximum number of generations, a
satisfactory solution may or may not have been reached.

Genetic algorithms find application in bioinformatics, phylogenetics, computer
science, engineering, economics, chemistry, manufacturing, mathematics, physics and
other fields.

A typical genetic algorithm requires two things to be defined:
1. a genetic representation of the solution dqr_nain,
2. afitness function to evaluate tlie sqlution d?méin.

A standard representation® of. the solﬁ'ﬁ'oﬂ'is as/an’ array of bits. Arrays of other
S i
i e 1 ~
types and structures can be used:in ‘essentially \the same way. The main property that

makes these genetic representations convenient 1s that their parts are easily aligned due
to their fixed size, which facilitates simple crossover operation. Variable length
representations may also be used, but crossover implementation is more complex in this
case. Tree-like representations are explored in Genetic programming and graph-form
representations are explored in Evolutionary programming.

The fitness function is defined over the genetic representation and measures the
quality of the represented solution. The fitness function is always problem dependent.

For instance, in the knapsack problem we want to maximize the total value of objects
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that we can put in a knapsack of some fixed capacity. A representation of a solution
might be an array of bits, where each bit represents a different object, and the value of
the bit (0 or 1) represents whether or not the object is in the knapsack. Not every such
representation is valid, as the size of objects may exceed the capacity of the knapsack.
The fitness of the solution is the sum of values of all objects in the knapsack if the
representation is valid or 0 otherwise. In some problems, it is hard or even impossible to
define the fitness expression; in these cases, interactive genetic algorithms are used.
Once we have the genetic representatiqr_l and the fitness function defined, GA
proceeds to initialize a population ;)f splutions Wraﬁdom.ly, and then improve it through
repetitive application of mutation, crosls;)\../é%'-i;i;}ersion, and selection operators.

| A
I e

4.1.1 Individual

The individual represent a candidate solution. In this problem, it represents a legal
label placement without crossing. The individuals are stored as real-valued vector. We
let the element “0” of the vector representing connecting to left side boundary. On the
other side, the element “1” means putting label to the right side boundary. Although it is
conceivable that different genetic representations influence the optimization behavior

significantly, we choose this representation instinctively. Because we only need two
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types of groups to represent connecting to the left side or connecting to the right side, it

is obviously that binary integer representation is just what we need.

4.1.2 Initialization

At the beginning of the genetic algorithm, the individuals in the population have to
be initialized. Initially many individual solutions are randomly generated to form an
initial population. The population size depgnds on the nature of the problem, but
typically contains several hundreds ‘or thousandﬁ of possjble solutions. Traditionally, the

population is generated randomly, coveriﬁg?'thé entire range of possible solutions (the
il :

i e 1 ~
search space). Occasionally, ‘the:solutions. may! be "'seeded" in areas where optimal

solutions are likely to be found. In our case, this'is done randomly. We generate a label
placement with restricted given area (including rectangle R, track routing area, and

space for labels) and let bad offspring eliminated by selection.

4.1.3 Evaluation

The choice of the evaluation function plays a crucial role in the design of a genetic

algorithm. There is a big advantage of using evaluation in genetic algorithm. One can
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measure desired criteria on the resulting placement and weight these criteria to suit

personal preferences. Because genetic algorithm is always using in multi-purpose

problem, we can then analyze how important these criteria are.

Among the criteria we test are

All the leaders do not cross to each other.

*  All the labels do not overlap to each other.

»  Total labels should be placed balanced on left side and right side.

*  The longer label height on left'side gr_1d right side is minimum height.
*  Total leader length is a mi;lim}lm leng.t~h of all F:ombination.

The result presents in Chapter 5 show':s_btﬁé cases of legal placement.
S i
i 4 =

4.1.4 Selection

Selection is important to genetic algorithm, since only selection drives the search
towards more promising regions of the search space. In our implementation, we select
individuals for reproduction (i.e. parents) according to the common linear ranking
selection scheme, i.e. individuals are selected according to their rank, with better
individuals receiving a higher chance of being selected. So that, the selective pressure of

actual fitness values, which may be important, since it is not known beforehand in
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which range of fitness values the optimal solution is located. The algorithm is of the
steady state type, i.e. the offspring is introduced into the population, and at least fit
individual is deleted. This way, the best solution so far is never lost. Also, in our
problem, when crossing happened, the individual should not be counted in the
population.

We define fitness function as follow:

n

£ =2 x i=1 Ci T x (th - th)
P \n x (Jtg — brl R I — 1] +8) 27 YRy + Ly,

Ry : Label height of the fight-side.
Ln: Label heightof the left sides <4

€:  Track routing area width. rf;

tgr: Top position of the boun:dar'}}.:

bgr: Bottom position off.the:boundary.' @
rg: Right position of thelbotndary.

lg: Left position of the boundary.

In order to normalize the function, we divide these parameters to their intuitive
maximum value. Thus without generality, A; and A, can be chosen between 0 and 1,

and satisfy A; + A, = 1.

4.1.5 Recombination
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In order to get better result, we combine two good parents into a new offspring
which may be brown better or not. The purpose of the crossover operator is to
recombining sub-placements of different individuals to produce an offspring. Since, we
expect that good parts of a placement are connected, we perform crossover by choosing
randomly a connected parts of the placement of two parents and swap the
sub-placement.

However, unfortunately, there is a problem with this operator using this method. A
combination of two good parents may-yield a poor offspring. This poor offspring will be

deleted during the natural selection process.

4.1.6 Mutation SN

1]

Mutation is a crucial step of genetic algorithm. While using recombination, we can
only find new combination of individuals that are already at present. We may lose some
information forever while it is not in the population. Another method called mutation
can introduce new material into the population, i.e. the slight changing of individuals. It
is necessary and reasonable to get new materials to increase the probability of getting
better answers. In out implementation, mutation is done by randomly changing binary

vector with a given small probability. We try to change one leader from the right side to
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left side (or from the left side to the right side). This way, we will have a probability to
get a better individual through the present individual and the result is different from the

recombination (or crossover) process.

4.2 An Example of GA on Two-Side Labeling

Now, we give a simple example how we implement genetic algorithm on two-side
labeling. At the beginning, we give a fixed rectangle R which is 400 by 300 units as the

target map and also give a fixed width for the track routing area that is assumed enough

for all the leaders’ placement. Initially, vx;é"“g'e'nerate the number of sites, the height of
S i

labels randomly. Also, we can get some parametets '(including R width, track routing

area width and total label height) for the fitness function shown below:

n
i=1 Ci

x( IRp — Ll
n X (|tg — bg| + [rg — Ig| +€)

)*”Zx(m)

After that, for the fitness function, we only need to calculate the length of leader of

any possible placement generated from the algorithm and the combination of labels. We

give 4 chromosomes represented as a 20-bits vector as an example (see Figure 4.2-1).

Letting the element “0” of the vector represents connecting to left side boundary. On the
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other side, the element “1” of the vector represents connecting to right side boundary.

(see Figure 4.2-1)

chromosome [0]=10100110011101110101  fitness = 0.1946
1]=01001101011111000011  fitness = 0.2077
2]=11111011011111001110  fitness = 0.2359

3]=10111010111001011011  fitness = 0.2335

chromosome

chromosome

1

chromosome

Figure 4-2: Four chromosomes represented as a 20-bits vector.

In this genetic algorithm, we have to select smaller fitness number as better
individuals, and this is different from original fitness definition. Then in iteration (1), we

choose the smallest two individuals", _c_:‘hi_r_qu(")some [0] and chromosome [1] and

—— =
—
= |

recombine them in order to get better (')ffsp;';ing (see Eigure 4.2-2). After recombination,
we can find out that CrossOverChromosc_)me.l [2] is better than its parents. In the
program, choose a number of bits for swap process randomly. In this case, we choose
first 4 bits of chromosome [0] and swap them to the first 4 bits of chromosome [1] and
get chromosome [2] and chromosome [3]. As the result, one is better and the other is
worse. It is obviously that the worse individuals will be eliminated by the natural

selection in this iteration.
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CrossOverChromosome [0] = 10100110011101110101
CrossOverChromosome [1]=01001101011111000011
CrossOverChromosome [2] = 01000110011101110101
CrossOverChromosome [3] = 10101101011111000011

fitness = 0.1946
fitness = 0.2077
fitness = 0.1856
fitness = 0.2200

Figure 4-3: Four chromosomes represented as a 20-bits vector in iteration (i).

The iteration will stop when all the four individuals have the same chromosome. In
this situation, we will ignore the possibility of mutation in the future because it is not
worthy to wait for its happening. The mutation only occurs with a given small
probability. In this algorithm we choose only a bit of vector and change it. Even this
may not always useful in the algorithm, it hefﬁs v&<hen we need more different material

in the population. The GA result/and "('),p_t-.iir_pg_l_ result show below: (see Figure 4-4 and

= ]
| M
I e

see Figure 4-5)

39




luate  Help

=
(|
—
L H

| r JJJJJJHJ |
|

V £7

Figure 4-4: Typﬁvq‘po

EIE[x]

File ¥iew Algorithm Evaluate Help

L
LLﬁﬂ hL

Figure 4-5: Type-opo leader of optimal solution on two-side labeling.
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Chapter 5

Simulation Resul_ts

= '-:“5 IE‘

For now, we test our algorﬁit_hm_ on é:'.number of example graphs with rerouted
leader on one-side labeling and genétic algorithm on two-side labeling. As described
above, there are some disadvantages of the annotation system of Microsoft Office Word.
While inputted label number is small, it is more general that users may want to enlarge
label height to see more details in the labels. On the other hand, while inputted label
number becomes larger, the system should not abandon labels easily. We provide the
following method to prove the annotation system: (i) While inputting little labels, we
enlarge label size to fit the height of paper sheet and apply the situation on rerouted

leader labeling method. However; we can also use this method to prove the
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visualization by combining dotted lines into one. We will show the detail in the
following sections. (ii) While inputting many labels, we can also combine labels of sites
on one line. (ii1)) While inputting many labels, in order to provide more space for labels,
we try to reduce the space of text and provide one more column for labels in one page.
This way, we can apply the situation on two-side labeling problem. We separate them
into three basic groups to see whether two objects: minimum label height and minimum

leader length is important.

5.1 Rerouted Leaders on Qne-Si_dé L_abeling

1| A
.i : { . -
Recall the details in chapter:3;.we provedithat:the algorithm of rerouted leader

label placement of one-side labeling is run .in polynomial time O(n3). The total leader
length of original placement is 1880 units and rerouted leader placement is 1120 units
(see Figure 5-1). This one-side labeling problem with rerouted leaders makes the
annotation system improvable. In next section, we will show how it looks when

applying on Word.
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(a) Original placement. (b) Rerouted leader placement.

Figure 5-1: Easy sample result of non-uniform rectangular label placement.

5.2 Genetic Algorithm on«Two-Side L abeling

N\

'r_\'-':'; ,'-" \l :

In this section, we slightly chan%ei Ag -and 'Ikz in order to get better visualization
A W Vs

of two-side labeling problem:. Be'sidels;, we alsb'lyvaﬁt to know how these parameters

affect the final result.

5.2.1 Leader Length Minimization

In some situation, we may focus on object “leader length minimization”. We can
slightly change A, and A, to fit our destination. So, we try typical formation to see

how important they are under our constraints.
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Table 2: Details of our GA algorithm and optimal solution with A;=1.0 and A,=0.0.

Total leader length

Difference of label height

GA algorithm

5842 units

44 units

Optimal solution

4710 units

48 units

Here, the site number is 20, total leader length of Figure 5-5 is 5842 units and
height difference of left labels and right labels is 44 units. Total leader length of Figure
5-6 18 4710 units and height difference of Teft

case, we assume possible maximumde

12080 units.

b

44

labels and right labels is 48 units. In this

ader lengfﬁ ig.:1§020 units and total label height is
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Figure 5-3: Type-opo leader of optimal solution on two-side labeling.
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When these objectives are not both important, we may try to set with A; = 1.0
and A, = 0.0. This is reasonable for the normalization. We also show that the genetic
algorithm works, because the average fitness converge to optimal fitness finally
(see Figure 5-4). It converges quickly. Although in other cases, we may see some points
which are not respected, it’s because the mutation process and we still can find out the
tendency of convergence. Even though the leader length is smaller, it doesn’t look very

good because the labels of two sides arenot balanced as usual.
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GA convergence
0.42
041 —
0.4
0.39
0.38
037 \\,__
0.36
0.35
0.34
0 1 2 3 4 5 6 7 8 9 10
—&—Best fitness | 0.376 | 0.369 | 0.364 | 0.364 | 0.364 | 0.364 | 0.364 | 0.364 | 0.364 | 0.364 | 0.364
AVG fitness | 0.411 | 0.385 | 0.373 | 0.367 | 0.364 | 0.364 | 0.364 | 0.364 | 0.364 | 0.364 | 0.364

Figure 5-4: The GA convergence with2; = 1.0 and &, = 0.0
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5.2.2 Label Height Minimization

In some situation, we may focus on object “label height minimization”. We can

slightly change A, and A, to fit our destination. So, we try typical formation to see

how important they are under our constraints.

Table 3: Details of our GA algorithm and optimal solution with A,=0.0 and A,=1.0.

Total leaderlength’ Diftference of label height
GA algorithm 6478 units N : 28 units
S ~ N Tox
.f_“_i-__-_ Q|
Optimal solution *6232 1fr+itsr:'_'.-" = | 'I 0 units
| ,r'.[rh | ¢ s

l;l 2 ||,

Here, the site number is 20, total leader length of Figure 5-5 is 6478 units and
height difference of left labels and right labels is 28 units. Total leader length of Figure
5-6 1s 6232 units and height difference of left labels and right labels is 0 units. In this

case, we assume possible maximum leader length is 16020 units and total label height is

12080 units.
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Figure 5-6: Type-opo leader of optimal solution on two-side labeling.
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When these objectives are not both important, we may try to set with A; = 0.0

and A, = 1.0. This is reasonable for the normalization. We also show that the genetic

algorithm works, because the average fitness converge to optimal fitness finally

(see Figure 5-7). It converges quickly. Although in other cases, we may see some points

which are not respected, it’s because the mutation process and we still can find out the

tendency of convergence.

e A LS 1T
L.I. % _"! o s
v L - L
GA convergence
0.016
0.014 —
0.012
0.01
0.008
0.006
0.004
0.002 —
0
0 1 2 3 4 5 6 7 8 9 10
—&—Best fitness | 0.005 | 0.004 | 0.002 | 0.002 | 0.002 | 0.002 | 0.002 | 0.002 | 0.002 | 0.002 | 0.002
AVG fitness | 0.014 | 0.008 | 0.004 | 0.003 | 0.002 | 0.002 | 0.002 | 0.002 | 0.002 | 0.002 | 0.002

Figure 5-7: The GA convergence with A; = 0.0 and A, = 1.0
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For the annotation system, we believe that two-side labeling can solve this problem.
If we use two-side labeling for the annotation system, we must reduce the number of

words in one page, i.e. we need two column spaces for all the labels.
5.2.3 Leader Length and Label Height Minimization

In some situation, we may focus on both leader length and label height

minimization. We can slightly change'A; ‘and A, to fit our destination. So, we try

typical formation to see how they work under our axésur.nption.
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Table 4: Details of our GA algorithm and optirL‘l;fll solutionwith %y’ =4, =0.5.

Total leader length Difference of label height
GA algorithm 6274 units 28 units
Optimal solution 4756 units 8 units
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Figure 5-9: Type-opo leader of optimal solution on two-side labeling.
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Here, the site number is 20, total leader length of Figure 5-8 is 6274 units and
height difference of left labels and right labels is 28 units. Total leader length of Figure
5-9 1s 4756 units and height difference of left labels and right labels is 8 units. In this
case, we assume possible maximum leader length is 16020 units and total label height is
12080 units.

When these objectives are both important, we may set A; and A, are 0.5 which is
reasonable for the normalization. We also show that the genetic algorithm works,
because the average fitness conve;ge to optin.lale.”ltne.ss finally (see Figure 5-10). It

converges quickly. Although in other cas'é's;»”we may see some points which are not
| | m |}
respected, it’s because the mutation ‘process and! we still can find out the tendency of

convergence. In this case, we can easily find out that these two objects are both

important for beautiful placement.
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Table 5: Average experiment resultéo_ r

ok g l'-
Ay A, | 1.0,0.0 | 09,01 | 0.8,0.2 | 0.7,0.3 0.6,047°05505 | 04,06 | 03,07 | 02,08 | 0.1,0.9 | 0.0,0.1

L 5954.8 | 5780.6 | 6091.4 | 5756.6 | 5950.6 | 6036.0 | 5909.8 | 5961.2 | 5928.0 | 6134.4 | 6389.6

opt 4710 4710 4710 4710 4710 4756 4756 4756 4756 4756 6232

% 0.2642 | 0.2273 | 0.2932 | 0.2222 | 0.2633 | 0.2691 | 0.2425 | 0.2534 | 0.2464 | 0.2898 | 0.0252

Ly, 69.0 80.0 65.2 77.6 72.0 78.0 584 73.2 20.2 27.2 24.6

opt 48 48 48 48 48 8 8 8 8 8 0

% 0.4375 | 0.6666 | 0.3583 | 0.6166 | 0.5000 | 8.7500 | 6.3000 | 8.1500 | 1.5250 | 2.4000 #

Besides, we also try some other A combinations (see Table 5). Because of
different A combinations, optimal solutions are also different. So, when we want to

compare these data, we have to compare with their own optimal solutions. According
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to Table 5, we can find out that there is a tendency that total leader length grows larger
while focusing on label height balance, and vice versa. Even though the results of our
algorithm depend on initial placement mostly, A combinations still affect them. In fact,

the best A combination should be defined case by case, so we do not study them a lot.

5.3 Implementation on Word

In this section, we try to apply ourabstract-algorithm on real Office Word. Then,

we will discuss the advantages and disadvantages of original word annotation system

and our results. ,."l'-q
11}
| 17

5.3.1 Rerouted-Leaders on One-Side LLabeling

We provide some sample results here. In order to improve this system, we tried
many ways of using this annotation system. So, we encountered many difficulty of
telling one leader from each other while there are too many labels on one page or when
labels are far from their corresponding sites. For example (see Figure 5-11), there exists
some big labels near the bottom of the boundary. This case makes labels above are

placed higher than they expect. This placement is not easy to understand because
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leaders are long and close to each other (see Figure 5-11 (a)). The main idea of our
method is that we can rearrange the order of the labels (see Figure 5-11 (b)). We
provided rerouted leaders and this method simplify the complexity of connecting pairs

of sites and labels. The result showed follow looks quite good as we expected.

(a) Original label placement of MS Word. (b) Sample result of our algorithm.

Figure 5-11: Sample result while the number of labels is small.

Another situation is that users may need to annotate more than one word on one
line (see Figure 5-12). This case is even worse on visualization than the case above. The
placement is harder to understand because leaders are too close to each other (see Figure

5-12(a)). To simply the complexity, we combine labels on the same line together
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(see Figure 5-12(b)), and only provide one leader to the combination labels. This way,

we reduce the number of leaders and minimize total leader length which are both

important for visualization. The result showed follow looks clear and more

understandable.

[Boumday] bbeling which can be Brmd] b sy aplinations is an f7_

(a) Original label placement of MS Word. (b) Sample result of our algorithm.

Figure 5-12: Sample result while the number of labels is large.

5.3.2 Genetic Algorithm on Two-Side Labeling

When site number grows larger, it will take too much time for searching optimal

(9]
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solutions for two-side labeling placement. In this situation, we would rather choose a
solution that is not always optimal but good and got efficiently. We present a result

(see Figure 5-13) for the annotation system. We can see the detail in Table 5 below.

Table 6: Details of our GA algorithm and optimal solution on Word.

Total leader length Difference of label height
GA algorithm 3082 units 30 units
Optimal solution 2756 units” 30 units
NN

| el

— |
Here, total leader length of Figuﬁ Sﬂ'%aj)llis 3082 units and height difference of

1 | E

L - I y
left labels and right labels is 30'-"imitl.| Total le]ali__cr'length of Figure 5-13 (b) is 2756
units and height difference of left labels and right labels is 30 units. In this case, we

assume possible maximum leader length is 10212 units and total label height is 9240

units.
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(a) Sample result of our algorithm. (b) Sample result of optimal solution.

Figure 5-13: Applicable sample result of our GA algorithm.

Table 7: Average results of our GA algorithm and comparison with optimal solution while running 1000

times.
Tot-al_ leé_l_d'e-"-i:'-length A 1 w‘. - Difference of label height
/ Lfe -I F L_-r‘:-\ I
GA algorithm ~ *3108 units==~ \ll - £ 70 units
WA 218 W o B
Optimal solution 2756 Ilit§ ]I /T 30 units
Difference 352 units 40 units

Now, we apply the result on the Word (see Figure 5-14). We use two column

spaces for the label placement. It becomes clearer to tell all leaders on the page. For

readers, they do not need to turn the pages to find the information about the sites.

Readability is also improved.
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5.3.3 Comparison between"ReFouted l-eaders and Two-Side Labeling

The relationship between these two methods is how we want to improve the text
annotation system. Most of the time, we hate to read articles on computers because we
get tired easily. Some people may used to print them out. So, it is good to consider how
to fill one paper with most information. This way, we should not only consider the
column space for labels, but also how large they are. These two methods have their own
advantages and disadvantages that are subjective. Thus, we may be able to provide

related parameters for users. Even though there exists an article which can be applied on
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one-side rerouted leader placement and two-side placement, it is hard to find objective

criteria to judge how good they are. Leader length is different because of different

column space, and we may lose the degree of freedom if we firm up the column space

first.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

The main motivation of this thesis is that we do not satisfy with the annotation
system of Microsoft Office Word. Sometimes, it wastes some space which can be used
to shown more information about labels. There are some plug-in that support a kind of
functions that we can paste labels anywhere on one page. However, even though it is
free to move labels on a page, it takes time and it’s hard to arrange beautifully. Because
these kinds of software threat a context file as an image, we may lose some advantages

of context files. So, it is reasonable that we like to generate label placements
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automatically. In this thesis, we provide many methods to improve this system under
various situations. We provide a polynomial time algorithm to solve one-side labeling
problem with rerouted leaders which make leaders understandable. We also proved that
two-side labeling problem is a NP-complete problem on total label height minimization
and total leader length minimization. Also, we presented a genetic algorithm to solve
two-side labeling problem for the purpose of drawing label placements automatically.
We have shown the complexity of problems of type-opo leader on two sides, we also
give the algorithm for these problems.and appl.y the results on Microsoft Office Word.
We not only analyze the relati(;n of minimizirig totgl leader length and minimizing

the total label height but also discuss thé'r'f_i"-r%:'spectively. Of course even though they
il :

i e 1 ~
don’t reach the optimal value simultandously, we can'give a good result efficiently. We

try our best to balance these two criteria by éhanging parameter A; and A, atthe same
time. That is, this algorithm cannot optimize the two objectives because of their
contradict properties but try to find a good result which is balanceable for them.

The main advantage of our genetic algorithm is that we can easily get a proper
result for the application of article annotation. When the number of sites grows larger,
we need more time to get the optimal solution, but genetic algorithm converges quickly
on this problem. To sum up, rerouted-leader label placement and genetic algorithm is a

good method to prove the annotation system.
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6.2 Future Work

There are still many open problems of labeling problems. We can change
constraints to suit different applications or keep figuring out how to solve the problem
efficiently. It is interesting to further study the problem of type-opo leader in four sides
or even extend it into circular placement. And it can also be investigated when the type
of site is not one-point, like lines, rectangles fe_tc. Future work in this area may include
and sum as follow:

Extending two-side labeling into-four sides or ¢ircular style.
S i
i e 1 ~
*  Extending two dimension drawings into-three dimension drawings which are

reasonable.

*  Changing the property of target sites, including point sites, linear sites, or
rectangular sites.

We can also think about multi-sites to single label problem, single site to
multi-labels problem and multi-sites to multi-labels problem that are more

complicated than one site to one label problem.
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