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Abstract

The rise of mobile services (e.g., electronic boo#leo streaming) and the prevalence
of mobile devices reveal the needs for mobile mgleatching and the booming
business opportunities in mobile service develogmeHowever, there are different
challenges among those services. For reading booksiobile devices, incompatible
e-book readers, non-uniformed e-book formats, @ndimited screen size causes the
inconvenience of reading documents on handheldcdsviMeanwhile, it is difficult to
read physical magazines that de ndt havé the-qmnesng digital copies. Therefore,

we propose a systenBnap2Read,| that 3t3ah automatically segment the captured
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document images (i.e., from t.h_e ehysi’éél m!;aga_zineshobile phones into readable
patches (e.g. text, title, image), éﬁd then édm;rltinto suitable size so that users can
easily browse the digitalized magazine pages \eantiobile phone with simple clicks.
Another popular activity on mobile is watching vide but the small mobile screen size,
low bandwidth, and fragmented watching time alsodbar the user experiences: they
either interrupt the watching process or limit gs@r browse many contents at the same
time. Traditional video summarization techniques suffering the small screen issue.
Therefore, we propose a syste@gmp2Watch, which is pronounced like “come to

watch”. It implies the meaning of “composing thearfres into a collage” and



“compressing the watching time”. It puts ROI fastanto consideration in order to help
users take a quick glance at videos. Also, we ngddi cost function to incorporate the
templates with variable aspect ratios. We also estdthe monotone layout problem
caused by the limited space. The experimental tseshbw that users can obtain clearer

subject without losing many contexts.

Keywords: mobile device, magazine, video, multimaezbntent analysis, adaptation
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Chapter 1

Introduction

We have proposed two systems to enhance the mdianbeowsing experience on
mobile devices:Snap2Read and Comp2Watch. The detail of them are described in

Chapter 2 and Chapter 3, respectively.— _J;_ )|

L
L

1.1 Snap2Read

When it comes to reading on handheld device, tlesegmtly-available e-book
readers (e.g., “Kindle”) and their related softwargght come to our mind first.
Although the release of Apple iPad heated up thepstition for e-book readers, the
companies that have survived (e.g., Amazon, B&Mnhdtfirm because of their rich
resources of digitalized book content. This shosseaw important digital content is.

Our work gives another possibility for mobile raagli automatically capture and
analyze paper documents from physical magazindgsudeas own and turn them into

digitalized pages, adaptively readable in mobilgiaks (cf. Figure 1). Users do not
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D. Mobile Adaptation

Online [ \ (Section 2.3)
Offline J\ /L \_, image
g B. C. y
. " - £X ; e I | text
, e |:(> »% |:(> ] i rJtext
: | Page Bl | Zone L — L
Segmentation i f Classification | ‘ texk
(Section 2.1) : (Section 2.2) :

Figure 1. System overview. (A) A user is interested in a phical magazine page
and then takes a snapshot at it. (B) Page Segmentation stdpcomposes th
whole page into homogeneous blocks. (C) Zone Classification stppedicts the
labels on the segmented blocks. (D) Mobile Adaptationegt changes the classifie
blocks into readable patches:and further?deter‘mines theireading sequence. (E
The user can then be guided to read by simple clicks.
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have to buy various versions of aI é;@£‘|§;-boomei’r corresponding readers from
TR

different companies. As long a's-.i_t.iis'| a f;épelr'ttz@xél(, physical magazine) they own, it
can be captured (or scanned), cut int.o tﬁe praper and turned into the right format to
be read on mobile device. Unlike the traditionadgass (scanning followed by OCR,
i.e., Optical Character Recognition,) which limitsading (i.e., offer text format only,

may have error, do not preserve layout, etc.),approach can preserve the original
appearance. Other than panning (i.e., dragging)whele page while reading, not
knowing the present location information and losiragk of the reading progress, our

system is much more flexible and humanized.

Mobile interaction is a common topic in recent wedirol et al. [1] tried to link the



physical paper to digital documents. They utiliZ4'C (Brick Wall Coding) features
to retrieve digital documents, and their applicatiaimed at different types of
annotation on retrieved document. Liao et al. [@ftHer provided fine-grained user
interface for users, and then the retrieved digitaltent can be selected, copied or
queried. However, they did not address the reagiingess of users on small-size screen
devices.

Putting an entire large resolution document on teolai read may be considered
annoying, but if the content can:he fende;;ed ptppktany researches have addressed

this issue which focuses on.web page. bﬁr'oWsing.eXiaI. [3] used both spatial and

D
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content features to learn a p!oclf'imbbrtaﬁlce -‘maelthat they can classify the
“importance” of each segmen.ted.: block, and ;hen binaggregate them to the final
output list by ranking their importance. Hattoriadt [4] created an “object list” to link
each segmented element and proved to be moreeetfithan commercial mobile web
browsers.

The main differences between our work and thoseksvémcused on web page
reading are as follows. First, segmenting web pagemlly takes the “content” into
account (i.e., html tags, text information, etayhile our inputs only have visual

features from the snapshots. Second, their ouggrented blocks is DOM (Document



Object model) based, which can be further decodeglan texts. Thus adapting the
content to fit the screen has never been a problemie for document images, the
segmented blocks should be further split and paddediifferent screen resolutions.
Third, they only create a simple viewing list foertical direction reading and do not
preserve the layout. By applying the page segmentéchniques on document image,
we segment the document directly on the appearaacthe layout of our output does
not change.

There are many algorithms cén b(; categorized ietweral classes in page

segmentation researches. (See the-:rh_e_\'/iews in T¥}8y usually focus on skew

D
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tolerance, time efficiency or' certain document typ@d most of them, unavoidably,
need a certain fixed threshold, while our ré'quim'rrie that the system can be tolerant

to different types of layout structure and fontesiz
The key contributions dihap2Read are:

1. To the best of our knowledg&nap2read represents one of the first attempts
that transform physical papers (especially magaziimdo electronic readings,
thus presenting another venue for mobile readingcsas.

2. To make reading experience more comfortable, dyitakndering the

segmentation blocks on mobile devices is nontrividle employ the



classification technique to enhance page adaptatsuolts by knowing the
block types.

3. We propose an adaptive morphological approachdgesegmentation, which
aims to structure captured magazines on mobilecdsvi

4. Experiments on hundreds of manually collected miagazpages (with

segmentation ground truth) show the promising tesaflour proposed system.

1.2 Comp2Watch

Smart phones have some .significan.t p..rogre_s__ses vdniebled many things that
used to be performed only onithe cor;h;)uters Thee ladready changed the ways of
our life. In fact, more and mo_fé péople arg Watgmideos on mobiles now, and the
amount of people who watch videos on mobile devizessbeen growing rapidly during
these past years. The latest report from Nielsengaoy [17] shows that the number of
Americans watching mobile video has grown more #@¥ from 2009 Q4 to 2010 Q4,
ending the year at nearly 25 million people. Notydmas the popularity grown, the
average time that users watching videos on mohitmes has also grown nearly 20% at
the same time. At the end of 2010 Q4, people spdmbur 20 minutes per month on

watching mobile videos in average.

We mainly focus on smart phones instead of paddikaputers because they are

5



Figure 2. lllustration of basellr‘}ﬁrft) anﬂﬁj\oposed methodright). Applying

existing video summarization techn uefﬂi'ectly on mobile irgrface which has
very limited space may resul‘ts i a!'I!Ie- iobIlemaglne that putting a huge
collage of a video into a smar ne.;_._ w ioqﬂh level makes tframes unclear,
while high zoom level imag;e“g,‘fw;\?il_[:;__ &gupy:lgl j_;_f %bﬂé‘ces.

pocket portable and therefore.\'/\'/ilt' be él\;\;;yé étdnaﬁowever, to the best of our
knowledge, there are at least three gaps in melien watching:

1. Fragment watching time: Users will not watch mobile videos if there are
computers or televisions at hand, the most comnitoat®n is that when users have
only a small chunk of time (e.g., while waiting farus, standing in line at a store, or
during daily commute in subway). In these situatiamsers may not have enough time
to watch a complete video, and once the watchinggss is paused, it will not be easy

to get back to the time point where users leaveiias.
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Figure 3. lllustration of screen resolution -
: . , 5inch
comparison (top) and screen size comparison 3:3 inc
. : . VS.
(right). Mobile screens are in green color, and A

LCD screens are in blue color.

2. Slow/unstable network:AI.though online video streaming sites (e.g., Yoeatub
TED) usually have buffer mechanisrﬁ .t%ensure finait videos can be played instantly
instead of users’ having to download the,whole eidip before watching, users cannot
get a quick glimpse of the main idea of the corstoty until the video ends or has
been played for a while. It is an expensive costeims of time and also network
bandwidth.

3. The size of mobile display:n fact, the screen resolution of commercial smart
phones (e.g., Sony Ericsson XPERIA X12: 854*480,CHDesire HD: 800*480) has
grown to near the resolution of PC’'s LCD screeng.{eXGA standard: 1024*768,
WXGA standard: 1280*800). However, when it comespto/sical screen size, the

smart phones (e.g., Apple iPhone4: 3.5 inch, HTGifleeHD: 4.3 inch) are far behind



from PC’s LCD screens (usually more than 20 in@lme comparison above means that
smart phones have to put a relatively large contetat a tiny space. The detailed
illustrations are shown iRigure 3.

In addition, it is known that performing actionkdipressing virtual buttons on a
touch screen is somehow difficult [15]. It is natrgrising that interacting with such
screens (e.g., selecting, dragging, or clicking) ba very challenging especially when
the content is too large so that it must be scabsan.

To handle the first two gaps; Wé use ;Qollage aragmposed by selected frames.

The time orders of shots are preserved _5'9' fhamitmovide random access via finger
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click on the touch screen in.t_(_erfal_ce on mc!_)bile_sisltmuch more convenient than
dragging the timeline beneatH thé video. A'Iso: doading a single image instead of
the whole video can significantly reduce the nekaverhead, and taking a glance on
the images can enable users to try to get the stalye video or help users to quickly
filter out videos which they are not interested in.

The advantages above come from the traditionalovglenmarization techniques.
However, the most important issue is the small estreroperty on such mobile
platforms (sed~igure 2). To bridge this last gap, our intuition is basmd the ROI

region in the image framé&igure 4 shows examples of extracted ROI bounding boxes,



Figure 4. The ROIs in video framesn talk videos (left) and movie trailers (right).
White rectangles indicate ROI boundaries.

and we have observed that croppingthe ROI redrams the frames has the chance of

saving spaces without Iosing.i?nu'éh_,eaptext— info'rm'__éth average cases. The latter user

I -
| .-""E:-'- i i '| I.

study results support this obsxer\l(atib , 100. Hl W

.

| \| /"
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The key contributions dﬁompZWatch-are

1. To the best of our knowledg€pmp2Watch represents one of the first attempts
that enables video summarization on mobile devittess presenting another
experience on mobile video watching.

2. We observed several gaps for mobile video watchamgl we use ROI
extraction to deal with the most challenging omistenabling the templates
with non-fixed ratio. And the result collage is rm@ompact.

3. We propose several measurementsGompactness and evaluate them in the

guantitative experiments. For user study, we evelumth Clearness and

9



Context Loss. These experiments show the promising resulthefproposed

system.

10



Chapter 2

Mobile Magazine Reading
Enhancement — Snap2Read

The purpose of our system-is to-segment-the. documemge into homogeneous
blocks with the maximum size (Sect_io&-z;l'; Paggn@tation), to classify them into
a set of predefined categories _(Section'-"'2.2 ] Zbi_aesification), and finally to render

them to fit for different screen fesblutioné (Sewti2.3 - Mobile Adaptation). The

experimental results are shown as well (Sectioh 2.4

2.1 Page Segmentation

Previous approaches usually focus on one singlgukage or specific types of
documents. However, we cannot assume our inpug & dertain type of magazines for
reading activities on mobile devices, so we dogie¢ any fixed parameters related to
character font size, line spacing or layout strigtwhich traditional page segmentation

methods do.

11



oing to the Dog

(a) (b) T © | (@)
Figure 5. An illustration of the pre-processing steps: (a) @ginal image. (b)

Binarization. (c) Connected component analysis. Components ar@ different
colors. (d) Noise removal and image block pre-extraction.

Like other morphological methods, our method iso#tdm-up approach [5]. The
main idea is to group those small co_nnectlé_d commsneto larger regions by dilation.

However, we dilate iteratively:and aﬁtqmaticglljesethe appropriate dilation kernel.

-: ;,_.,_'-'j \
' ﬂf_ I

2.1.1 Pre-Processing

|| == |
ey N |V

The purpose of the preprocéssing_stg:p is to foter noises, dividing lines, and
blocks that are possibly images. They tend to begetewith others during dilation, so
we must make sure that other main components (yntestis) will not be affected.

The detailed steps: (1) To take efficiency into sidaration, resize the image to a
proper area measure (i.e., about 900*650). (2) IBbaj threshold binarization. (3) For
those foreground (i.e., white) pixels, apply cortedaccomponent analysis. (4) For each
component, if its proportion of height to widthsignificantly high (i.e., 20 times), then

remove it from the original image. If the componenbig enough (i.e., 1.25%) and its

density, the total number of foreground pixels déd by the area size, is high enough

12



(i.,e., 0.1), it will be considered to be “possikiljage block” and be extracted in
advance. The examples are illustrateéigure 5.

Note that in the step (2), we have also tried edgector and local threshold
binarization method, which are widely used in doeatnimage processing [5].
However, although the former depicts the saliergesd it also turns complex image
regions into many edge fragments. The latter istijased on scanned document
images that only contain texts in order to makentlebust to lighting change, but it,
too, has the similar effect mentioned abO\;(-a on-gn@gions. As a result, we decide to

use global threshold binarization to pre;ﬁer'.ye' imageks.

L
L

2.1.2 Adaptive Dilation Threshold

In this work, we enlarge.sm.;atll 'compdnel;ts by dlatoperation to group them
together, and the square kernel is applied. Itrgat both vertical and horizontal
regions of a component, but how to determine thieekesize is vital and nontrivial.

A fact is that the main font size may change frame magazine to another, or from
one language to another. Thus, using fixed dilatiemel size for segmentation may not
work on every case, so we need to determine itrdyjcally.

During the iterative dilation process, we find tila¢ number of components will

drop rapidly at a certain kernel size, and the nsogtable size is at the turning point

13



# of components

Kernel size
Figure 6. The relationship of component numbers to kerel size, this figure
includes 20 pages (blue lines). The red arrow indicates the turninggnt which is
suitable for the kernel size.

(b) (c) (d)
Figure 7. Dilation for little blocks mergence and redundantblocks removal. (a) Ar
example intermediate image from preprocessing step, in wdh title and footnote
are split into several fragments. (b) Remove the large compontsnand dilate again
(c) There exists some inside or noimformative block. (d) The final output example
which does not contain those redundant block

(e.g., red arrow irfrigure 6). The physical meaning of this phenomenon is éhiarge

number of characters and words are merged inte bn@aragraphs at the same time.
We then count the number of component versus kesimek (e.g. a blue line in

Figure 3), and the turning point can be found by applyipgraximate second order

differential. To ensure that almost all componemessufficiently merged, we also add a

14



constraint that the number of components shouldadess than a certain number (i.e.,
30).

In the last step, minimum enclosing rectangles awtracted from those
components which are large enough (i.e., at le@8b ®f whole page area), but some
remaining components are not merged well enouger{sggmentation) because the
spacing is larger than main texts (e.g., title,tfiote, etc.) Therefore, we use a
1.5-time-large kernel to dilate again for the remrag small components (dfigure 7).
Inside blocks and small blocks (i.é., Ies; thar0.4f whole page area) are also

removed (cfFigure 7).

2.2 Zone Classifica_t'io_ri _

The rectangles (blocks) produced by the segmentasiep above will be
rearranged into meaningful “patches” in accordanitk different screen resolutions of
the device during the next adaptation step, winilages and text blocks have different
adaptations: Images cannot be further segmentédexiblocks can be split if they are
too large to accommodate themselves to the scidmmefore, it is necessary to classify
images and text blocks (dfigure 1).

2.2.1 Features for Classification

We use the early fusion scheme — multimodal feataomcatenated as a long one

15



— to combine features so that we can learn a @ksdly SVM (Support Vector
Machine) [6] for each label (e.g., text, image)eTthree features we used are spatial
feature, GCM (Grid Color Moment), and PHOG (PyramiidHistograms of Orientation
Gradients.) [7] Their detailed descriptions ardéodlews.

Spatial feature contains the coordinate and size of a specifigibre(i.e., X, v,
width and height).

As for color feature (GCM), we adopt the first order moment (mean) and the
second order moment (variance) fo.r coIoF featutee Tage will be partitioned into

several (i.e., 8*8) sub-blocks, and for egch blazkeulate its mean and variance values.

D
0

As a result, the GCM feature._i_s a}vec'fbr WIth 8 fBocks) * 3 (color planes) * 2
(moments) = 384 dimensions..

The shape feature(PHOG descriptor [7]) represents the “local shape,” émel
“spatial layout” of the image. To calculate PHO®stfextract edge contours by Canny
edge detector, and the image is divided ift@4 sub-blocks at level. The HOG of
each grid at each pyramid resolution level is tbalculated. In this paper, we set level
up to 2 (i.,e.] =0, 1, 2) and 8 bins for HOG. Thus, by concategadifferent level of
resolutions of HOGs, it can be formulated as a orecatepresentation with

(4°+4'+ £)*8=16¢ dimensions.

16



Their dimensions are 4, 384 and 168, respectiviglg. concatenated feature vector
is then measured 556 dimension, and each dimemsildoe scaled into [-1, +1].
2.2.2 Model Selection

We use the RBF (Radial Basis Function) kernel fassification, so there are two
main parameterg andc to be determined (i.e., gamma and cost, respégtiva order
to select the suitable model for prediction, welpdpfold cross validation on total

1430 page segments and get average accuracy &d@mnd

2.3 Mobile Adaptat_ioh

Although the segmented blocké z;i%%ctbrr:lposed withdgemeous components (cf.
Figure 9 andFigure 10), they c_éhn:ét be rea;j Hirebtly because we exthach as large
as possible for each region type, which may nothi screen resolution, so we must
adjust the blocks to readable patches.

As mentioned above, only text blocks may need téuber split (e.g., the wide
text block inFigure 1(E).). Generally speaking, the English articlesdtém stretch in
vertical direction, while the Chinese articles tetadexpand horizontally. Thus, we
adopt a heuristic approach (take English languaganaexample): For each block, we

scale it along its width, and split it into sevepaltches according to its height, and pad

those patches whose height are not sufficientaogt distortion. (cfFigure 8)

17



() (b)
Figure 8. An illustration of adaptation. (a) Original segmented hdcks (b) The

adapted (scaled, padded) patches. The reading sequence is 13:2,3, 4a, %,
etc..., and it is used to guide users so that they can read thage conveniently
through clicks without losing traqlfl@Ff?ﬁ’é‘é‘%@ggext
13'?'* o %ﬁ
As for the reading se@enc a@%ﬂgﬁnrity than texts, and then
o

—

We also provide a transparent overV|ew wmdow at upper right corner of the
mobile interface to indicate the current locationwehole page. Thus users do not have

to zoom-in and zoom-out repeatedly to obtain thengeric information.

2.4 Experimental Results

This section describes our dataset and how we takegjround truth, and it also

shows the evaluation of our work.

18



2.4.1 Magazine Dataset

To the best of our knowledge, there is no publitasiet for page segmentation
evaluation. Previous page segmentation researchedlyitend to use their own private
dataset depending either on their target documamteg(e.g., newspaper, journal), or on
a specific language. Although we know that in régerars,|CDAR Page Segmentation
Competition has created their own dataset with rich typesoofces, only those who
participate in the competition can gain accesh&dataset. Furthermore, they do not
provide documents in Asian Ianguageé (e.9- Chinimganese, Korean), which do not
have clear bounding boxes fqueéch word, While ¥pEeet our system can work well on
both type of languages. Thus we cre.atgf- aafassnmwn.

We selected 4 different_'.bophlar mggézjnés: for €$enlanguage, Common
Wealth” and “Business Weekly” are adopted; we also take 2 English magazine dame
“Business Week” and “Science’. For each magazine, we manually filter out

advertisement pages and select 30 scanned page$eatetail is listed ifable 1

19



Magazine Language # of pages Scanned resolution

Common _
Chinese 30 1184*1573
Wealth
Business _
Chinese 30 963*1280
Weekly
Business Week English 30 944*1260
Science English 30 944*1203

Table 1. Magazine dataset for segmentation and classification experiments
To collect groundtruth, we use an editor named GHBRla highly configurable

document image annotation tool. It reads an imdgedand when annotation is done, it

produces a corresponding XML file in GEDI format.

2.4.2 Page Segmentation and‘Zone CIa_ésificat__ion Performar

Because the evaluation metricé'_?gxf.ﬂthe previous ousthare usually computed

&
L

pixel-wise, which is aimed at ,OCR.I Ho-\./.\-/eve;r,. ourpuitis rectangle-based, which is
aimed at locating reading patches. A;s a reéﬁlt,pranhng the two does not make sense.
Although we do not compare them directly, we adop of the most widely used
metrics in ICDAR 2005 [9], and try to illustrate roperformance with their intuition.
We have annotated three types of entities (i.¢egcaies): text, image and footnote. For

each entity, th&DM (Entity Detection Metric) is calculated.

First, evaluate how much they overlapped betwegmand truth zone and a result

zone by keeping a global matti#atchScore, which is defined by function

20



TG nRNI)
. J Jif (g, =1)
MatchScore(i, j) =1 T(G, DR n ) : (1)

0,otherwise

Wherel denotes all image pixels;: all pixels inside the ground trufh R;: all
pixels inside the resuit g;: the entity type of the ground trughr;: the entity type of the
resulti, and T§): a function that counts the elements ofsset

Second, three types of matches are defined (iree;t@one, one-to-many and
many-to-one) according to theéMatchScore: If the MatchScore of ground truth zong
and result zone is higher than the acc.ept.-_'-threshold (i.e., Olegntit is a one-to-one

match. (Seéigure 11 for more explanation)—,

S

If there areK ground trut.h zonej§ (i('_%—f__-l,'z..K) overlapping the same result zone
I, and each of theimatchScore ié .bétl-w_een th,é :albcépt threshold and the rejeesliotd
(i.e., 0.1<MatchScore(i,jx) < 0.6,k = 1, 2..K), but their summation is higher than the
accept threshold, then it is a many-to-one mateti,véce versa.

For simplicity, the acceptable matched number facheentity is defined as
MatchNumber = (wi*one-to-one +w,*one-to-many +ws*many-to-one), wherev; = 1
andw, =ws = 0.75 for partial match penalty. ThBetectRate, andRecognAccuracy; for
entity t are defined adetectRatee = MatchNumber/N;, and RecognAccuracy; =
MatchNumber/M;. N; is the number of ground truth regions foin entity, andM is the

number of result regions foith entity. TheDetectRate, andRecognAccuracy; represent
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the acceptable ratio among all ground truth zomek al result zones forth entity,
respectively. The Entity Detection Metric score éaich entity (text, image, footnote) is

then defined as

_ 2* DetectRate * RecognAccuracy,
DetectRate, + RecognAccuracy,

EDM

(2)

t

A=l
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Figure 9. Chinese magazine results. (The blue, red and gredounding boxes

indicate text, image and footnote, respectively.) (a) A Common Wehlexample

(b) A Business Weekly examp_ltea(é')_fédfﬁ".agia_(-segmentation exalpvhich divides
§ |-l"-‘ ":PI-; T
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a flow chart into text blocks, I_ \? *
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Figure 10. English magazine results. (a) A Business Week example @)Scienct
example (c) An over-segmentation example results from figas with unclear
bounding boxes.

The overall page segmentation performance is piogisee the breakdowns in

Table 2 The page segmentation results are sampldedguare 9 and Figure 10. We

also found the results are satisfactory as rengetiiem in reading patches in two

Android phones with different resolutions.
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Figure 11. An illustration of accept_th:reshpld selection. Thgroundtruth blocks
are marked as magenta and; the result, blocks are marked as blué.ow
MatchScore mostly comes from' thbse small blocké (about 0.8 ftrgos and 0.6
for footnotes), because a tnflmg dlff'ermce. (Iess than 10mls) between the two
region boundary can result in'a Iarg‘e'g‘l'u ber of percentage of aeemeasure.
Thus the smaller blocks tend tol have’ the lower :MatchScore. divever, this
situation does not impede the rea&ilng probess of users. Agesult, we set the
accept threshold at 0.6. ' :

The result of Business Weekly seems to have bp#dormance than others (cf.
Table 2(a).), because its layout is less complicated tithers and its text block size is
mostly large and rectangle shaped, while BusineseRAhas lower performance on
image category (ciTable 2(b).) because it has a lot of figures and tableslioed with
text explanation inside the bounding boxes, andtriede category usually has lower
performance because parts of them are removedgdwittudant rectangle removal step,
but they are thought of as non-informative bloaks; system does not guide users to

read them. Thus the lower performance on footnategory does not really matter.
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Business _ _
Common Wealth Business Week Science
Weekly)
T | F T I F T I F T I F
N¢ 213 44 55 | 203 49 52 |195 91 841|245 77 122
M, 199 53 42 | 209 54 40 (251 134 67 |250 81 79
DetectRate | 0.80 0.93 0.49 ({0.91 0.91 0.62/0.89 0.76 0.50/0.89 0.81 0.52
RecognAccur
acy 0.86 0.77 0.64/0.89 0.83 0.80/0.70 0.51 0.63/0.88 0.77 0.81
EDM; 0.83 0.84 0.56|0.90 0.87 0.70/0.78 0.61;, 0.56/0.88 0.78 0.64

Table 2. Page Segmentation results (T: text. I: image, F: footnote)

Wi

.
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Chapter 3

Mobile Video Watching Enhancement
— Comp2Watch

3.1 Related Work

B~

We have surveyed some kinds ofvworks which areteéléo our mobile video
summarization. Previous wafk§L includ? ' aufomatic lagel generation, video
summarization based on unlimited space, and mphib®o summarization.

Uchihashi,et al. [1] was the first work that attempted to proposeoanic-like
layout summarization on videos, and their key dbatrons are maintaining time order
and enabling the variable frame size in accordavite the importance of a shot, and
we use their work as our baseline. Although we ld@ similar process for video
summarization, we not only transplant it to molefevironment, but also take a detailed
observation to analyze what has been changedctiosel, we described three gaps for

mobile video summarization, and the first two gdpsnot exist on PC environments,
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which are strong supports for video summarizatiomobile devices; the last gap is the
main impedance for such possibility, and we tryséttle this problem by introducing
ROI extraction.

For collage generation, Rother, et al. [11], Leale[12] and Goferman, et al. [13]
have proposed some of the most representative wdtl$ formulates the whole
procedure into an energy minimization problem, dhdy also use graph-cut and
Poisson blending to assemble a smooth collage. fdlljws a similar process (i.e.,
image ranking, ROI selection, ROI. pack.i}lg, and Iinanage blending) to build a

collage. The strength of [12] i.s that itf'cghnfbe éthﬁiciently on a mobile phone processor.

D
0

Recently, a work that can conjposl_e im'éiges!;with ranyitROIl into a collage has been
proposed [13], the result is mdre éompact éhdéstmg because the space can be filled
up with arbitrary shapes, while [11] and [12] ohgndle rectangle ROIs.

The main difference of our work from them is tHagit images have no time order
like video shots, while our output collage musttime-ordered, and thus this layout
problem cannot be solved by their approaches. hMogbrtantly, they do not take the
“smallness issue” (the third gap mentioned abont) consideration since a high-level

view of the whole collage is enough for their apation.
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3.2 Keyframe Selection

The main difference from [1] in this step is that wut ROI regions into
consideration instead of presenting the whole im&geracting ROI region can not
only enable the flexibility on frame aspect ratiat blso benefit the compactness on the
whole composed image.

First, we apply shot boundary detection on themmeeos and choose the middle
frame for each shot as the image presentationeotdhresponding shot. We then group
these shot images by common hierérchic:;i clusteriathod, using predefined distance

threshold (Section 3.2.1). The impo_r*taﬁcéh_o'f edwt will be computed in accordance

D
0

with shot length, cluster size g_nd LROI'-'r'étio !_to vt_zhaole image. Then the importance
scores are quantized into cer.tain.: level to 'r'eprieﬁrmwdesired template sizes. Finally,
we filter out shots that are less important or s@mets that are similar within a short
period (Section 3.2.2).
3.2.1 Shot Detection and Hierarchical Clustering

For each video, the color histograms of full franved be extracted for shot
detection. We take a common adaptive threshold odetifi two adjacent frames or a
period of frames are measured to be very diffetéat, will be a shot boundary.

After shot boundaries are detected, we take thé&idle frame to represent the
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corresponding shot and use them as a basic uttieifiollowing steps. For simplicity,
we refer to “shot images” as “shots” from now on.

Then a hierarchical clustering step is conductéa ifiea of hierarchical clustering
is to merge the two closet clusters iterativelyrad@e use both color and PHOG [16]
features to ensure that the grouped shots areasinot only in terms of color histogram,
but also in edge distribution (i.e., shape).

ROl is further detected for each shot using Hanebsk [14]. The ROI region will
be cropped and adapted as .the. final ..-C(_)Ilage rempigm. What's more, ROI
information plays an importahtl role b.oga;c;_)'{_)".éhopdrriénce re-weighting and on layout

D
0

optimization phase.
3.2.2 Importance Computation

To utilize the space of output collage, the sizalbg§hots must be differentiated by
certain criteria. [1] has defined “importance” & $hot is important if it is both long
and rare.” Thus they formulate the importance asléhgth of a shot normalized by its
cluster size to penalize the repeated but discootis near-duplicate shots. Therefore

the importance of a shgt belongs to clustek is given by:
1

Where L;is the length of the shat, and W, (the proportion of shots from the video
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that are in clustek) can be computed from previous clustering resylt b

S
S (4)

Wi = C
j=1+]

S; is the total length of all shots in clusterand C is the total cluster number.
However, we think the importance score should mdy ceflect the shot length and

uniqueness, but also consider ROI propotion onathele shot; that is, if a shot has a

larger ROI region, it should be given a larger te&atgto represent itself (i.e., higher

importance score). Therefore we replace the impoetdy:

g :A'rea.ROI

o (5)

I.ROI_ .
¥ rATeg

Where Areaf®’ and Area; are' the pixels of, the ROl area of shoend the whole

AN ||

i M)
g S
Tezad

-,

pixels of shotj, respectively.
These importance score w:i'II be dividéa Into certégwels during a rough

quantization step in order to fit in the pre-defiriemplates (se€igure 12). During this

step, some shots will be filtered out (i.e. setrtlevel to zero) if they are not important

enough, and others will be assigned sequentialTable 3.
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Table 3. The quantization step from importance score to corresponding leivand
template size, I is the importance score of a shot (i.eI®%"), Max is the average

of highestg@importance score of whole video, here we set= 5.

Importance Score Importance Desires Template

Level Size
| < 1/8Max 0 N/A
1/8 Max < | < 2/8Max 1 1*1
2/8 Max < | < 3/8Max 2 1*2
3/8 Max < | < 4/8Max 4 2*2

4/8 Max < | < 6/8Max 6 2*3 or 3*2
6/8 Max < | 9 3*3

The importance level is quantized.frem the imparéascore, and it will be used in
one of our cost functions, so weSet the level btiughe size of its area of desired

template. | ===

3.3 ROI Packing

The goal of layout packing algorithm is to put ahots into the given two
dimensional space with corresponding size (i.e.ortgmce) while preserving their time
order. To achieve this goal, one heuristic way as atrange those shots into a
multi-layered layout (i.e. the whole space is daddinto row blocks, and these row
blocks contain sub-templates arranged column hynao).

Unlike many well studied problems (e.g., bin-pagijrsuch a layout optimization

problem that has the above constraints is NP-harmokder to make the solution feasible,
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[1] proposed a “row-block-exhaustive” approach.(optimize each row block one by

one). The algorithm is listed as follows:

1. Set the current row block to the top row and tlaetistg shots = 1.

2. Generate all possible combinations of templdigs q,, ...} for current row
block.

3. Compute the cost of all combinations and find a loioiation q; that has the
lowest cost by:

ng

1
[ = argmin n_z (forjm1 9i) + wi (6)

lj=1

Where n; is the number of shot in combinatiap, f; is thei'th shot frame,q;;
is thej’'th template in sequence combinatign, w; is the remaining space In
current row, andc(x,y ) is the cost function that measure the differerstevben
the target shot frame image and the matched teenplat

4. Apply it to current row block ‘and move to the nextv block. s is also increasef
by the length of the solution.

5. Repeat 2. until all frames'are packed.

For more detailed information, pleas'e fa‘er t(? [1)

The following three subséCtith describ'e_; the kesnges we have made in this
algorithm to guarantee that it can work well withetextracted ROIs even in an
environment that has a limited space:

We enable the templates with non-fixed aspect sasimce the ROI region is
extracted (3.3.1). The cost function has been rmemtigo that it considers not only the
importance of a shot, but also its aspect rati8.23. Inter-row optimization has been
introduced to eliminate the monotone layout comtome (3.3.3).

3.3.1 Non-fixed Aspect Ratio Templates

Unlike the baseline approach, we try to enable nfleseble templates instead of
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2*2 2*3

3 3*2 3*3

Figure 12. The templates used in baseline (left) and the templatesedsn
proposed method (right). Such change demonstrates the possibility of ndired
aspect ratio templates, and they can be extended easily.

fixed aspect ratio templates (Seigure 12). I; does not only change the appearance of
output collage, but also fit the ROI content totila@plate as appropriate as it can be.
3.3.2 The Cost Function

Given a shotS and a templatd, the_cost function in [1] only measures the
difference of size, that is,C,;,. = |Size(T —S)|. Where Size is the “importance
level” we have mentioned ihable 3. However, it can be replaced by any measure of
difference between the target shot and the avail@ohplate.

Our templates not only have various sizes, but lads@ various aspect ratios, to fit
the shot into templates which have different aspativ, the shot ROI is first scaled
along the short dimension, and then the ROI regiust be extended along the other
dimension to prevent distortion. Since we inclutd@se regions outside ROI, the

unwanted areas will be counted (in pixels) intodbst. Given the scaled regidfi, the
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cost function is then modified as:
C = ax* Cgiye + B *Area(T —S') (7

Wherea and are predefined weights and they are fixed.

3.3.3 Inter-Row Optimization vs. Intra-Row Optimization

The baseline approach can produce sufficient/devéagout combinations on the
media whose size (i.e. screen width) is large enphgwever, for those mobile devices
that have limited screen size, the generated sol\jtie. template combinations) usually
lacks variety due to the limited solgtion ;._paceerﬁfore, we introduce the inter-row

optimization step into the originaldntra-row opiimtion.

_—

Our idea is to punish the repeafed'fféw. éequenﬁeeiminimization step, if a row

sequence appeared twice, its 'é'os_t"will be multpbg a coefficient, and so on. The

minimization criterion is then modified by:

n;

1
[ = argmin n_z c(forjo1 Qi) +wi |+ o™ (8)
2

j=1

Where N is the number of times that a certain solution dqgseared continuously. If a
solution (i.e. template combination in a row) reeelamany times, the algorithm above
will tend to use another combination of templatdsis preventing the result collage

from having a monotone layout.
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3.4 Experiments

We collect a total of 32 videos (20 of them ar& tatleos in TED, 12 of them are
popular movie trailers) for the following experimenThe talk dataset and the movie
dataset have 156 shots and 42 shots in averagecta®ly.

The talk videos are suitable for summarization abite because their duration is
usually longer and thus needs random access twaetioe watching process if it is
interrupted. Additionally, talk videos usgally haaelear subject (e.g., speaker, pictures
on the slide) so we can extract méaning}%u_l andceffe ROIs from them. We also

include movie trailers that are muchf'mugr_é_ challeggnto our experiments in order to

D
| |

evaluate a general situation. Somelexample éhnt_be:aeferred ifrigure 4.
3.4.1 Quantitative Evaluation

We expect that the proposed method can represerg mtormative contents
while the space consumption remains near to thelinas Several measurements have

been proposed to evaluate our result. First, “R@tldR is defined by:

1= Area}w’ 9
ZFZ Area; ©)
=1 j=1

Where F is the total number of frames in vidépand IV is the total number of videos.

ROI Ratio =

S| e

Similarly, “Adapted ratio” is given by:
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Table 4. Compactness Measurements Result. The first row representhe result

of talk videos, and the second row is for the movie trailers.

Dataset | ROl ratio | Adapted ratio | Enlarged ratio | Collage area ratio

Talk 36% 52% 1.81 109%
Movie 38% 57% 1.70 104%
. 1 %4 1 F Areafldapted
Adapted Ratio = vz FZ Tea] (20)
=1 j=1

And “Enlarged ratio” is given by:

14 F
1 1
Enlarged Ratio = vz FZ Scale; (11)
i=1 j=1
Scale; is the adjusted scale after adaptation of shog@mna Finally “Collage size ratio”

is given by:

. | | ‘L'G.Q'llage Area
Collage Size Ratio = VZ: -
i=1

Proposed

.Collage ArealBaseline (12)

i i

Collage Area’®®° and Collage érleafase”"ei are the output collage size generated
by proposed method and baseline, respectively. uantitative results are shown in
Table 4.

For column 2 and column 3, statistics show thagraROI extraction, more than
60% of the area is cropped out. However, the R@hotbe directly put into the collage
without adaptation due to the aspect ratio. After adapt step, nearly half of the space
in both datasets has been saved.

As for the last two columns, it shows that the eahin the proposed method can

give more clear subjects in the collage than tiselx@e while using the same space.
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3.4.2 User Study

The usability of a summarization system (especialfy mobile) is relatively
subjective, so we also conduct a user study tlthidies several aspects to evaluate the
proposed method.

We have invited 24 people: 15 of them are malef $hem are female. Their
occupation distribution is: 6 undergraduates, l&lgates, 4PhD, and 2 administrative
stuffs.

We provide two identical smart phbnes to condusttilser study: HTC desire with

Android 2.2 platform whose resolution is 800*480:

-,
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§ é
Figure 13. Illustration of user study. We provide 2 identical smart phones for
users (left: baseline, right: proposed).

Four questions are listed below:
Q1. Clearness of both approaches.
Q2. TheContext Loss in our approach.
Q3. The impression of templates with non-fixed aspect ratios.

Q4. The overall rating.
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Very clear 4
= Proposed = Baseline

Clear 3

Not so clear 2 -

Not clear 1 -

Score
Figure 14. Q1 - The comparison of clearness in bar chart.

The first question asks user to evaluate the degree of clearntes safbject in
(SO
o o SN
the content, from 1 (not clear) to 4 (very @gre 14 shows the average score
v \/< Ko

A

among 24 users. The ba

8

scored between “Clear”
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4%

38%

58%

Not affected
Slightly affected
= Much affected
Figure 15. The result of Q2 in pie chart.

The second question is about the loss of context information. Although the
proposed method can enlarge the content, it also makes the context csoppedire

curious about how serious it is. Theﬁesult (Begure 15 shows that over half of

-

. A | .
users think that the context information of proposed method has beetedftightly

by cropping ROI, nearly 40% pedple think that it is not affected, and4éal(i.e. one
person) think that it is seriously affected. Note that the croppimeeps is harmful for
context information in general. However, the effect is not notieealblen such an
application is in some environment with a limited space. In cosmamwith baseline,
even though it keeps all context information, it is usually too Istmdle recognized.
Only in some cases (e.g., a big scene that can distinguish ttierpo$ the subject)

the baseline can maintain enough context information.

41



0%

21%

79%

Not uncomfortable
Slightly uncomfortable
= Very uncomfortable

Figure 16. The result of Q3 in pie chart.

The third question is “Does changing aspect ratio affect yopression or does
this arrangement make you uncomfortable?” We propose this qudstiome are

concerned that users may want to/stick with the original asptatbecause they feel

-

that all shots which have the fixed aébect ratio is much morealikieleo. Yet the
I 1

result (sed-igure 16) shows that-nearly 80% people do not care about this issue.
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Proposed Baseline

00 0
4
! Very good
Good
17 = Not good
16 m Very bad

Figure 17. Q4 — Overall rating of both methods in pie chart.

The last question asks users to give an overall score for both metibasigh
our method gets more “Very good” than baseline (7:4) and alsoehas hegative

scores (0:4), there are two-thirds of people that think they are both (§eeFigure

17). NV

We have concluded some catljs.;%: from use_rs' feed@dck:movie trailers are
.I i . .

more attractive than talk video;,; blljt the Ro_l'l'eattcm cannot give a satisfactory result

in many complicated scenes that are mostly fromiesovOn the other hand, although

we can extract effective ROIs from talk videos ythsually have monotone scenes (e.g.,
a speaker stands in front of a simple backgrousal)the extracted ROI regions are

likely to lose the diversity of content (e.g., masdtthe frames are the face of the

speaker). Moreover, the face of the speaker ispgpn some cases. That is why our

method does not significantly outperform the bamein overall rating.

From users’ feedback, we think that both of the t@ses mainly result from the

ROI extraction step. The ROI extraction tool whwek used is for general purpose and
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does not have any adjustment. Thus it can be fummeroved for the purpose of video

summarization (e.g., applying face detection, exing ROI from consecutive frames to

make the ROI more robust, and so on).
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Chapter 4

Conclusions and Future Work

Snap2Read demonstrates a possibility that people can tuenpthysical magazines
into mobile e-book automatically.-and.read.them ywbere by simply snapping a shot.

Compared to the text only e-books; -.c_)hyr_:'._méthod aasepve layout appearance and

D
0

images, free from being restric.t_t_ad by ce'f’fain fdmamd hardware.

It is also possible to do m.aga;zirie retriévai ifrehis a magazine database. Thus, if
users see an interesting magazine by chance, tieyetrieve parts of the magazine
instead of buying them at full price. Furthermafeye can apply image rectification
techniques, the angle of inclination resulting frtaking a snapshot will not be under so
many restrictions as before through the help of ilmobensors, and the retrieval
performance can also be improved.

We are developing the system for leveraging matelesors for boosting snapshot

and rectification quality. Meanwhile, we are alsealeating the proposed mobile
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reading system on Android phones for subjectivéoperance.

Comp2Watch proposes a way to treat the video summarization nabile
environment which has limited space. ROI extractomtroduced to make it possible
to place the shots on the tiny templates, and akkey changes have been proposed to
incorporate with the ROIs, thus improving the exgace of watching videos on mobile
devices.

Both the quantitative measure anq the user stuoly shat our method has a more
clear result while using nearly the séme sgape.uﬁee study also shows that cropping

out background (non-ROI regions) Wi'llﬂqt'_;affeoa; timderstandability much.

D
| |

The future works may ir?gludl_e: Improve ROl ‘extractifor our purpose as it
mentioned in the last section, intréddce iméger;gettawg to be compared with cropping,
and make the Ul much more friendly (e.g., providingnscript if any, making the
number of shot in a row manually adjustable). Wekitthat these will make our work

more robust and reliable.
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