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Abstract

Satellite communication (SatComm) holds the advantage of providing Internet con-
nectivity to rural and remote areas lacking communication infrastructures. Beamformer is
significant in SatComm since it plays a crucial role in enhancing the transmission signal’s
direction and increasing the signal-to-noise ratio (SNR) in a specific direction. To our
knowledge, the first Uniform Rectangular Array (URA) beamformer for SatCom which
ensures PA efficiency that can serve large areas with beam-broadening approach is pro-
posed. The optimization problem is designed to guarantee that user equipment (UEs)
can experience sufficient SNR to establish communication link with the SAT transmitter
within the SAT service areas. And the isoflux radiation mask guarantees that the trans-
mitted signal maintains nearly equal strength within the SAT service areas, regardless of
the SAT elevation angle. Two scenarios of beam-broadening optimization problems are
formulated. In the first scenario, we aim to suppress the maximum signal power in out-of-

beam SAT service areas with the required beamwidth under constant modulus constraint
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(CMQ). In the second scenario, we aim to achieve Earth-coverage under CMC. Both of

the non-convex problems are solved with semidefinite relaxation (SDR) and Dattorro iter-

ative algorithm. The simulation results illustrate the URA beampattern with a broadened

beamwidth, ensuring the minimum received SNR in SAT service areas. Additionally, the

derived beamforming coefficients satisfy the CMC.

Keywords: Satellite communication (SatCom), low Earth orbit (LEO) satellite, beam-
pattern synthesis, constant modulus constraint (CMC), isoflux radiation mask, Uniform

Rectangular Array (URA)
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Chapter 1 Introduction

1.1 Introduction

Satellite communication (SatCom) has the advantage of providing Internet connec-
tivity to remote areas and onboard aircraft or vessels, and it is anticipated to connect with a
large number of user equipments (UEs) [12] [2] [19]. Beamforming, as one type of array
processing technique, enhances the direction of the transmission signal, thus increasing
the signal-to-noise ratio (SNR) in a specific direction. It is essential for SatCom because
it helps overcome the great path loss resulting from the long distance between satellite
(SAT) and Earth’s surface [20] [15] [10] [12], which is much more severe than cellular

communications.

A common beamforming approach is to adjust the phase of transmitted signal ac-
cording to the array steering vector. If so, mainlobe beamwidth is inversely proportional
to the antenna aperture [17]. Then SAT beam coverage becomes smaller as beamformer
is assisted with more array elements. Although beam hopping technology can be applied
for beam management, as the service areas per beam become smaller, beam scheduling
comes to be more complex and frequent beam switching increases transition time delay
[25] [22]. Therefore, to cover larger service areas, beam-broadening technique is impor-
tant for achieving the required beamwidth.
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In[11][24], LEO SAT beampattern synthesis which aims to achieve Earth-coverage
was considered. Isoflux mask with mainbeam beamwidth of 100° was designed. Isoflux
mask ensures that the transmitted signal has nearly equal strength within beam cover-
age area irrespective of the SAT elevation angle. However, constant modulus constraint
(CMC) was not considered to ensure PA efficiency, and the designed beamformer may

cannot apply in practical SATCOM.

To solve this problem, we referred to the problem formulations in [13] and [26] which
considered beampattern synthesis with Dynamic Range Ratio (DRR) constraint and CMC
respectively. We formulate a novel optimization problem that adopts beam-broadening
approach under CMC constraint for SATCOM application. The Uniform Rectangular Ar-
ray (URA) design problem is decomposed into two identical Uniform Linear Array (ULA)
design problems [3][1][7], and the non-convex problem is solved with semidefinite relax-
ation (SDR) and Dattorro iterative algorithm [4]. In our knowledge, the first beamformer
for SatCom which ensures PA efficiency that can serve large areas with beam-broadening

is proposed.
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1.2 Contribution

In this thesis, we propose two beam-broadening approaches. The first beam-broadening
approach aims to suppress the maximum signal power in out-of-beam SAT service ar-
eas with the required beamwidth under constant modulus constraint (CMC). The second

beam-broadening approach aims to achieve Earth-coverage under CMC.

Furthermore, a novel isoflux mask applied for a URA transmitter is proposed to en-
sure the signal-to-noise ratio (SNR) within SAT service regions is larger than the requested

minimum SNR.
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1.3 Notation

The notations used in this thesis are shown as follows. Boldfaced upper case letters
represent matrices, boldfaced lower case letters represent column vectors, and italic letters
represent scalar, e.g., X, X, and x. Superscripts (-)*, (-)7 and (-)? denotes complex conju-
gate, transpose, Hermitian transpose respectively. The inner product of a and b is denoted
as (a, b). The m-th row and n-th column entry of X are denoted as [X],,, , .The complex
M x N dimensional matrix and the complex M x 1 dimensional vector are denoted by
CM>*N and CM. The set of integer and real number are denoted by Z and R. Throughout
this thesis we adopt zero-based indexing, e.g., Zy = {0,1,..., M — 1}. HZ! denotes the
set of M x M positive semidefinite Hermitian matrix. I, is a M x M identity matrix.
${-} denotes the real part and 3{-} denotes the imaginary part of a complex number. We
define Tr{-} as the trace of a matrix. The expectation is denoted as E{-}. vec(-) is to
vectorize a matrix. ® represents the Kronecker product. rank(-) represents the rank of a

matrix.

The rest of the thesis is organized as follows. In Chapter 2, we describe the system
models for the URA and ULA systems. In Chapter 3, we formulate an URA optimization
problem considering a controllable mainbeam beamwidth, the suppression of PSL, and
the transmitter power constraints based on the real scenario of satellite communication.
In Chapter 4, we reformulate the original URA problem into two ULA sub-problems. A
semi-definite relaxation method is then applied to obtain the ULA weight coefficients.
The set of URA weight coefficients is then composed from the resultant ULA weight
coefficients. Simulation results are presented in Chapter 5 and conclusions are discussed

in Chapter 6.
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Chapter 2 System Model

In this chapter, we will describe the system model of uniform rectangular array (URA)
transmit beamformer that will be considered in our optimization problem. For conve-
nience, we will introduce an uniform linear array (ULA) transmit beamformer first in
section 2.1 where the transmitted signal of expression is derived. Then in section 2.2, we

describe the system model of uniform rectangular array (URA) transmit beamformer.

2.1 Uniform linear array (ULA) transmit beamformer sys-

tem model

In this section, the ULA transmit beamformer model is first shown. Then we derive
the transmitted signal and the received signal of far-field receiver. In the premise that the

transmitted signals are narrowband, the ULA transmit beampattern can be defined.

s[n] is the transmitted data. In this thesis, the constant amplitude of s[n] is hoped.
The beamforming coefficients vector that we would like to design is denoted as x, where
X=[rgx1..2 M_l]T. Discrete-time-to-continuous-time converters (D/C) with sampling
rate f; would turn digital signals into analog ones whose sampling interval is T = fi

The pulse-shaping filter at transmitter, represented by p; (¢) is then applied. The baseband

5 doi:10.6342/NTU202303344
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Figure 2.1: ULA transmit beamformer
signals So(t), $1(t),..., Sa—1(t) are obtained

o0

Sm(t) = Z sin|al pi(t —nTy), m € Zy (2.1)

n=—oo

The baseband signals are transferred to Radio Frequency (RF) signal by up converters
with carrier frequency f.. Power amplifiers (PA) with gain S are considered to boost the

transmitted signal voltage. Then, the transmitted signal at m-th antenna is shown as

Sm(t) = B (1)l (2:2)
=5 Z s[n]at pi(t — nT,)e?*™ < m € Zy,. (2.3)

We assume the transmitted signals are narrowband. The definition of narrowband applied

in this thesis is based on fractional bandwidth.

Definition 2.1.1 (Fractional bandwidth). Fractional bandwidth fgg is defined as

_ IS

e =%

x 100%, (2.4)

where f;, and f; are the highest and lowest components of the signal. The narrowband
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signal’s fgp is less than 1% and the wideband signal’s fgg is from 1% up to25%.

Considering the ULA system model applied in Figure (2.1), the bandwidth of the
transmitted RF signal fgw is upper-bounded by the sampling rate fs,i.e., fgw < fs. For
convenience, we let fgw = f;. Then, if the transmitted signal is narrowband, we should

ensure

Jow x 100% = Js x 100% < 1% (2.5)

Je fe

frs =

Figure 2.2: ULA channel model

To avoid the spatial aliasing for an ULA transmit beamformer with M sensors, the
element spacing d. should be smaller than ’\m%, where )\, is the wavelength correspond-
ing to the maximum frequency component of transmitted signals. Since the transmitted
signals are assumed narrowband, \,,.. = . is selected, where ). is the wavelength cor-
responding to the carrier frequency. ¢ is the transmit antenna element radiation in the
direction of departure (DOD) which is the angle between the transmitter’s broadside and

the direction toward the receiver, ¥ € [-7, 7).
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The channel model between the m-th transmit sensor and the receiver is represented

by

(W)

hin(t) = 0(t — — T (1)), (2:6)

where d(1) is defined as the distance between the transmit array and the receiver. 7,,(¢)
is defined as the propagation delay between the m-th transmit antenna the 0-th transmit

antenna, which is shown in figure 2.2.

() = e iin(ﬁ) - ms;;w), m € Zyy, 2.7)

where c is the speed of light.

We assume the transmit and receive antenna element radiation are omni-directional,
which are respectively represented by Dt and Dg.. If the receiver consists of N, g

antennas, the maximum receive antenna radiation is defined as

DR = Na,R : DR,@ (28)

8 doi:10.6342/NTU202303344
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Then, the signal received by the receiver located in the far field can be'expressed as

M-1
T(t) = (Sm * hm)(t)DT,eDR (29)
m=0
M-1
= Sm(t — @ — Tm(ﬂ))DT’QDR (210)
m=0
L sm(t) =8 Z a5 py(t — nTy)el?mfet (2.11)

g d() a0)
B Z mpl - = Tm(lg) - nTs)ejQNfC( ¢ @) DT,EDR
C

m=0 n=—oo
2.12)
L 7m(9) = %}1(&) from (2.7) (2.13)
M-1 ) d(v in(v ;
= fel*nle )DT Dp T;) e IAmlerm(y )nz_ms[”]pl(t - % - Ts(—m SI;JEC )i +n)).
(2.14)

Since the transmitted signals are assumed narrowband, £+ < 1 according to (2.5),

- d(v)
- YA n)) ~p1(f—7

—nT)) (2.15)

Then we can rewrite r(t) as

a(9) M-l > d(v)
r{t) = P4 Dy Dy 3 e ) [ > st~ 22—y

m=0 n=—oo ¢
(2.16)
. nd d(9
— et ‘f”DT,eDR[Z st — 22—y Bxoo),  @17)
C

where B(x, 9J) is defined as the ULA transmit beampattern.
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Definition 2.1.2 (ULA transmit beampattern). The ULA transmit beampattern B(x,d) is

represented as

B(x,9) £ x"a(y) = Z zt e i ferm(9), (2.18)

where a()) = [1 e 727 feni(V) | e=s2nfern-1(D]T i5 defined as the steering vector.

2.2 Uniform Rectangular Array (URA) transmit beam-

former system model

In this section, we follow the assumption that the transmitted signal is narrowband to
describe the system model for an URA transmit beamformer. Then we derive the trans-
mitted signal and the received signal of far-field receiver. Lastly, the URA transmit beam-

pattern is defined.

80,0(t) 80,0(%) | de
> pa(t)
ionfot v
JW
-Sfm{t 81,0(t)
] Pl et
.I‘A_]' -..-l/-
S\J —1,0(t) anr,-1,0(1)
X]M —10 o2ft

Figure 2.3: URA transmit beamformer

An URA is consisted with M, x M, sensors, where M, is the number of sensors at
the x-axis and M, is the number of sensors at the y-axis. The beamforming coefficients

are defined as X € CM=*Mv_The element spacing on the x-axis and y-axis is same to the

10 doi:10.6342/NTU202303344
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(a) ULA (b) URA
Figure 2.4: ULA and URA transmit beamformer geometry

ULA, d..

An ULA is a special case of an URA if either M, or M, reduces to one, which is
shown in Fig 2.4(a). We first define k(1)) as the array look direction which is a unit vector
from a ULA. The z-axis can be considered to be the direction perpendicular to the plane
of the transmit array. In this way, ) is as same as that defined in figure 2.1. The r(m)
is defined as the vector pointed to the m-th sensor from the O-th sensor, e.g., in the case
of ULA, r(m) = md,.. Then, the time delay of the m-th sensor with respect to the 0-
th sensor described in Fig 2.2 is equivalent to the inner product of r(m) and k(9), e.g.,
(r(m), k(v)) = md, x cos(5 — 1) = md,sin()). Thus, the propagation delay between

the m-th transmit antenna and the 0-th transmit antenna can be expressed as (2.19).

T (9) = ) (2.19)

11 doi:10.6342/NTU202303344
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The beampattern of an ULA can be rewritten as (2.20).

- Z x;kneszwfc(i“(m)fw» ), (2.20)

Compared with Fig 2.4(a) and 2.4(b), we could extend () into (6, ¢) and extend
r(m) into r(m,n) for a planar array. Note that 6 here is defined as the angle between
the z-axis and the transmitted signal direction toward the receiver, where 6 < [0, 5], and
¢ is defined as the azimuth angle of the projection of (6, ¢) on the zy plane, where
¢ € [0, 27]. Then, the inner product of r(m, n) and (6, ¢) is obtained. The projection of
Kk (0, ¢) on the xy-plane is sin(#). Thus, the projection of (6, ¢) on the x-axis and on the

y-axis can be derived as cos(¢) sin(#) and sin(¢) sin(#), respectively. The inner product
cos(¢) sin(6)

of r(m,n) and k(0, ¢) is equivalent to {mde nde]
sin(¢) sin(0)

With this transformation, we can obtain the inter-antenna delay between the (m, n)-th

antenna and the (0, 0)-th antenna of an URA transmit beamformer. Similar to (2.19),

(r(m,n), (0, ¢))

C

_ md, sin(f) cos() + nd, sin(¢) sin(¢) (2.22)
c ’ '

Tmn (0, 0) = (2.21)

Similar to the ULA transmit beampattern defined in (2.20), the beampattern of an URA

can be defined as well.

Definition 2.2.1 (URA transmit beampattern). The URA transmit beampattern E(X, 0,9)

is defined as

Mx—l My_]-

B(X,0,¢0) = > > [X];, e 2 mn0:0) (2.23)

m=0 n=0

12 doi:10.6342/NTU202303344
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Under the assumption that the transmitted signals are narrowband, we first recall the
received signal () whose transmitter is an ULA with the transmission angle ¢, described

in (2.17),

d(f))DT,eDR i s[nlp:(t — @ - )| BixY) 29

n=—oo

r(t) = fel?melt=

For the system model with an URA transmit beamformer, we define d(0, ¢) as the
distance between the transmitter and a receiver at far field with the elevation angle 6 and
the azimuth angle ¢. After substituting d(¢) in (2.24) with d(6, ¢) and substituting B(x, 6)

with B(X, 6, ¢), we can obtain the received signal at the far field as follows.

_d0.9)) @—HTS) ]?,(Xﬁ’qﬁ) (2.25)

r(t) = B DL D | Y slnlp(t -

n=—0oo

13 doi:10.6342/NTU202303344
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Chapter 3 Problem Formulation

In this chapter, we take the real implementation of SatComm into account and for-
mulate an optimization problem for desinging the URA transmit beamformer. In section
3.1, field of views of a satellite (SAT) is decided according to the calculation of effective
illuminated region of SAT. The link budget between the satellite and the UE is then de-
rived in section 3.2. The loss during the transmission is detailedly considered. Among
them, free-space propagation loss is dominant and an isoflux mask on angular domain is
formulated. Furthermore, the signal-to-noise ratio (SNR) can be calculated. In section
3.3, to obtain a high enough channel capacity, the lower bound of mainlobe is derived
according to link budget calculation. Lastly, we sum up the requirements and formulate

an optimization problem.
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3.1 Field of view (FoV) of a satellite

% Rg

Figure 3.1: Scenario of SAT FoV

In this section, the derivation of SAT Field of view (FoV) is shown first. Suppose
the boresight of the satellite points vertically towards the ground. h denotes the vertical
distance between the satellite and the Earth, which also represents the minimum distance
between the satellite and the ground. Then, we define the angle between / and the Earth’s

tangent point as 0, 0. € [0, 7]. This angle is also related with the radius of earth Rp.

) Rg
0.) = 3.1
sin(6,.) T (3.1)
. Rg
0, = ! 3.2

Signals transmitted in the direction 6 € [f., 7] would not reach the Earth due to the
Earth’s curvature, so we only need to consider the # € [0, 6] in the beampattern design.
Consequently, the field of view (FoV) of a SAT is defined as 26..
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3.2 Link budget analysis for SAT downlink

In this section, we analyze the link budget for the SAT downlink connection. First,
we derive the transmission power towards a particular direction, then consider path loss
along the downlink propagation, and finally calculate the received power and its corre-
sponding signal-to-noise ratio (SNR). To ensure the SAT coverage area enjoys enough
channel capacity, the derivation of link budget enables us to evaluate the required lower

bound of beampattern within the SAT service areas.

LT L]
CErr] T
0: ™\
\\\ h
/
d(6, )/
.'/.. o '\}\'
L _.-"'.‘ Ra’,,svc
y Ny i i
I oy
&
aZT

z

Figure 3.2: SAT beam service areas illustration

SAT spot beam coverage area is associated with the SAT service angle 6. and the
SAT altitude h, where we define the SAT service angle 6, as the angle with respect to the
antenna boresight at which the mainbeam pattern covers. The SAT service beamwidth is
corresponding to 26,,.. We define the slant angle between the SAT transmitter’s boresight
and the UE’s antenna as . ¢ is the azimuth angle between the z-axis of the satellite and
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the receiver. The mainlobe of URA transmit beampattern is defined V0 & [0, O] and
the sidelobe of beampattern is defined V6 € [0, 0.]. The angle set between 6, and 0,
is called the transition region which is the buffer region between mainlobe-and sidelobe.

Note that 0, 0, 0, are all defined in [0, 7].

3.2.1 Signal-to-noise ratio (SNR) analysis

In this section, signal-to-noise ratio (SNR) analysis is derived through the calculation
of transmitted signal power, transmission loss and thermal noise power. First, recall the
system of the URA transmit beamformer from (2.3) and recall the received signal r(¢)

from (2.25) under the assumption that the transmitted signals are narrowband.

k_:;;;:ﬁf i 5o,0(t) s0,0(t) ?de :

N *?—>- D/C —>-—>pl(t) 2 gb{ @J g r(t)
o — s H z

—® o, o8 M’"“m

i fet :

s

su,—1,0(t)

&
&

)

(X134, -10 oSt

Figure 3.3: URA transmit beamformer

> sttt - 2 )| Bx.o.0)

n—=—0oo

(e

r(t) = fer™ = Dy Dy [

With receive pulse shaping filter, we assume the receiver is able to recover s[k] from

received signal r(t) at sample time ¢ = kT, the power of the sampled data at receiver y|k]
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becomes

E{|y[k]][*} = B°E{|s[k]|*}Gr..Gr[B(X. 0. 9)|*, (3.3)
where Gr. = |Dr.|? and Gr = | Dgl|?.

We define Pr as the transmitted signal power. 27 is the equivalent resistance of the

transmitter. Generally, we let it be 1.

p, — SEASAP }ZM;_IZM”_I X

(watt) (3.4)

The transmit antenna array gain is denoted as G (X, 6, ¢).

Gr.B(X,0,9)

Gr(X,0,¢) = = - 3.5)
Yoo Lonto | Xlmnl?
For convenience, we let G = 1
B(X,6,9)
Gr(X,0,¢) = - - (3.6)
ot oncto | Xmnl?
Thus, the power of received signal is denoted as Pr(X, 0, ¢)
Pr(X, 0, ¢) = E{|y[k]|"} (3.7)
= PrGr(X,0,¢)Gr. (3.8)

However, as we known, we also have to consider the power loss during the transmission.

We describe the transmission loss L(#, ¢) as follows[21].

L(#,¢) = LerLerLis(0, ¢) LaLsm Ly, (3.9)

where L, r is cable loss in transmitter, L g is cable loss in receiver, Lg(6, ¢) is the free-
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space propagation loss, L, is atmospheric path loss, Lg, is shadowing loss, and Lg is

scintillation loss.

Among them, free-space propagation loss is dominant. In this thesis, we adopt the
free-space path loss (FSPL) formula derived from the Friis transmission formula[8]. We

import angular information into this equation and reformulate it as:

2
M) 7 (3.10)

Lalt,0) = (7

where d(6, ¢) is the distance between SAT and the user equipment (UE), A is the wave-

length of the transmitted signal.

The distance between SAT and a UE is derived with the consideration of Earth cur-

vature.

St

b N\d(
A9
T 7
/
/ R /

/'/ § ,// \
/ / R \
/ / E \
[ //'/ \
‘ ‘

Figure 3.4: SAT-UE scenario

According to the cosine law,

R% =d*(0,¢) + (h+ Rg)* — 2d(0,¢)(h + Rg) cos() (3.11)
= 0 =d*(0,¢) + h* + 2hRp — 2d(0, ¢)(h + Rg) cos(f) (3.12)
= 0= d*(0,¢) — 2d(h + Rg)cos() + (h* + 2hRE) (3.13)
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After solving equation (3.13), d(6, ¢) can solved

d(0,6) = (h + Ry cos(8) — \/R% — (h + Rg)? sin* (). (3.14)

where h is the SAT altitude, and Ry represents the radius of the Earth. Combined (3.10)

with (3.14), the free-space path loss could be rewritten as

2
Lfs(eu (b) = 02('9> (@) ) (3.15)

where o(0) is defined as the URA isoflux mask

(h+ Rg) cos(0 \/R2 (h+ Rg)? sin2(9)}
o(0) = . (3.16)

After considering the transmission loss, the received signal power is adjusted as

PTGT(X7 97 ¢)G

Pr(X,0,¢) = 3.17
R( y Uy ¢) L(@, ¢) ( )
PTGT(X7 97 ¢)GR
= 3.18
oL (3.18)
Admh
where Lo = LetLorLaLomLy ( 7; ) . (3.19)
We consider the thermal noise power at UEs. It can be formulated as
PN = kTsyszW» (320)

where k = 1.38 x 1072 [watt - sec/K] is the Boltzmann constant, fgw [Hz| is the channel

bandwidth, and Ty [K] is the receiver system temperature:

Tsys = Tnoise + Ta,R7 (321)
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Ny [dB]

Tnoise - T0<10 10 - 1)7 (322)

where 7, = 290 [K] is the standard temperature, N, [dB] is the noise figure of front-end

circuits, and 7, r [K] is the received antenna temperature. Then we obtain

Ny [dB]
Tys [K] =Ty [K]J(107 0 — 1)+ T, r [K]. (3.23)
The signal-to-noise ratio is defined as
Pr(X
SNR(X, 0, ¢) = Pr(X.0,0) (3.24)
Py
PrGr(X,0,9)Gr
= 3.25
UQ(H)PNLO ’ ( )
PrGr(X,0,9)Gr
= 7 3.26
02(0)kTys faw Lo (3.26)
B(X,0,0)
where GT(X; 0, ¢) = Mz—|1 ( ]\’Jyqubfgx] |2 is shown in (3.6).
m=0 n=0 m,n
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3.3 Problem formulation

In this section, we formulate the problem of interest. We first calculate the mainlobe
lower bound in Section 3.3.1 in order to ensure the signal quality within the SAT service
areas. We will consider the peak sidelobe level (PSL) suppression in Section 3.3.2 to
connect to our objective of suppressing out-of-beam signal power. In Section 3.3.3, we
introduce two kinds of weight coefficients constraints, i.e., constant modulus constraint
(CMC) and dynamic range ratio (DRR) constraint. Eventually, two scenarios of beam-
broadening optimization problems are formulated. In the first scenario, we aim to suppress
the maximum signal power in out-of-beam SAT service areas with the required beamwidth
under constant modulus constraint (CMC). In the second scenario, we aim to achieve

Earth-coverage under CMC.

3.3.1 Mainlobe lower bound calculation

In the SAT beam service areas, we would like to ensure UEs enjoy the channel ca-

pacity larger than C';,.

C(X,0,0) = fewlogy(1 4+ SNR(X, 0, ¢) > fawlogy(1 + SNRyin) = Crin. ~ (3.27)

We aim to derive the beampattern mainlobe lower bound to ensure the UEs in the mainlobe

coverage all receive the SNRs higher than SNR,,;;,. Recall the received SNR (3.26),

PrGr(X.0,¢)Gr

SNR(X, 0, ¢) = o2 (@)kTosfow Lo (3.28)
_ BPE{|s[k]|*}B(X. 6, ¢)|*GR
a 02(0)kTsys faw Lo (3.29)
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We assume 32 - E{|s[k]|*} = 1, the SNR turns into

B(X,6,9)|’Gr
SNR(X, 0, ¢) = 3.30
( (b) 0-2(8>kTsyszWLO ( )
Then, the following inequality should hold.
B(X,6,9)]°Gr
> SNRuin, V0 € |0, 04|, Yo € |0,271 3.31
(VK Ty fow Lo = [0, bsve], Vo € [0, 27] (3.31)
~ SNR inkTyys few Loo? (0
= |B(X,0,9)]* > ysfowLoo”(9) (3.32)
Gr
= |B(X,0,¢)| > ac(0) (3.33)
We define « as
o \/SNRminkTsyszWLO' (3.34)
Gr

3.3.2 Peak sidelobe level (PSL) suppression

SAT A SAT B
N\
3 N \
h 8 h
\\

Figure 3.5: SAT out-of-beam interference illustration

We define the sidelobe of a satellite as 6 € [0, 6., where 0, is the half of the FoV of a
satellite and 6 is the angle shown in figure 3.2. If the mainlobe of a satellite is overlapped
with the sidelobe of another satellite whose sidelobe power is significant, the communi-

cation quality in this area may decrease severely because of the strong interference. For
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example, the UE in figure 3.5 may be interfered by the power leakage from SAT Acif
the signal power at angle Oiyerfere € [0s, 6] is large. Therefore, to avoid-the power leak-
age to the sidelobe regions, we should suppress the maximum power of received signal,

max{Pr(X, 0, )}, forall § € [0, 6.]. Note that Pg(X, 0, ¢) has been defined in (3.17).

PrGp(X,0,0)Gr

Pr(X,0,0) = 3.35
R( ) 7¢) 0_2(0>L0 ( )
2E{|s[k]|*}|B(X, 0, 9)*G
_ PE{sIRHIB(X. 0, 6)Gr 536
0'2(9)[10
Then, follow the assumption 32 - E{|s[k]|?} = 1, Pr(X, 0, ¢) is rewritten as
[B(X,6,9)]*Gr
Pr(X,0,¢) = 3.37
R( ) 7¢> 0'2(0)[/0 ( )
Since G'; and L are constant, minimizing the peak sidelobe power equals to
B(X, 0
minimize sup [BX.6,9)| (3.38)
XeCMexMy  perp. 0.],6€[0,27) o(0)
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3.3.3 Constant modulus constraint (CMC) and dynamic range ratio

(DRR) constraint

.[fD'I.I'I:

A

Y

Vin
saturation
region

linear

!
region non-linear
region

Figure 3.6: Relation between Vj, and Vj,; of an amplifier [ 1]

Recall the system model of an URA described in figure 2.3, we can find that V;, of PA
is the magnitude of 3, ,,(t)e’?>™/<!. The exponential term wouldn’t affect the magnitude.
Since 5pn(t) = D pe o sIK[X];, .01 (t — kT) , we desire the maximum of |5, ,,(¢)| for
all m € Zy, and n € Zyy, to be at the boundary between linear region and non-linear
region. This ensures the satellite push the maximum power toward the UEs effectively,
which leads to high SNR at receivers. Therefore, we want the beamforming coefficients

to be constant modulus.

Definition 3.3.1 (Constant modulus constraint (CMC)). CMC is defined as

max{|[X],, |} = min{|[X]n|}, m € Zp,,n € Ly, (3.39)

However, the constraint of constant modulus loses lots of degree of freedom. There-

fore, we may concern dynamic range ratio (DRR) constraints instead of constant modulus
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constraints in some practical scenarios.

Definition 3.3.2 (Dynamic range ratio (DRR)). DRR is defined as

max{|[X]mn|}

PRROU = in{[X] )

m &€ Z]\/[w,n c ZMW

Let ( = DRR(X), and » = min{|[X],,,.»|}. We obtain

It is obvious that DRR constraint degenerates to a CMC as ( = 1.

3.3.4 Optimization problem for scenario 1

(3.40)

(3.41)

In scenario 1, LEO SAT beampattern synthesis which aims to achieve broadened

mainbeam while suppressing PSL with CMC/DRR constraints is formulated.

minimize max{Pg in the out-of-beam areas} from (3.3.2)

subjectto  SNR > SNR,, in the beam service areas from (3.3.1)

(3.42a)

(3.42b)

weight coefficients satisfy CMC/DRR power constraint from (3.3.3)

(3.42¢)
We write problem 3.42 into its mathematical form.
minimize sup Pr(X,0,0) (3.43a)
wXeCMe XMy gcig 9.1 6e(0,27]
subjectto  SNR(X, 0, ¢) > SNRyin, VO € [0,04], Vo € [0, 27] (3.43b)
2 S |[X]m,n| S MC: me ZMW ne ZMU (343C)
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where Pr(X, 0, ¢) is defined in (3.7), and SNR(X, 0, ¢) is defined in (3.24).

Based on (3.38), (3.43a) is transformed to (3.44a). Based on (3.33),(3.43b)’is trans-

formed to (3.44b). Then, problem (3.43) is reformulated into the equivalent problem

(3.44).
B(X, 0
minimize sup [BX,6,9)| (3.44a)
HER L XeCM=xMy perg 0.1 se(0,27] o(0)
subjectto  |B(X,0,¢)| > ac(h), VO € (0,04, ¢ € [0,27] (3.44D)
1< | Xl < p¢,  m € Zng,,n € Ly, (3.44c¢)

where B(X, 0, ¢) is defined in (2.23), o(f) is defined in (3.16), and « is defined in (3.34).

3.3.5 Optimization problem for Scenario 2

In scenario 2, LEO SAT beampattern synthesis aims to achieve the Earth-coverage
as the beampattern proposed in [11][24]. The SAT service angle s, is set as SAT FoV
angle 6, obtained in (3.2). Since there are no sidelobe power leakage issue that should be
considered in this scenario, the objective function is set to minimize the total transmitted

power of satellite for power saving issue.

minimize Transmitted signal power (3.45a)
subjectto SNR > SNR,,;, in the beam service area (3.45b)
weight coefficients satisfy CMC/DRR constraint (3.45¢)

Under the assumption 3?E{|s[k]|*} = 1 and the service area mentioned in the next
chapter (4.3), the transmitted signal power of the URA on a SAT is proportional to the
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My—1My—1
total weight power Z Z |[X]n.n|*. The proof is shown in A.1.

m=0 n=0

As a result, we could write problem 3.45 into its mathematical form.

My—1 My—1

minimize > " " |[X] )’ (3.46a)

Mg x My
peRy XeC m=0 n—0

subjectto  |B(X,0,0)| > ac(f), VO € 0,04, Vo € [0,27] (3.46b)

where the formulation of (3.46b) is based on (3.33).
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Chapter 4 Proposed Algorithm

In this chapter, we describe the proposed algorithm for the main problem defined
in (3.44) and (3.46). In section 4.1, we approximate the original URA problem with the
combination of two sub-problems whose weight vector representing the ULAs on the x-
axis and the y-axis. Since the reformulated ULA problems is nonconvex, we apply semi-
definite relaxation (SDR) technique and solve the problem for scenario 1 with an iterative
algorithm in section 4.2. Follow the same operation as that for scenario 1, we can refor-
mulate the problems and solve the primal problem for scenario 2 in section 4.3. Finally,

the ULA isoflux mask for the beampattern mainlobe is derived in section 4.4.
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4.1 Problem reformulations for scenario 1

In this section, the primal problem for scenario 1 (3.44) would be reformulated. Af-
ter some transformations, the original service area would be covered by a URA transmit
beamformer constructed with two ULA beamformers. We then focus on solving ULA

problems. In the end of this section, a quadratic form of ULA problem is generated.

First, we rewrite problem 3.44 into its epigraph form

minimize t (4.1a)
teER 4, uER 4, XeCMax My

subject to  [B(X, 6, ¢)| < to(6), Vb€ [b,,6.], Vo € [0,2n] (4.1b)
IB(X,0,0)| > ac(h), VO € 0,04, Vo € [0, 27] (4.1¢c)

p< | X]pnl ¢, m € Zy,,n € Ly, (4.1d)

where ]§(X, 0, ¢) is defined in (2.23), and « is defined in (3.34).

When it comes to larger antenna size, directly solving problem (4.1) which has M, x
M, +2 variables needs heavy computation. The original URA problem can be decomposed
into two Uniform Linear Array (ULA) design problems [Cohen2019] [3][Albagory2022]

[1][Frank2022] [7]. For the special case in which we have separable weightings

X =xy',i.e, [X|mn = T, m € Zpp,,m € L, (4.2)

where x € CM= and y € CMv. The total number of weights to be designed decrease from
M, x M, + 2 into M, + M, + 2. The beampattern of URA can be shown as the product
of two ULA’s beampattern.
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m sin(0) cos(¢)+n sin(0) sin(¢p)

B(X797¢> = Z Z [X]:%ne_j"fC( Fmax )

Yy
o m sin(0) cos($)+n sin(0) sin(¢p)
= 3T Y (e

M,—1 My—1
_ Z iL' e*]ﬂmsm cos( fmd.x Z yn —jmnsin(6) sin(¢ )(f ax)
M,—1 ; My—1
= Z I‘* e_JTrmu(fmcax) Z yne ]ﬂ—nv(fmax)
m=0 n=0
= B(x,7:)B(y, ), (4.3)

where u 2 sin(f) cos(¢) € [—1,1], v 2 sin(#) sin(¢) € [~1,1], 9, = sin"*(u) € [0, 27],

and ¥, = sin~'(v) € [0, 27]. Note that the 1J,, and ¥, are only used in ULA problems.

In our work, we decompose the URA beamformer design problem into two identical
ULA beamformer design subproblems. We let the URA weight matrix X composed of

two identical weight vectors x.

X =xx". (4.4)

Then we can decompose the URA beampattern into the product of two identical ULA

beampatterns at different angle.

B(X,6,¢) = B(x,9,)B(x, ), (4.5)
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The problem 4.1 is converted into

minimize ¢ (4.6a2)
teR4 ,ueR L xeCMa

subjectto  |B(x,v,)||B(x,9,)| <to(d), VO € [bs,0.], Voel0,2r] (4.6b)
IB(x,9,)||B(x,79,)| > ac(f), VO €0,6s], Voel[0,2r] (4.6c)

1< Xol[Xn] < p¢, m € Ly, n € Ly, (4.6d)

¢ Relationship between the mainlobe of URA beampattern and ULA

beampattern

y=sin"!(z)

-1 -08 -06 -04 -02 0 0.2 0.4 0.6 0.8 1
X

Figure 4.1: Arcsine function

The mainlobe of the URA beampattern is defined within the angular regions of 6 €
[0, O] with all ¢ € [—7, 7]. Since ), = sin™(sin(#) cos(¢)) and the arcsine function is
increasing, the maximum value of ¢, is 6y, when ¢ = 0; the minimum value of ¥/, is —0,.
when ¢ = 7. Similar to ¥,, since ¥, = sin' (sin(6) sin(¢)), the maximum value of 9, is
Osvc when ¢ = 7; the minimum value of ¥, is —f,. when ¢ = —7. As a consequence, to

cover all 8 for the mainlobe of the URA transmit beamformer, we should choose

7935 S [_Hsvm Hsvc] (47)
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as the mainlobe angular regions in ULA beamformer design subproblems.” The relation

between 0, ¢, ¥, and U, is visualized in figure 4.2.

[
-

sin(1,) |= sin(6) sin(¢)
(Vy) 7 2y

sin(?,) = sin(g) cos(d)

sin(é)'- B

Figure 4.2: Spherical coordinate

We suppose the target is in the direction of the unit vector (6, ¢). The projection of
k(0, ¢) on the zy-plane is sin(6). Then, the projection on z-axis is sin(1J,,) = sin(f) cos(¢)
and the the projection on the y-axis is sin(1),) = sin(f)sin(¢). Note that § € [0, %],

2

¢ € [0,2n],9, € [-5, 5,9, € [-5, 5]

Figure 4.3 is the top view of figure 4.2 as sin(9,,) = sin(¢,) = sin(fg).
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Figure 4.3: Top view of SAT service beam on Cartesian coordinate system

The service region designed in problem 4.6 is a circle on the Cartesian coordinate
system, represented by the blue region in figure (4.3). However, if we decompose the
URA beampattern design problem into two ULA beampattern design problems according
to (4.5), the composite URA service region is rectangular which is the blue areas com-
bined with the purple areas in figure (4.3). In the following, we will call the URA whose
coverage is a circle circular-coverage URA, and call the square-coverage URA consisted

with ULAs composite URA.

Then, the ULA mainlobe isoflux mask (/) is obtained such that

5(0,)5(9,) > 0(0), V0 € 0,04, Yo € [0,27], 4.8)

where ¥, = sin” ' (sin(6) cos(¢)), ¥, = sin~ ' (sin(6) sin(¢)).
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The ULA mask applied in this thesis is

o(sin™'(y/2sin(0,))) if sin~!(v/2sin(9,)) < b
5(0,) = (49)

o2(6.) if sin~'(v/2sin(¥,)) > 6,

The derivation is shown in 4.4.

Then, if (4.10) holds, the mainlobe lower bound constraint (4.6¢) will be satisfied.

Namely, (4.10) is an over-designed constraint of (4.6c¢).

IB(x,7,)||B(x,7,)| > a\/d(V.)a(9y), Vi, 0y € [—bsve, Osve] (4.10)

Since the two ULA beampatterns are identical, (4.10) can be reformulated as

B(x,9,)| > /ag(d,), Vi, € [~Oe, Ounc] @.11)

e Relation between the sidelobe of URA beampattern and ULA beam-

pattern

Based on the previous section, we realize that the service region of composite URA is
a square, shown as the purple area in figure 4.4. As a result, the minimum angle among the
sidelobe of URA beampattern which has circular-coverage areas should follow the below

inequality,
sin(f;) > v2sin(fg.), (4.12)

where 0y, is the service angle of a composite URA.
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v
=2

Figure 4.4: An improper 0, of circular-coverage URA

As shown in figure 4.4, the mainlobe of a composite URA would be counted into the

sidelobe of the circular-coverage URA if sin(f,) < /2 sin(fg).

Figure 4.5: Relation between the sidelobe of circular-coverage URA and that of ULA

Therefore, the minimum sidelobe angle of ULA is when sin(¢d,) = %, where 0; is
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the minimum sidelobe angle of circular-coverage URA. In this way, the sidelobe of ULA

is defined in 9, € [—0., —0%] U [0%, 6.], where 0% = Sin_l(Siri%))-

In (4.6b), we have
IB(x,7,)||B(x,9,)| <tc(d), VOe€lb0.], Voel0,2n]. (4.13)

If we ensure

a(V,)a(vy,) < o(h), (4.14)

and

IB(x, 9,)||B(x,9,)| < t1/5(0,)5(9,), V{0,.9,} € [05,0.], (4.15)

(4.6b) holds. In fact , we can choose

5(0,) = o(0,) (4.16)
Proof.
6(0,) = 0 (9,) (4.17)
= o(sin*(sin(f) cos(¢))) (4.18)
1 o(+) and arcsine are increasing in the function domain (4.19)
< o(sin"*(sin(h))) = () (4.20)
O

Because the composite URA is consisted with two identical beamformers. The side-

39 doi:10.6342/NTU202303344


http://dx.doi.org/10.6342/NTU202303344

lobe constraint (4.6b) turns into

B(x,0,)| < Vo (0,), W, € [~0,,~67]U[6:,6,] (421)

Combined with (4.11) and (4.21), an approximated problems are reformulated from
problem 4.6.

minimize /¢ (4.22a)

teRt,u€R Y xECMa

subjectto  |B(x,Y,)| < \/to(¥,), VI, € [0, -0 U[0%,0.] (4.22b)

IB(x,7,)| > vad(¥,), VI, € [—Ose, Osvel (4.22¢)
VIS Xl SVBC, m e Ly, (4.224)

Recall (2.18), B(x, 9,) = x7a(d,). |B(x,9,)]* = x#a(d,)a” (9,)x. We define

A(V,) = a(d,)a" (1,.), (4.23)

1 ifi=m
= |B(x,9,)|> = x7A(9,)x. Besides, we can rewrite ,, as e/ x, where e,,, (i) = ,

0 else

e, € RM: If we define E,,, = e,e’

m>

|zm|? = x7eellx = x"E,x (4.24)
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Then we can transform problem 4.22 into problem 4.25 as its quadratic form.

T ¢ 45
subjectto  x"A(V,)x < to(V,), VI, € [0, —0% U [0, 0,) (4.25Db)
XTA(D,)x > a6 (9,), YV € [—Ose, Osve (4.25¢)

p<xPE,x < uC, meZy, (4.25d)

4.2 Proposed algorithm for scenario 1

In this section, semidifinite relaxation (SDR) with rank 1 constraint and Dattorro it-
erative algorithm is used to deal with the nonconvex problem. Semidifinite Relaxation
(SDR) is useful for many nonconvex quadratically constrained quadratic programs (QC-
QPs)[16]. One of the basic QCQP form is shown as

minimize X’ Cx
xeRM
subjectto x'F;x> fi, i€Z,

X'Gx=g;, i€Z,

In fact, if the C, F;, G; in the above QCQP are Hermitian matrices, we can extend QCQP

to complex QCQP where the complex solution x is obtainable.

minimize x7Cx
XE(CA{
subject to x7F;x > fi, 1€Z,

X'Gx=g;, i€Z,
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Obviously, problem 4.25 is a complex QCQP. Derived from (4.25¢), we could observe
that X7 A(9,)x = Tr(x?A(9,)x) = Tr(xx"A(9,)). If we define X = xx*, (4.25¢) turns
into

Te(XA(Y,)) > a&(d,), Yy € [—Oue, O, (4.28)

Meanwhile, in the original problem, we must ensure X = xx”. Hence, the following

equation should be also satisfied.

rank(X) =1, X € R, (4.29)

We can transform (4.25b), (4.25c),and (4.25d) in the same way. Thus, a transformed prob-
lem is formulated.
minimize ¢ (4.30a)

tER 4 peRy XeH™

subjectto  Tr(XA(Y,)) < to(V,), VI, € [0, —07] U [0}, 0,] (4.30b)

Tr(XA(V:)) > ac(V;), V. € [—Ose, Osve] (4.30c)
1< Tr(XEy,) < p¢, m € Zag, (4.30d)
rank(X) = 1 (4.30¢)

The constraints in problem 4.30 are convex except for constraint (4.30¢). To solve this
nonconvex problem and obtain a rank-1 matrix, Dattorro iterative algorithm[4] is applied

in this thesis. CVX [9] is used to construct and solve a convex program.
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Algorithm 1 Dattorro Iterative Algorithm for scenario 1

Input: p, crank;

Output: x;

1: VO «—0and ¢y < 0

2: repeat

3: solve Problem 4.31 by CVX

4 if Problem 4.31 is infeasible then
5: return infeasible

6: end if

7. Perform eigen-decomposition on X(*): X(*) = UMD (U®))H | where
g UW = u” .. ul) ]

9. UMW =" .. “(1\12_1]

10 vt — g (uW)H

11: 00 = [D(w]O’O, o = [])(w)]L1

12: Update p

13: Y1 +1

14: until 01 /0y < €rani

15: Obtain x = v/ OoUp

This algorithm perform eigenvalue decomposition to achieve a matrix whose ratio

of second largest eigenvalue to largest eigenvalue as low as possible. As the ratio lower

than e, we can assume this matrix satisfy rank-1 constraint. If the stopping criterion not

satisfied, we collect the eigenvectors from the second largest to the smallest eigenvalue.

In the next iteration, we tend to obtain a X independent of these extracted eigenvectors.

This independency can be achieved from the objective function of problem 4.31.
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minimize ¢+ pTr(X®WV®=D) (4.31a)
teRy peRy X eHY®

subjectto  Tr(XWA(0,)) < to(¥,), VI, € [0, —0:]U[0:,0,] (4.31b)

Tr(XWA(Y,)) > a5 (V,), Vi € [, Ove] (4.31c)

p < Tr(XWE,) < u¢, me Zy, (4.31d)

The p in objective function is to control the priority to either rank-1 control or PSL
control. If pis large, we tend to find a matrix satisfying rank-1 constraint more and acceler-
ate the convergence; in the other hand, if p is small, the required iteration number increase,
but the algorithm may converge to a x which can achieve a lower PSL. In [algorithm 1] 1,

p € Z and e,k 1s a extremely small number.

4.2.1 Initial point selection

Initial point of the Dattorro algorithm x;,; is selected as the beamforming coefficients

proposed in [6] which has a controllable mainbeam beamwidth and a low sidelobe.

4.2.2 Update of p

W) 1)
p would not change unless 225 — 22— < x, then p) = p¥~1 x (1 + p), where
91 91

and p are positive numbers. This is a relatively passive method that only when the problem

converges slowly or even stop converging that we enhance the rank control.
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4.3 Problem algorithm for scenario 2

Recall the primal problem for scenario 2 (3.46)

M,r—l My_l

minimize > " " |[X] 0|’ (4.32a)

Mg X My
,LLER+ ,XGC m=0 n=0

subjectto  [B(X,0,¢)| > ac(d), VO € [0,0], Yo € [0, 2] (4.32b)

M S |[X]m,n| S #C) m e Z]\/fwan € ZMya (4320)

Follow the variable transformation from 6 and ¢ into ¥, and ,,, where ¥, = sin™"(sin(#) cos(¢)),

¥, = sin” ! (sin(f) sin(¢)), and X = xx”, we can turn problem 4.32 into problem 4.33

My—1 Mz—1

minimize Z Z X | %] (4.33a)

R M.
HER 4 xeCHe m=0 n=0

subject to  |B(x,7,)||B(x,9,)| > ac(f), VO € [0,6s], Vo e€[0,2n] (4.33b)

1< X[Xn| < pQ, mon € Ly, (4.33¢)

After replacing the o (#) in (4.33b) with /& (0, ) (¢J,), we can formulate an over-designed

problem (4.34), where /6 (9,)5(9,) > o(0)

Mg—1 My—1
minimize Y [xn[* Y [xu/? (4.34a)
HER xECH= m=0 n=0

subjectto  [B(x,9,)||B(x, )| > ay/a(V,)5(0,), Vi, 0y € [—Ose, Osve]  (4.34D)
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We can turns (4.34) into a ULA problem

M,—1
minimize ml? 4.35a

NGR-JXECZMQE Z::O ’X | ( )
subjectto  |B(x, ;)| > Vad(9,), VI, € [—bOse, Osvel (4.35b)
VIS 8l € VHC, m e Ty, (4.35¢)

After applying quadratic transform and trace transform mentioned in problem 4.25 and

4.30, problem 4.36 is reformulated as

urerﬁfgnzf Tr(X) (4.36a)
subjectto  Tr(XA(9,)) > ad(v,), Y94 € [—be, Oove] (4.36b)
p < Tr(XE,,) < ul, m € Zy,, (4.36¢)
rank(X) = 1 (4.36d)

where A(4,) is defined in (4.23) and E,, is defined in (4.24). As same as scenario 1, we

apply Dattorro iterative algorithm to the nonconvex problem.

46 doi:10.6342/NTU202303344


http://dx.doi.org/10.6342/NTU202303344

Algorithm 2 Dattorro Iterative Algorithm for scenario 2

Input: p, crank;

Output: x;

1: VO «—0and ¢y < 0

2:

3:

4.

5:

10:

11:

12:

13:

14:

15:

repeat
solve Problem 4.37 by CVX
if Problem 4.37 is infeasible then
return infeasible
end if
Perform eigen-decomposition on X¥): X¥) = UMD (UW)H  where
U0 =uf” uf” ufy) ]

uW = [ugw) “(1\12_1]

vt — g (uW)H

Y +1
until 0'1/00 S Erank

Obtain x = , /0ol

In each iteration, the Dattorro iterative algorithm solves problem (4.37)

minimize  Tr(X¥)) 4 pTr(X¥WV®¥=1) (4.37a)

peR X erls
subjectto  Tr(XWA(Y,)) > ad(Vy), Vo € [—bee, Osve] (4.37D)
p < Te(XWE,) < u¢, meZy, (4.37¢)
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4.4 ULA mainlobe isoflux mask derivation

Recall (3.16), the URA isoflux mask is

o(0) =

(h+ Rp) cos(0) — \/R% — (h+ Rp)?sin’(9)
h

: (4.38)

where h is the satellite altitude, R is the radius of the Earth, and 6 is the slant angle.

URA isoflux mask

, .
0 30 45 60 90
0 (deg)

Figure 4.6: URA Isoflux mask

As shown in figure 4.6, o(#) is non-decreasing for 6 € [0, 6.].

Y
rs

Na(0) = sin9.)V2

VA n\{'s'% ). 18107 (9y))

>z

Figure 4.7: Isoflux mask example 1
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Under the inference

min{5(J,)5(d,) — o*(0)} happens when 9, = ¥,, (4.39)

the azimuth angle ¢ is implied to be 45°. In this way, when designing a ULA beampat-
tern at angle 1), we should consider the isoflux mask at angle # = sin™'(v/2sin(¥J,)).

Therefore, the ULA isoflux mask at angle 1, is formulated as follows

5(0,) = 0(0) = o(sin"*(v/2sin(0,))). (4.40)

We apply numerical analysis to prove the correctness of the inference (4.39). We
fixed ¥, and change ¢ to generate corresponding v, and 6 based on (4.40). Below is the
result of (5(¢,)a(0,) — 0%(0)). The x-axis represents ¢ in degree unit and we sample ¢

with 0.001°. It is shown that if 5(¢}) is defined as (4.40), we are able to claim

5(0,)5(9,) > o*(0)), V€ 0,04, Vo€ [—m, 7] (4.41)

Numerical analysis of (9,) - 5(9,) — a2(0)

0.1

0.08

0.06 -

0.04

0.02

180  -135  -90 -45 0 45 90 135 180
¢ (deg)

Figure 4.8: Numerical analysis
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However, when sin_l(\@ sin(v;)) > 6., the square root value in o (), \/RZE = (h+ Rg)? sin2(9),

is not a real number.

sin(¥,) V2

Figure 4.9: Isoflux mask example 2

As shown in figure 4.9, the achievable sin(d) = sin(d,) is described by the green
arrow. The projection of sin(f,) on the y-axis is sin(?J,). Since v/2sin(¥,) < sin(d,) is
ensured, the value of ¢(¢,) can be derived from (4.40). To meet /& (¢,)5(0,) > o(6,)

mentioned in (4.8), we let

5(0,) = . (4.42)

Therefore, 5 (1}, can be designed as

o(sin~'(v/2sin(d,))) if sin™!(v/2sin(¥,)) < 6,
(V) = (4.43)

o2(6.) if sin~*(v/2sin(¥,)) > 6.
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Chapter 5 Simulation

In this chapter, we refer to the specifications applied in modern SatComm. We would
check if the signals transmitted under these specifications are narrowband or not. Then, the
field of view (FoV), mainbeam beamwidth, mainlobe lower bound, free-space propagation
loss are calculated subsequently based on the SatComm specifications. The simulation
results for scenario 1 and scenario 2 are shown in section 5.2. Besides, we compare the
results of proposed method to those in previous works. In section 5.3, it is shown that if

the mainbeam is wider, we can obtain a larger average channel capacity.

5.1 LEO SAT system setups

In this section, we derive the parameters applied in our optimization problem design.
In subsection 5.1.1, we show the specifications written in the modern SatComm docu-
ments. Some basic parameters are also derived. In subsection 5.1.2, the lower bound of

mainlobe is derived to satisfy required channel capacity.
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5.1.1 LEO SAT system parameters

Parameter Symbol | Value Units Reference
SAT altitude h 550 km SpaceX [5]
Earth radius R, 6370 km
Carrier frequency (SAT to UE) fe 12 GHz SpaceX [5]
Channel bandwidth fBw,, 250 MHz SpaceX [5]

Frequency reuse factor ky 3 3GPP TR16 [21]

Signal bandwidth JBw 80 MHz
Cable loss L.ras 0 [dB]

Atmospheric path loss La B 0.5 [dB] 3GPP TR15 [20]
Shadowing loss L¢m ds 0 [dB] LOS case in 3GPP TR15 [20]
Scintillation loss Lg a8 0.3 [dB] 3GPP TR15 [20]

Number of receive antennas Nor |49 x49 SpaceX patent [14]

Antenna temperature Tor 150 K] 3GPP TR15 [20]

Noise figure Ny 1.2 [dB] 3GPP TR15 [20]
Boltzman constant kqs —228.6 | [dBW/K/Hz]
Standard temperature 1o 290 K]

Table 5.1: SAT scenario for link budget evaluations

Note that Lc,T,dB = 10 x loglo(Lc,T)a La,dB = 10 x IOglo(La), Lsm,dB = 10 x

log,o(Lsm), Laas = 10 X logy(Ls), kag = 10 x log,q(k).

To determine whether the transmitted signals is narrowband, we recall the definition

of the fractional bandwidth (2.4).

JrB

:fh_fl
o+ Ji

x 100%

(5.1)

The highest frequency f;, = 12040MHz and the lowest frequency f; = 11960MHz. The
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fractional bandwidth is % x 100% = 0.67%. Since the transmitted signal is narrow-

band, the URA system model in figure 2.3 is usable.

According to (3.2), the boundary angle of FoV can be calculated as

) & 67° (5.2)

5.1.2 Mainlobe lower bound

Assume that we would like to achieve a channel capacity larger than 150 [Mbps]| under
the signal bandwidth of 250 [MHz| with the frequency reuse factor k; = 3. Accroding to

Shannon capacity theorem,

SNR = 5 [dB] enables us to achieve channel capacity of 171.5 [Mbps], which surpasses

the required channel capacity.

According to (3.30), the relation between SNR and the beampattern is

(5.4)

B(X, 6 2
5 < 10iog, (B LOPGr )

UQ(Q)kasyszwLo

where Tl can be derived from (3.23) and Lo = Lo 1Leg Ly Lom Lot (Z0010°%7)2 yritten

in (3.19). Since the transmitted signal is narrowband, we can approximate A with \., where

A 1s the wavelength of carrier frequency f.. A\, = éxx—llo(;, = 0.025[m] Therefore, the path

loss of the shortest path is Lo = %. It is equivalent to 168.8616 dB. According to
the table 5.1, Ty, = 242.2945. Therefore, 10 log, (kT s fawLo) = —228.6 + 23.8434 +
79.0309 + 169.6327 = 43.907 dB
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Gr = Nor X GRr.. Based on the setup, N, p = 49 x 49. We also'assume G,

to be 1. Therefore, the G is equivalent to 33.8 dB. As a result, according to (5.4),

101og,,( |B(f2’?’9‘;’) * ) should larger than 14.3359 dB. Therefore, the lower bound of mainlobe

« can be calculated according to (3.34)

15.107

a=10"2 ) =5.6931 (5.5)

5.2 Simulation results

In this section, the simulation results for scenario 1 are shown in subsection 5.2.1 by
changing the service angle 6. and minimum sidelobe angle . In subsection 5.2.2, the
simulation results for scenario 2 are shown. We generate different beampatterns based on

different sensor numbers.

5.2.1 Simulation results for scenario 1

By solving problem 3.44 through algorithm 1, the simulation results of LEO SAT
beampattern synthesis which aims to achieve broadened mainbeam under CMC is shown.
In the following simulations, we select the number of antenna elements as 32 x 32 and
consider different SAT service beamwidth 26, = 10°/20°/30°. Besides, to avoid the
sidelobe of URA beampattern overlapped with its mainlobe, we let the width of the transi-
tion region of ULA beampattern equals to 5°, i.e., |0* —04,.| = 5°, where 6% = sin™! (%)

is the minimum angle of the sidelobe of ULA beampattern and 6, is the minimum angle

of the sidelobe of URA beampattern, which can be derived from (4.5).
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5.2.1.1 SAT service beamwidth: 26, = 10°

sensor number | 6.

service

area SNR i

out-of-beam SNR .«

32 x 32 5° | 10°

14.22°

5.1009 dB

—8.4492 dB

of ULA weight coefficients

0.18 . ,
016+ 4
014+ 4
B 012 1
s ol 1
z 5
a 008} —
g
2 006 4
0.04 4
002+ 4
0
0 5 10 15 20 25 30 35
m
(a) ULA beampattern (b) ULA weight magnitude
URA beampattern 2 Received SNR
10 0
—~ 0 10
[ea]
=
= -10 -20
s @
< °
% 20 z 30
r% &
& - -30 -40
] 40 -50
50 60
60 70
sin(0) cos(é) sin(0) cos(¢)
sin(6) sin(¢) sin(6) sin(¢)
(c) URA beampattern (d) Received SNR
SNR along ¢ = 0° and ¢ = 45°
I wl el g gl 2 | _=
i SISNE g D
20 - gt [RES
b Il |
| I [ |
| I Il |
L | L1 L1 |
10 I [} § I
,,,,,,,,,,,,, I L O S S S
[ Bervict fegidn SN lower bound = 54B
& or T [N 1
o I I
o | |
< R L 5 s S
D10 : } ik .4492d B
[N Il
I Il
Il Il
20 I Il
I [
I Il
A A AN o An
30k A NN 1 1 WA A AR
IWANARAYAY, AvARAwAWI
IATAVRRAVAE | T A R ATI
4 08 -06 -04 02 0 02 04 06 08 1
sin(f)

(e) Received SNR along sin(#) cos(¢) axis
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5.2.1.2 SAT service beamwidth: 20, = 20°

sensor number | 0. | 0 0, service area SNR,;, | out-of-beam SNR .«
32 x 32 10° | 15° | 21.47° 5.1348 dB —3.2326 dB
ULA p of ULA weight coefficients
30 — ETIS - 035 i . :
T < If
251 i } ! } } 037OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO
InN |
- v ozs
% [ (M
— | |
) | o2l
E 015
8 - 01
0.05
0

(a) ULA beampattern

URA beampattern

20logyy [B(X, 0, ¢)| (dB)

sin(6) sin(¢)

SNR (dB)

-20

-30

sin(6) cos(¢)

(c) URA beampattern

5 10 15 20 25 30 35
(b) ULA weight magnitude
Received SNR

-30
-40

-50

sin(0) cos(¢)
sin(6) sin(¢)

(d) Received SNR

(e) Received SNR along sin(#) cos(¢) axis
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5.2.1.3 SAT service beamwidth: 26, = 30°

sensor number | 0. | 0 0 service area SNR,;, | out-of-beam SNR,,,

32 x 32 15° | 20° | 28.93° 5.0158 dB —9.6165 dB

of ULA weight coefficients

03
0.25 [ 1
B 02 g
= -
2 0151 ]
= orf ]
0.05 |- 1
0
0 5 10 15 20 25 30 35
9 (degrec) m
(a) ULA beampattern (b) ULA weight magnitude
URA beampattern Received SNR
20 10

-20

-30

SNR (dB)

-20

40

20logyy [B(X, 0, ¢)| (dB)

-30

-40 50

-60
-50

sin(0) cos(6) o sin(0) cos(6)
sin(6) sin(¢) sin(6) sin(¢)

(c) URA beampattern (d) Received SNR

30

20

20+

-30

(e) Received SNR along sin(#) cos(¢) axis
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5.2.1.4 Remarks about simulation results of scenario 1

In table 5.2, minimum SNR in SAT service areas and maximum SNR in out-of-beam

SAT service areas under the required SAT service beamwidth 265, = 10°,20°,30° is

shown.
Along sin(6) cos(¢) / sin(0) sin(¢) axis 205 = 10° | 205 = 20° | 204 = 30°
Minimum SNR in SAT service areas 7.5189dB | 6.3542 dB 8.2605 dB
Maximum SNR in out-of-beam SAT service areas | -8.4492 dB | -9.3487 dB | -10.6212 dB
All illuminated areas 20gc = 10° | 20y = 20° | 204, = 30°
Minimum SNR in SAT service areas 5.1009 dB 5.1348 dB 5.0158 dB
Maximum SNR in out-of-beam SAT service areas | -8.4492 dB | -3.2326 dB -9.6165

Table 5.2: SNR within and out of SAT service areas

From the simulation results and according to table 5.2, we can see that the mini-
mum received SNR in service area is larger than 5dB no matter SAT service beamwidth
205, = 10°/20°/30° which meets the constraint set in (3.43b). Besides, the beamforming
weight coefficients meet CMC constraint in these cases which can ensure PA efficiency

in practical application.

According to Table 5.2, we can achieve the received SNR gap of about 15.9dB,
15.7dB and 18.8dB when beamwidth is 10°, 20° and 30° respectively along the sin(6) cos(¢)
axis, where SNR gap is defined as the difference between the peak received SNR in out-
of-beam area and the minimum SNR obtained in service area. While, in the mainlobe
regions of the URA beampattern composited by the designed ULAs, we can only achieve
received SNR gap of about 13.5dB, 8.3dB and 14.6dB when beamwidth is 10°, 20° and
30° respectively. Also, we can observe that maximum SNR in out-of-beam SAT service
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areas is —9.3487 dB along sin(f) cos(¢) axis when 26, = 20°; while, it is —3.2326 dB

within all illuminated areas.

The reason why maximum SNR at out-of-beam SAT service areas in all illuminated
areas cannot be as low as the maximum SNR along sin(6) cos(¢) axis is that we cannot
ensure obtaining URA beampattern with minimum PSL when decomposing URA beam-
pattern design problem into two ULA beampattern design problems. Since the complexity
is too high for us to directly solve the URA beampattern design problem with an array size
of 32 x 32, so we take this approach. However, the tradeoff of this approach appears. The
approach to achieve minimal PSL of URA beampattern by directly solving the URA de-

sign problem which can overcome the complexity will be our future work.
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5.2.2 Simulation results for scenario 2

By solving problem 3.46, we show the earth coverage beampattern synthesis' with

different number of antenna elements under CMC. SAT service angle 6, is set as SAT

FoV angle 6, obtained in (5.2). We will show the simulation results with URA antenna size

10x10,16x16, 32x 32, including the ULA beampattern, URA beampattern, beamforming

weight coefficients, and the received SNR of UE in SAT beam areas.

5.2.2.1 URA antenna size 10 x 10

sensor number | . | service area SNR, i,

Total weight power

10 x 10 67°

5 dB

2490

ULADb

20 logyo [B(x, 9)| (dB)

-90 -60 -45 -30 0 30 45 60 90
9 (degree)
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of ULA weight coefficients
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151
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5.2.2.2 URA antenna size 16 x 16

sensor number | 6, | service area SNR,,;, | Total weight power

16 x 16 67° 5.0015 dB 1836

of ULA weight coefficients

18
16¢ g
14 q
B 121 —
3 al |
2 “osf 1
= o6t i
) 04t 1
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0
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5.2.2.3 URA antenna size 32 x 32

sensor number | 6, | service area SNR,,;, | Total weight power

32 x 32 67° 5dB 1278.5

of ULA weight coefficients

12 ; :
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5.2.2.4 Remarks about simulation results of scenario 2

All illuminated areas 10 x 10 16 x 16 32 %32

Minimum SNR in SAT service areas 5dB 5.0015dB 5dB

Total weight power 2490 1836 1278.5

Table 5.3: SNR in SAT service areas and total weight power comparison

No matter the URA antenna size is 10 x 10, 16 x 16 or 32 x 32, the proposed ULA
mask in 4.40 enables us to ensure the received SNR larger than 5dB in the mainlobe region
which covers the Earth in the line of sight of a SAT. Besides, the beamforming weight

coefficients that meet CMC can be achieved in all of the cases.

We observe that as the number of sensors becomes larger, we can obtain beamforming
My—1My—1
coefficients with less Z Z |[X]m.n|? Since the degree of freedom (DoF) of beam-

m=0 n=0
forming coefficients increases with a larger number of sensors, we are able to reduce the
M;c—l My_]-
Z Z |[X],..|* power as more sensors are deployed. Since the total transmitted power

m=0 n=0
My—1 My—1

is proportional to E E X, |%, as the number of sensors increase, we are able to
m=0 n=0

save the energy used in SATCOM but also ensure the received SNR high enough for SAT

service regions.

5.2.3 Comparison with previous works

We compare the proposed ULA beampattern to the beampattern in [Zhang2021][26]
with the controllable mainbeam beamwidth and the CMC constraint. This paper aimed to
suppress the peak sidelobe level without considering isoflux mask. Therefore, the upper
bound of the ULA beampattern sidelobe was limited by a flat mask.
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sensor number

GSVC

32 x 32

15°

20°

28.93°

ULA beampattern

30

20logq |B(x, 9)| (dB)

Zhang2021
Proposed method

1

o =7.55dB7

90

If we ensure the received SNR in service area is higher than 5dB in the both cases, the

proposed method outperforms the previous work about 5dB for the suppression of peak

received SNR in out-of-beam areas.

5.3 Channel capacity comparison

A larger average channel capacity can be achieved by applying wider beamwidth un-

der the same total weight power. In this section, we first derive the beamwidth of steering

vector array based on the 3GPP specification. Then, the signal-to-noise ratio comparisons

between the proposed beampattern and that from steering vector array would be computed.

Finally, we are able to compare the average channel capacity.
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5.3.1 Mainbeam beamwidth deduction for steering vector array

In 3GPP TR 38.821 [20], the normalized antenna gain corresponding to a typical
reflector antenna with a circular aperture is formulated as following

Ji(kasin @) 2

By (X =
‘ N( 797¢)| | kasin @

: (5.6)

where J; (x) is the Bessel function of the first kind and first order with argument z, a is the
radius of the antenna’s circular aperture, k = @ is the wave number, [ is the frequency
of operation, c is the speed of light and @ is the angle measured from the bore sight of the
antenna’s main beam. Since the transmitted signal is narrowband, f can be replaced by

carrier frequency f.. Therefore, k = i—’cr, A 1s the wavelength corresponding to f..

The relation between antenna gain and normalized antenna gain is
B(X,6,9)| = Fea|Bw (X, 6, ) %, (5.7)

where P 1s the peak power of the antenna gain.

aperture=10\,

-20 [

-30

-40

-50

-60 [

=70 [

-80

90 L . . . . . .
-1.5 -1 -0.5 0 0.5 1 1.5
angle (radian)

Figure 5.7: Example: 3GPP SatComm beampattern for aperture radius 10\,
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This antenna gain is generated when the electric field strength at every point on con-
tinuous cylindrical polar coordinate of the antenna is constant [23]. However, a continu-
ous cylindrical polar coordinate is impractical. Instead, we place IV sensors on the antenna

uniformly, then the electric field strength is decided by the excitations. In this way, every

Plot

2, where P, represents total weight power Zﬁo |[X];]?. Fol-

entry of X is constant to

Ptot

low the assumption that every entry of X is /5%,

the peak power of antenna gain P

equals to Py N.

Proof. The peak power of antenna gain Py is equivalent to max |B(X, 0, ¢)|2.

Recall (2.23),
My—1 My—1
~ . mde sin(0) cos nde sin(0) sin
B(X.0,¢) = [X]y, 2o (5.8)
m=0 n=0
= vec(X)7a(0, ¢). (5.9)
We define a(0, ¢) = an (0, ¢) @ a,(0, ¢), where
am(H’ (b) _ [1 e*jﬂ'fc(de sin(GC)cos(<j>)) eijﬂ_fc((Iwzfl)decsin(e)cos(dﬁ) T,
(5.10)

de Sin(GC) sin(¢) ) - e*jﬂ'fc( (My —1)decsin(8) sin(¢) ) T

an(0, ) = [L e /™

Therefore, max |B(X, 0, #)|? = max |vec(X)"a(6, ¢)|>. When every entry of X is

Pt

s, the maximum value occurs at (6,¢) = (0,0) since a(f,¢) becomes a N-point
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vector whose entries are 1.

1
1 PN
1
=|B(X,6,9)|* = PuN (5.12)

Besides, to avoid spatial aliasing, the minimum element spacing should be ’\7 There-
fore, the minimum value of a in (5.6) equals to M,. x )‘C , where M, is the number of sensors

on the radius of the circular antenna. In this way, k x a = 3= 52 = M.

Assume there are 32 x 32 sensors on the circular antenna plate and suppose the sensors
spread uniformly, the minimum required sensors on the plate radius is M, = % ~ 18.

To derive the 3-dB beamwidth,

Jl(Mr'ﬂ' Sin(esvc)) |2

D=4 5.13
05 | M, sin(0gy.) (5-13)
]‘ i QSVC
_ g 187 sinloe)) (5.14)
187 sin(fsyc)
= O~ 1.7189° (5.15)

We compare it to the proposed 6, = 5° in scenario 1 (5.2.1.1). In this case, the total
31 31

weight power Py = Z Z 1X] . |? = 0.8779.

m=0 n=0

Pyearc = 1024 % 0.8779 (5.16)
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Narrowbeam Beampattern
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Figure 5.8: Narrowbeam beampattern

5.3.2 Signal-to-noise ratio comparison

According to (3.30), the signal-to-noise ratio (SNR) in the service region illuminated

by the steering vector array is defined as

IB(X,., 0, 9)[?G g

SNR parrow (Xn, 0, @) = 5.17
( (b) 02(9>kTsyszWL0 ( )
On the other hand, the SNR of broadbeam is defined as
B(Xy, 0, ¢)|*G
SNRbroad(Xb7 07 Qb) - ‘ ( b ¢)‘ i (518)

02(9)kTSySfBWLO ’

where X, is the excitation array of the narrowbeam beamformer and X, is that of the

proposed broadbeam beamformer.

The ratio of the SNR of narrowbeam to the SNR of broadbeam becomes

SNRnarrow(Xn: 97 (b) | (Xm (97 ¢) ‘2

B
= (5.19)

SNRproad(Xs, 0, 0)  |B(Xy, 6, ¢)|2
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According to (5.12), max{|B(X., 0, #)|*} = Py N. For the 6 in 3dB-beamwidth, we

ensure
IB(X,0,0)]> > (0.5 Pyear) (5.20)

The mainlobe lower bound for proposed beamformer has been derived in section

5.1.2.
IB(Xs,0,0)> > a?02(), (5.21)

where « is calculated according to (5.5). Therefore, we can derive

0.5 Pyeak
SNRarrow (X, 0, &) =~ SNRproad (X, 6, P2 5.22
( ¢) b d( b ¢)X 0420'2(6)) ( )

Since the service angle is small for narrowbeam beamformer, o(6) — 1
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5.3.3 Channel capacity comparison result

Let C 4y, be the average channel capacity of narrowbeam beamformers whose beams
would be switched to achieve the total required coverage. Let C5 be the channel capacity
of the broadbeam beamformer. In the following demonstrations, we select the service

beamwidth of the proposed beamformer to be 10° in scenario 1 (5.2.1.1).

=,
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Figure 5.9: service region of broadbeam and narrowbeam

In figure 5.9, 0, denotes the service angle of narrowbeam beamformer and 0, 1,
denotes the service angle of proposed broadbeam beamformer. The service radius of nar-
rowbeam beamfomer is denoted as Ry, = h - tan(fs. ) and that of broadbeam beam-
former is denoted as Rgcp = h - tan(Ogep). Follow (5.13), fgen = 1.7189°. We need

tan?(5)

a2 (irige) ~ 9 beams to cover the service area of the proposed broadbeam beamformer.
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The average channel capacity of the narrowbeam beamformer is derived as

1

Crave = fow 1085 (1 + SNRarrow ) (5.23)
1 0.5P e

= §fBW 10g2(1 + SNRbroada—;k> (524)

| Preax = 899 (5.16), o = 5.6931 (5.5) (5.25)

0.5 x 899

—_— 5.26
5.69312 ) (5.26)

1
= §f BW 10g2(1 + SNRproad

The SNR larger than 5dB is desired (5.4), so we replace SNRy,,,g with 10%-°. Consequently,

Cravg _ 1logy(1+10% x $ER) (5.27)
) 9 log, (1 + 1099) '

= 0.2963 (5.28)

As a result, the channel capacity of proposed broadbeam beamformer outperforms the

average channel capacity of steering vector beamformer.
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Chapter 6 Conclusion

6.1 Conclusion

In this thesis, two beam-broadening problems are formulated and solved. In scenario
1, we designed a transmit beamformer which enables the receivers in service area to ob-
tain the SNRs higher than the required minimum SNR. Meanwhile, the received powers
in SAT out-of-beam areas are suppressed. Also, to implement the amplifiers efficiently,
CMC of beamforming coefficients is achieved. In scenario 2, we are able to achieve earth
coverage beampattern synthesis and minimize the total SAT transmitted power to reduce
the power consumption on a SAT. The simulation results demonstrate the obtained URA
beampattern with broadened beamwidth which can ensure the received SNR in SAT ser-
vice areas larger than minimum required SNR. The simulation results also show that the

obtained beamforming coefficients meet CMC.
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6.2 Future work

In our work, URA beampattern synthesis problem is decomposed into two ULA
beampattern synthesis problems due to the complexity issue. Through this approach, we
cannot ensure to obtain URA beampattern with minimum PSL. If we can tackle the com-
plexity issue of designing the URA beampattern synthesis problem when the array size is

large, URA beampattern with a smaller PSL may be achieved.
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Appendix A —

A.1 Objective function derivation for scenario 2

First, the transmitted power of URA toward a specific direction with elevation angle
6 and azimuth angle ¢ is represented by Pr x Gr(X, 0, ¢), where Py is defined in (3.4)
and Gr(X, 6, ) is defined in (3.6). Follow the assumption S°E{|s[k]|*} = 1, Pr X

Gr(X,0,¢) = [B(X,0, )|

If we combine two ULA x and y into a URA X in the way of (4.2)

X =xy' i€, [X|mn = T, m € Zpr,,n € L, (A.1)

the relation between B(X, 6, ¢) and B(x, 9),), B(x, ¥,) is shown as follows, which is ex-

plained detailedly in (4.3)
B(X,6,¢) = B(x,9,)B(y, 9,), (A.2)

where u = sin(f) cos(¢) € [~1,1], v = sin(f)sin(¢) € [~1,1], ¥, = sin"'(u) €

).

[—Z,2],and ¥, = sin" ' (v) € [—

S
ST

Y

Then, follow the definition of the mainlobe of composite URA beampattern in (4.3),
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the total transmitted signals of a SAT can be considered to be

/ / B(x 0y) P dudv (A3)
/ IB(x ]2du/_1 IB(y,d,)|*dv (A4)

— L B0, P, / B(y, ) [*divy, (AS)

2
7T -7

where w, = msin(v,) and w, = 7sin(v,).

Theorem A.1.1 (Parseval’s Theorem). If f(k Z cme™* and f(k) is a periodic

m=—0o0

function of period 27,

k)[Pdk = Z |eml? (A.6)

m=—0Q

Recall the definition of ULA beampattern from (2.18),

Z ot e Imes (A.7)

where w, = 7sin(?,). Then, if we define z,,, zero when m ¢ [0, M — 1], we can see x,

as ¢, and regard B(x, w, ) as f(k). Therefore, applied with Parseval’s theorem,

M-1
1 s
or | (X, w,)|*dw = Z e ? =D | (A.8)
- m=—o0 m=0

We can bring (A.8) back into (A.5).
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™

B(x, 0,)?dw, / B(y, 0,)[*dw,

T -7
M-1 M-1

=4 fzml* 3 lwal?
m=0 n=0

M-1M-1

=4 Z Z ‘xm|2|xn’2

m=0 n=0
M—-1 M-

=4 | [X] mn |2

m=0 n=0

1 K

w2 J_

—_

(A.9)

(A.10)

(A.11)

(A.12)

As a result, the total weight power is proportional to the transmitted power of a SAT.

81

doi:10.6342/NTU202303344


http://dx.doi.org/10.6342/NTU202303344

	Acknowledgements
	摘要
	Abstract
	Contents
	List of Figures
	List of Tables
	Introduction
	Introduction
	Contribution
	Notation

	System Model
	Uniform linear array (ULA) transmit beamformer system model
	Uniform Rectangular Array (URA) transmit beamformer system model

	Problem Formulation
	Field of view (FoV) of a satellite
	Link budget analysis for SAT downlink
	Signal-to-noise ratio (SNR) analysis

	Problem formulation
	Mainlobe lower bound calculation
	Peak sidelobe level (PSL) suppression
	Constant modulus constraint (CMC) and dynamic range ratio (DRR) constraint
	Optimization problem for scenario 1
	Optimization problem for Scenario 2


	Proposed Algorithm
	Problem reformulations for scenario 1
	Proposed algorithm for scenario 1
	Initial point selection
	Update of  rho

	Problem algorithm for scenario 2
	ULA mainlobe isoflux mask derivation

	Simulation
	LEO SAT system setups
	LEO SAT system parameters
	Mainlobe lower bound

	Simulation results
	Simulation results for scenario 1
	SAT service beamwidth:  10 deg
	SAT service beamwidth:  20 deg
	SAT service beamwidth:  30 deg
	Remarks about simulation results of scenario 1

	Simulation results for scenario 2
	URA antenna size  10 by 10
	URA antenna size  16 by 16
	URA antenna size  32 by 32
	Remarks about simulation results of scenario 2

	Comparison with previous works

	Channel capacity comparison
	Mainbeam beamwidth deduction for steering vector array
	Signal-to-noise ratio comparison
	Channel capacity comparison result


	Conclusion
	Conclusion
	Future work

	References
	Appendix A — 
	Objective function derivation for scenario 2


