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摘要

衛星通訊在缺乏基礎通訊設施的偏遠地區因其仍能提供良好的網路連接

而擁有優勢，然而因為衛星到地球的距離產生的路徑損耗，我們需要波束成

型 (beamforming)這個技術達成在特定方向上的接收地區有較高的訊號訊雜比

(SNR)，就我們所知，這篇論文提出第一個應用於衛星通訊的寬波束設計並使用

考慮恆定模量限制的均勻矩形陣列波束成型器，目的是為了可以一次服務較大的

地域範圍。在最佳化問題設計中，我們確保每一個在如此寬廣的服務地區內的使

用者都可以接收到足夠高的訊雜比，因此獲得良好的衛星通訊品質，在衛星通訊

中，為了確保每個服務地區接收到的訊號都能維持在某個強度以上，在波束圖形

設計時需要考慮一個等通量模型。在本篇論文中，我們提出應用到不同情境時需

考慮的兩個波束成型器設計，第一個設計目標是在恆定模量下壓抑不在服務範圍

內的波束強度，在第二個情境中，波束將覆蓋所有和和衛星之間是直線連線的地

球表面，並同樣地保持恆定模量，對於這兩個兩個不是凸函數最佳化的問題，我

們使用半正定鬆弛技術和 Dattorro的疊代演算法來解決，最後，模擬結果顯示我

們可成功地在恆定模量下產生這兩個寬波束設計。

關鍵字：衛星通訊、低軌衛星、波束成型設計、恆定模量、等通量模型、均勻矩
形陣列
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Abstract

Satellite communication (SatComm) holds the advantage of providing Internet con-

nectivity to rural and remote areas lacking communication infrastructures. Beamformer is

significant in SatComm since it plays a crucial role in enhancing the transmission signal’s

direction and increasing the signal-to-noise ratio (SNR) in a specific direction. To our

knowledge, the first Uniform Rectangular Array (URA) beamformer for SatCom which

ensures PA efficiency that can serve large areas with beam-broadening approach is pro-

posed. The optimization problem is designed to guarantee that user equipment (UEs)

can experience sufficient SNR to establish communication link with the SAT transmitter

within the SAT service areas. And the isoflux radiation mask guarantees that the trans-

mitted signal maintains nearly equal strength within the SAT service areas, regardless of

the SAT elevation angle. Two scenarios of beam-broadening optimization problems are

formulated. In the first scenario, we aim to suppress the maximum signal power in out-of-

beam SAT service areas with the required beamwidth under constant modulus constraint

v
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(CMC). In the second scenario, we aim to achieve Earth-coverage under CMC. Both of

the non-convex problems are solved with semidefinite relaxation (SDR) and Dattorro iter-

ative algorithm. The simulation results illustrate the URA beampattern with a broadened

beamwidth, ensuring the minimum received SNR in SAT service areas. Additionally, the

derived beamforming coefficients satisfy the CMC.

Keywords: Satellite communication (SatCom), low Earth orbit (LEO) satellite, beam-

pattern synthesis, constant modulus constraint (CMC), isoflux radiation mask, Uniform

Rectangular Array (URA)
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Chapter 1 Introduction

1.1 Introduction

Satellite communication (SatCom) has the advantage of providing Internet connec-

tivity to remote areas and onboard aircraft or vessels, and it is anticipated to connect with a

large number of user equipments (UEs) [12] [2] [19]. Beamforming, as one type of array

processing technique, enhances the direction of the transmission signal, thus increasing

the signal-to-noise ratio (SNR) in a specific direction. It is essential for SatCom because

it helps overcome the great path loss resulting from the long distance between satellite

(SAT) and Earth’s surface [20] [15] [10] [12], which is much more severe than cellular

communications.

A common beamforming approach is to adjust the phase of transmitted signal ac-

cording to the array steering vector. If so, mainlobe beamwidth is inversely proportional

to the antenna aperture [17]. Then SAT beam coverage becomes smaller as beamformer

is assisted with more array elements. Although beam hopping technology can be applied

for beam management, as the service areas per beam become smaller, beam scheduling

comes to be more complex and frequent beam switching increases transition time delay

[25] [22]. Therefore, to cover larger service areas, beam-broadening technique is impor-

tant for achieving the required beamwidth.

1
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In [11] [24], LEO SAT beampattern synthesis which aims to achieve Earth-coverage

was considered. Isoflux mask with mainbeam beamwidth of 100◦ was designed. Isoflux

mask ensures that the transmitted signal has nearly equal strength within beam cover-

age area irrespective of the SAT elevation angle. However, constant modulus constraint

(CMC) was not considered to ensure PA efficiency, and the designed beamformer may

cannot apply in practical SATCOM.

To solve this problem, we referred to the problem formulations in [13] and [26] which

considered beampattern synthesis with Dynamic Range Ratio (DRR) constraint and CMC

respectively. We formulate a novel optimization problem that adopts beam-broadening

approach under CMC constraint for SATCOM application. The Uniform Rectangular Ar-

ray (URA) design problem is decomposed into two identical Uniform Linear Array (ULA)

design problems [3][1][7], and the non-convex problem is solved with semidefinite relax-

ation (SDR) and Dattorro iterative algorithm [4]. In our knowledge, the first beamformer

for SatCom which ensures PA efficiency that can serve large areas with beam-broadening

is proposed.

2
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1.2 Contribution

In this thesis, we propose two beam-broadening approaches. The first beam-broadening

approach aims to suppress the maximum signal power in out-of-beam SAT service ar-

eas with the required beamwidth under constant modulus constraint (CMC). The second

beam-broadening approach aims to achieve Earth-coverage under CMC.

Furthermore, a novel isoflux mask applied for a URA transmitter is proposed to en-

sure the signal-to-noise ratio (SNR) within SAT service regions is larger than the requested

minimum SNR.

3
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1.3 Notation

The notations used in this thesis are shown as follows. Boldfaced upper case letters

represent matrices, boldfaced lower case letters represent column vectors, and italic letters

represent scalar, e.g., x, X, and x. Superscripts (·)∗, (·)T and (·)H denotes complex conju-

gate, transpose, Hermitian transpose respectively. The inner product of a and b is denoted

as ⟨a, b⟩. The m-th row and n-th column entry of X are denoted as [X]m,n .The complex

M × N dimensional matrix and the complexM × 1 dimensional vector are denoted by

CM×N and CM . The set of integer and real number are denoted by Z and R. Throughout

this thesis we adopt zero-based indexing, e.g., ZM = {0, 1, ...,M − 1}. HM
+ denotes the

set of M ×M positive semidefinite Hermitian matrix. IM is a M ×M identity matrix.

ℜ{·} denotes the real part and ℑ{·} denotes the imaginary part of a complex number. We

define Tr{·} as the trace of a matrix. The expectation is denoted as E{·}. vec(·) is to

vectorize a matrix. ⊗ represents the Kronecker product. rank(·) represents the rank of a

matrix.

The rest of the thesis is organized as follows. In Chapter 2, we describe the system

models for the URA and ULA systems. In Chapter 3, we formulate an URA optimization

problem considering a controllable mainbeam beamwidth, the suppression of PSL, and

the transmitter power constraints based on the real scenario of satellite communication.

In Chapter 4, we reformulate the original URA problem into two ULA sub-problems. A

semi-definite relaxation method is then applied to obtain the ULA weight coefficients.

The set of URA weight coefficients is then composed from the resultant ULA weight

coefficients. Simulation results are presented in Chapter 5 and conclusions are discussed

in Chapter 6.

4
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Chapter 2 System Model

In this chapter, wewill describe the systemmodel of uniform rectangular array (URA)

transmit beamformer that will be considered in our optimization problem. For conve-

nience, we will introduce an uniform linear array (ULA) transmit beamformer first in

section 2.1 where the transmitted signal of expression is derived. Then in section 2.2, we

describe the system model of uniform rectangular array (URA) transmit beamformer.

2.1 Uniform linear array (ULA) transmit beamformer sys-

tem model

In this section, the ULA transmit beamformer model is first shown. Then we derive

the transmitted signal and the received signal of far-field receiver. In the premise that the

transmitted signals are narrowband, the ULA transmit beampattern can be defined.

s[n] is the transmitted data. In this thesis, the constant amplitude of s[n] is hoped.

The beamforming coefficients vector that we would like to design is denoted as x, where

x = [x0 x1 ... xM−1]
T . Discrete-time-to-continuous-time converters (D/C) with sampling

rate fs would turn digital signals into analog ones whose sampling interval is Ts = 1
fs
.

The pulse-shaping filter at transmitter, represented by p1(t) is then applied. The baseband

5
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Figure 2.1: ULA transmit beamformer

signals s̄0(t), s̄1(t),..., s̄M−1(t) are obtained

s̄m(t) =
∞∑

n=−∞

s[n]x∗mp1(t− nTs), m ∈ ZM (2.1)

The baseband signals are transferred to Radio Frequency (RF) signal by up converters

with carrier frequency fc. Power amplifiers (PA) with gain β are considered to boost the

transmitted signal voltage. Then, the transmitted signal atm-th antenna is shown as

sm(t) = βs̄m(t)e
j2πfct (2.2)

= β

∞∑
n=−∞

s[n]x∗mp1(t− nTs)ej2πfct, m ∈ ZM . (2.3)

We assume the transmitted signals are narrowband. The definition of narrowband applied

in this thesis is based on fractional bandwidth.

Definition 2.1.1 (Fractional bandwidth). Fractional bandwidth fFB is defined as

fFB =
fh − fl
fh + fl

× 100%, (2.4)

where fh and fl are the highest and lowest components of the signal. The narrowband

6
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signal’s fFB is less than 1% and the wideband signal’s fFB is from 1% up to 25%.

Considering the ULA system model applied in Figure (2.1), the bandwidth of the

transmitted RF signal fBW is upper-bounded by the sampling rate fs,i.e., fBW ≤ fs. For

convenience, we let fBW = fs. Then, if the transmitted signal is narrowband, we should

ensure

fFB =
fBW
fc
× 100% =

fs
fc
× 100% ≤ 1% (2.5)

Figure 2.2: ULA channel model

To avoid the spatial aliasing for an ULA transmit beamformer with M sensors, the

element spacing de should be smaller than λmax
2
, where λmax is the wavelength correspond-

ing to the maximum frequency component of transmitted signals. Since the transmitted

signals are assumed narrowband, λmax = λc is selected, where λc is the wavelength cor-

responding to the carrier frequency. ϑ is the transmit antenna element radiation in the

direction of departure (DOD) which is the angle between the transmitter’s broadside and

the direction toward the receiver, ϑ ∈ [−π
2
, π
2
].

7
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The channel model between them-th transmit sensor and the receiver is represented

by

hm(t) = δ(t− d(ϑ)

c
− τm(ϑ))), (2.6)

where d(ϑ) is defined as the distance between the transmit array and the receiver. τm(ϑ)

is defined as the propagation delay between the m-th transmit antenna the 0-th transmit

antenna, which is shown in figure 2.2.

τm(ϑ) =
mde sin(ϑ)

c
=
m sin(ϑ)

2fc
, m ∈ ZM , (2.7)

where c is the speed of light.

We assume the transmit and receive antenna element radiation are omni-directional,

which are respectively represented by DT,e and DR,e. If the receiver consists of Na,R

antennas, the maximum receive antenna radiation is defined as

DR = Na,R ·DR,e (2.8)

8
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Then, the signal received by the receiver located in the far field can be expressed as

r(t) =
M−1∑
m=0

(sm ∗ hm)(t)DT,eDR (2.9)

=
M−1∑
m=0

sm(t−
d(ϑ)

c
− τm(ϑ))DT,eDR (2.10)

↓ sm(t) = β
∞∑

n=−∞

s[n]x∗mp1(t− nTs)ej2πfct (2.11)

=
M−1∑
m=0

[
β

∞∑
n=−∞

s[n]x∗mp1(t−
d(ϑ)

c
− τm(ϑ)− nTs)ej2πfc(t−

d(ϑ)
c

−τm(ϑ))

]
DT,eDR

(2.12)

↓ τm(ϑ) =
m sin(ϑ)

2fc
from (2.7) (2.13)

= βej2πfc(t−
d(ϑ)
c

)DT,eDR

M−1∑
m=0

x∗me
−j2πfcτm(ϑ)

∞∑
n=−∞

s[n]p1(t−
d(ϑ)

c
− Ts(

m sin(ϑ)fs
2fc

+ n)).

(2.14)

Since the transmitted signals are assumed narrowband, fs
fc
≪ 1 according to (2.5),

p1(t−
d(ϑ)

c
− Ts(

m sin(ϑ)fs
2fc

+ n)) ≈ p1(t−
d(ϑ)

c
− nTs) (2.15)

Then we can rewrite r(t) as

r(t) = βej2πfc(t−
d(ϑ)
c

)DT,eDR

M−1∑
m=0

x∗me
−j2πfcτm(θ)

[
∞∑

n=−∞

s[n]p1(t−
d(ϑ)

c
− nTs)

]

(2.16)

= βej2πfc(t−
d(ϑ)
c

)DT,eDR

[
∞∑

n=−∞

s[n]p1(t−
d(ϑ)

c
− nTs)

]
B(x, ϑ), (2.17)

where B(x, ϑ) is defined as the ULA transmit beampattern.

9

http://dx.doi.org/10.6342/NTU202303344


doi:10.6342/NTU202303344

Definition 2.1.2 (ULA transmit beampattern). The ULA transmit beampattern B(x, ϑ) is

represented as

B(x, ϑ) ≜ xHa(ϑ) =
M−1∑
m=0

x∗me
−j2πfcτm(ϑ), (2.18)

where a(ϑ) = [1 e−j2πfcτ1(ϑ) ... e−j2πfcτM−1(ϑ)]T is defined as the steering vector.

2.2 Uniform Rectangular Array (URA) transmit beam-

former system model

In this section, we follow the assumption that the transmitted signal is narrowband to

describe the system model for an URA transmit beamformer. Then we derive the trans-

mitted signal and the received signal of far-field receiver. Lastly, the URA transmit beam-

pattern is defined.

Figure 2.3: URA transmit beamformer

An URA is consisted withMx ×My sensors, whereMx is the number of sensors at

the x-axis and My is the number of sensors at the y-axis. The beamforming coefficients

are defined as X ∈ CMx×My . The element spacing on the x-axis and y-axis is same to the

10
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(a) ULA (b) URA

Figure 2.4: ULA and URA transmit beamformer geometry

ULA, de.

An ULA is a special case of an URA if either Mx or My reduces to one, which is

shown in Fig 2.4(a). We first define κ(ϑ) as the array look direction which is a unit vector

from a ULA. The z-axis can be considered to be the direction perpendicular to the plane

of the transmit array. In this way, ϑ is as same as that defined in figure 2.1. The r(m)

is defined as the vector pointed to the m-th sensor from the 0-th sensor, e.g., in the case

of ULA, r(m) = mde. Then, the time delay of the m-th sensor with respect to the 0-

th sensor described in Fig 2.2 is equivalent to the inner product of r(m) and κ(ϑ), e.g.,

⟨r(m),κ(ϑ)⟩ = mde × cos(π
2
− ϑ) = mde sin(ϑ). Thus, the propagation delay between

the m-th transmit antenna and the 0-th transmit antenna can be expressed as (2.19).

τm(ϑ) =
⟨r(m),κ(ϑ)⟩

c
(2.19)
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The beampattern of an ULA can be rewritten as (2.20).

B(x, ϑ) =
M−1∑
m=0

x∗me
−j2πfc( ⟨r(m),κ(ϑ)⟩

c
), (2.20)

Compared with Fig 2.4(a) and 2.4(b), we could extend κ(ϑ) into κ(θ, ϕ) and extend

r(m) into r(m,n) for a planar array. Note that θ here is defined as the angle between

the z-axis and the transmitted signal direction toward the receiver, where θ ∈ [0, π
2
], and

ϕ is defined as the azimuth angle of the projection of κ(θ, ϕ) on the xy plane, where

ϕ ∈ [0, 2π]. Then, the inner product of r(m,n) and κ(θ, ϕ) is obtained. The projection of

κ(θ, ϕ) on the xy-plane is sin(θ). Thus, the projection of κ(θ, ϕ) on the x-axis and on the

y-axis can be derived as cos(ϕ) sin(θ) and sin(ϕ) sin(θ), respectively. The inner product

of r(m,n) and κ(θ, ϕ) is equivalent to
[
mde nde

]cos(ϕ) sin(θ)
sin(ϕ) sin(θ)

.
With this transformation, we can obtain the inter-antenna delay between the (m,n)-th

antenna and the (0, 0)-th antenna of an URA transmit beamformer. Similar to (2.19),

τm,n(θ, ϕ) =
⟨r(m,n),κ(θ, ϕ)⟩

c
(2.21)

=
mde sin(θ) cos(ϕ) + nde sin(θ) sin(ϕ)

c
, (2.22)

Similar to the ULA transmit beampattern defined in (2.20), the beampattern of an URA

can be defined as well.

Definition 2.2.1 (URA transmit beampattern). The URA transmit beampattern B̃(X, θ, ϕ)

is defined as

B̃(X, θ, ϕ) =
Mx−1∑
m=0

My−1∑
n=0

[X]∗m,ne−j2πfcτm,n(θ,ϕ) (2.23)
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Under the assumption that the transmitted signals are narrowband, we first recall the

received signal r(t)whose transmitter is an ULA with the transmission angle ϑ, described

in (2.17),

r(t) = βej2πfc(t−
d(ϑ)
c

)DT,eDR

[
∞∑

n=−∞

s[n]p1(t−
d(ϑ)

c
− nTs)

]
B(x, ϑ) (2.24)

For the system model with an URA transmit beamformer, we define d(θ, ϕ) as the

distance between the transmitter and a receiver at far field with the elevation angle θ and

the azimuth angle ϕ. After substituting d(ϑ) in (2.24) with d(θ, ϕ) and substituting B(x, θ)

with B̃(X, θ, ϕ), we can obtain the received signal at the far field as follows.

r(t) = βej2πfc(t−
d(θ,ϕ)
c

)DT,eDR

[
∞∑

n=−∞

s[n]p1(t−
d(θ, ϕ)

c
− nTs)

]
B̃(X, θ, ϕ) (2.25)
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Chapter 3 Problem Formulation

In this chapter, we take the real implementation of SatComm into account and for-

mulate an optimization problem for desinging the URA transmit beamformer. In section

3.1, field of views of a satellite (SAT) is decided according to the calculation of effective

illuminated region of SAT. The link budget between the satellite and the UE is then de-

rived in section 3.2. The loss during the transmission is detailedly considered. Among

them, free-space propagation loss is dominant and an isoflux mask on angular domain is

formulated. Furthermore, the signal-to-noise ratio (SNR) can be calculated. In section

3.3, to obtain a high enough channel capacity, the lower bound of mainlobe is derived

according to link budget calculation. Lastly, we sum up the requirements and formulate

an optimization problem.

15

http://dx.doi.org/10.6342/NTU202303344


doi:10.6342/NTU202303344

3.1 Field of view (FoV) of a satellite

Figure 3.1: Scenario of SAT FoV

In this section, the derivation of SAT Field of view (FoV) is shown first. Suppose

the boresight of the satellite points vertically towards the ground. h denotes the vertical

distance between the satellite and the Earth, which also represents the minimum distance

between the satellite and the ground. Then, we define the angle between h and the Earth’s

tangent point as θe, θe ∈ [0, π
2
]. This angle is also related with the radius of earth RE .

sin(θe) =
RE

h+RE

(3.1)

⇒θe = sin−1(
RE

h+RE

) (3.2)

Signals transmitted in the direction θ ∈ [θe,
π
2
] would not reach the Earth due to the

Earth’s curvature, so we only need to consider the θ ∈ [0, θe] in the beampattern design.

Consequently, the field of view (FoV) of a SAT is defined as 2θe.
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3.2 Link budget analysis for SAT downlink

In this section, we analyze the link budget for the SAT downlink connection. First,

we derive the transmission power towards a particular direction, then consider path loss

along the downlink propagation, and finally calculate the received power and its corre-

sponding signal-to-noise ratio (SNR). To ensure the SAT coverage area enjoys enough

channel capacity, the derivation of link budget enables us to evaluate the required lower

bound of beampattern within the SAT service areas.

Figure 3.2: SAT beam service areas illustration

SAT spot beam coverage area is associated with the SAT service angle θsvc and the

SAT altitude h, where we define the SAT service angle θsvc as the angle with respect to the

antenna boresight at which the mainbeam pattern covers. The SAT service beamwidth is

corresponding to 2θsvc. We define the slant angle between the SAT transmitter’s boresight

and the UE’s antenna as θ. ϕ is the azimuth angle between the x-axis of the satellite and

17
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the receiver. The mainlobe of URA transmit beampattern is defined ∀θ ∈ [0, θsvc] and

the sidelobe of beampattern is defined ∀θ ∈ [θs, θe]. The angle set between θsvc and θs

is called the transition region which is the buffer region between mainlobe and sidelobe.

Note that θsvc, θ, θs are all defined in [0, π2 ].

3.2.1 Signal-to-noise ratio (SNR) analysis

In this section, signal-to-noise ratio (SNR) analysis is derived through the calculation

of transmitted signal power, transmission loss and thermal noise power. First, recall the

system of the URA transmit beamformer from (2.3) and recall the received signal r(t)

from (2.25) under the assumption that the transmitted signals are narrowband.

Figure 3.3: URA transmit beamformer

r(t) = βej2πfc(t−
d(θ,ϕ)
c

)DT,eDR

[
∞∑

n=−∞

s[n]p1(t−
d(θ, ϕ)

c
− nTs)

]
B̃(X, θ, ϕ)

With receive pulse shaping filter, we assume the receiver is able to recover s[k] from

received signal r(t) at sample time t = kTs, the power of the sampled data at receiver y[k]
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becomes

E{|y[k]]|2} = β2E{|s[k]|2}GT,eGR|B̃(X, θ, ϕ)|2, (3.3)

where GT,e = |DT,e|2 and GR = |DR|2.

We define PT as the transmitted signal power. ΩT is the equivalent resistance of the

transmitter. Generally, we let it be 1.

PT =
β2E{|s[k]|2}

∑Mx−1
m=0

∑My−1
n=0 |[X]m,n|2

ΩT

(watt) (3.4)

The transmit antenna array gain is denoted as GT (X, θ, ϕ).

GT (X, θ, ϕ) =
GT,e|B̃(X, θ, ϕ)|2∑Mx−1

m=0

∑My−1
n=0 |[X]m,n|2

(3.5)

For convenience, we let GT,e = 1

GT (X, θ, ϕ) =
|B̃(X, θ, ϕ)|2∑Mx−1

m=0

∑My−1
n=0 |[X]m,n|2

(3.6)

Thus, the power of received signal is denoted as PR(X, θ, ϕ)

PR(X, θ, ϕ) = E{|y[k]|2} (3.7)

= PTGT (X, θ, ϕ)GR. (3.8)

However, as we known, we also have to consider the power loss during the transmission.

We describe the transmission loss L(θ, ϕ) as follows[21].

L(θ, ϕ) = Lc,TLc,RLfs(θ, ϕ)LaLsmLsl, (3.9)

where Lc,T is cable loss in transmitter, Lc,R is cable loss in receiver, Lfs(θ, ϕ) is the free-
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space propagation loss, La is atmospheric path loss, Lsm is shadowing loss, and Lsl is

scintillation loss.

Among them, free-space propagation loss is dominant. In this thesis, we adopt the

free-space path loss (FSPL) formula derived from the Friis transmission formula[8]. We

import angular information into this equation and reformulate it as:

Lfs(θ, ϕ) =

(
4πd(θ, ϕ)

λ

)2

, (3.10)

where d(θ, ϕ) is the distance between SAT and the user equipment (UE), λ is the wave-

length of the transmitted signal.

The distance between SAT and a UE is derived with the consideration of Earth cur-

vature.

Figure 3.4: SAT-UE scenario

According to the cosine law,

R2
E = d2(θ, ϕ) + (h+RE)

2 − 2d(θ, ϕ)(h+RE) cos(θ) (3.11)

⇒ 0 = d2(θ, ϕ) + h2 + 2hRE − 2d(θ, ϕ)(h+RE) cos(θ) (3.12)

⇒ 0 = d2(θ, ϕ)− 2d(h+RE) cos(θ) + (h2 + 2hRE) (3.13)
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After solving equation (3.13), d(θ, ϕ) can solved

d(θ, ϕ) = (h+RE) cos(θ)−
√
R2
E − (h+RE)2 sin2(θ), (3.14)

where h is the SAT altitude, and RE represents the radius of the Earth. Combined (3.10)

with (3.14), the free-space path loss could be rewritten as

Lfs(θ, ϕ) = σ2(θ)

(
4πh

λ

)2

, (3.15)

where σ(θ) is defined as the URA isoflux mask

σ(θ) =

[
(h+RE) cos(θ)−

√
R2
E − (h+RE)2 sin2(θ)

]
h

. (3.16)

After considering the transmission loss, the received signal power is adjusted as

PR(X, θ, ϕ) =
PTGT (X, θ, ϕ)GR

L(θ, ϕ)
(3.17)

=
PTGT (X, θ, ϕ)GR

σ2(θ)L0

, (3.18)

where L0 = Lc,TLc,RLaLsmLsl

(
4πh

λ

)2

. (3.19)

We consider the thermal noise power at UEs. It can be formulated as

PN = kTsysfBW, (3.20)

where k = 1.38× 10−23 [watt · sec/K] is the Boltzmann constant, fBW [Hz] is the channel

bandwidth, and Tsys [K] is the receiver system temperature:

Tsys = Tnoise + Ta,R, (3.21)
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Tnoise = T0(10
Nf [dB]

10 − 1), (3.22)

where T0 = 290 [K] is the standard temperature, Nf [dB] is the noise figure of front-end

circuits, and Ta,R [K] is the received antenna temperature. Then we obtain

Tsys [K] = T0 [K](10
Nf [dB]

10 − 1) + Ta,R [K]. (3.23)

The signal-to-noise ratio is defined as

SNR(X, θ, ϕ) = PR(X, θ, ϕ)
PN

(3.24)

=
PTGT (X, θ, ϕ)GR

σ2(θ)PNL0

, (3.25)

=
PTGT (X, θ, ϕ)GR

σ2(θ)kTsysfBWL0

, (3.26)

where GT (X, θ, ϕ) =
|B̃(X, θ, ϕ)|2∑Mx−1

m=0

∑My−1
n=0 |[X]m,n|2

is shown in (3.6).
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3.3 Problem formulation

In this section, we formulate the problem of interest. We first calculate the mainlobe

lower bound in Section 3.3.1 in order to ensure the signal quality within the SAT service

areas. We will consider the peak sidelobe level (PSL) suppression in Section 3.3.2 to

connect to our objective of suppressing out-of-beam signal power. In Section 3.3.3, we

introduce two kinds of weight coefficients constraints, i.e., constant modulus constraint

(CMC) and dynamic range ratio (DRR) constraint. Eventually, two scenarios of beam-

broadening optimization problems are formulated. In the first scenario, we aim to suppress

the maximum signal power in out-of-beam SAT service areas with the required beamwidth

under constant modulus constraint (CMC). In the second scenario, we aim to achieve

Earth-coverage under CMC.

3.3.1 Mainlobe lower bound calculation

In the SAT beam service areas, we would like to ensure UEs enjoy the channel ca-

pacity larger than Cmin.

C(X, θ, ϕ) = fBW log2(1 + SNR(X, θ, ϕ) ≥ fBW log2(1 + SNRmin) = Cmin. (3.27)

We aim to derive the beampattern mainlobe lower bound to ensure the UEs in the mainlobe

coverage all receive the SNRs higher than SNRmin. Recall the received SNR (3.26),

SNR(X, θ, ϕ) = PTGT (X, θ, ϕ)GR

σ2(θ)kTsysfBWL0

(3.28)

=
β2E{|s[k]|2}|B̃(X, θ, ϕ)|2GR

σ2(θ)kTsysfBWL0

(3.29)
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We assume β2 · E{|s[k]|2} = 1, the SNR turns into

SNR(X, θ, ϕ) = |B̃(X, θ, ϕ)|2GR

σ2(θ)kTsysfBWL0

(3.30)

Then, the following inequality should hold.

|B̃(X, θ, ϕ)|2GR

σ2(θ)kTsysfBWL0

≥ SNRmin, ∀θ ∈ [0, θsvc], ∀ϕ ∈ [0, 2π] (3.31)

⇒ |B̃(X, θ, ϕ)|2 ≥
SNRminkTsysfBWL0σ

2(θ)

GR

(3.32)

⇒ |B̃(X, θ, ϕ)| ≥ ασ(θ) (3.33)

We define α as

α =

√
SNRminkTsysfBWL0

GR

. (3.34)

3.3.2 Peak sidelobe level (PSL) suppression

Figure 3.5: SAT out-of-beam interference illustration

We define the sidelobe of a satellite as θ ∈ [θs, θe], where θe is the half of the FoV of a

satellite and θs is the angle shown in figure 3.2. If the mainlobe of a satellite is overlapped

with the sidelobe of another satellite whose sidelobe power is significant, the communi-

cation quality in this area may decrease severely because of the strong interference. For
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example, the UE in figure 3.5 may be interfered by the power leakage from SAT A if

the signal power at angle θinterfere ∈ [θs, θe] is large. Therefore, to avoid the power leak-

age to the sidelobe regions, we should suppress the maximum power of received signal,

max{PR(X, θ, ϕ)}, for all θ ∈ [θs, θe]. Note that PR(X, θ, ϕ) has been defined in (3.17).

PR(X, θ, ϕ) =
PTGT (X, θ, ϕ)GR

σ2(θ)L0

(3.35)

=
β2E{|s[k]|2}|B̃(X, θ, ϕ)|2GR

σ2(θ)L0

(3.36)

Then, follow the assumption β2 · E{|s[k]|2} = 1, PR(X, θ, ϕ) is rewritten as

PR(X, θ, ϕ) =
|B̃(X, θ, ϕ)|2GR

σ2(θ)L0

(3.37)

Since GR and L0 are constant, minimizing the peak sidelobe power equals to

minimize
X∈CMx×My

sup
θ∈[θs,θe],ϕ∈[0,2π]

|B̃(X, θ, ϕ)|
σ(θ)

(3.38)

25

http://dx.doi.org/10.6342/NTU202303344


doi:10.6342/NTU202303344

3.3.3 Constant modulus constraint (CMC) and dynamic range ratio

(DRR) constraint

Figure 3.6: Relation between Vin and Vout of an amplifier [18]

Recall the systemmodel of an URA described in figure 2.3, we can find that Vin of PA

is the magnitude of s̄m,n(t)ej2πfct. The exponential term wouldn’t affect the magnitude.

Since s̄m,n(t) =
∑∞

k=−∞ s[k][X]∗m,np1(t− kTs) , we desire the maximum of |s̄m,n(t)| for

all m ∈ ZMx and n ∈ ZMy to be at the boundary between linear region and non-linear

region. This ensures the satellite push the maximum power toward the UEs effectively,

which leads to high SNR at receivers. Therefore, we want the beamforming coefficients

to be constant modulus.

Definition 3.3.1 (Constant modulus constraint (CMC)). CMC is defined as

max
m,n
{|[X]m,n|} = min

m,n
{|[X]m,n|}, m ∈ ZMx , n ∈ ZMy , (3.39)

However, the constraint of constant modulus loses lots of degree of freedom. There-

fore, we may concern dynamic range ratio (DRR) constraints instead of constant modulus
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constraints in some practical scenarios.

Definition 3.3.2 (Dynamic range ratio (DRR)). DRR is defined as

DRR(X) =
max
m,n
{|[X]m,n|}

min
m,n
{|[X]m,n|}

, m ∈ ZMx , n ∈ ZMy , (3.40)

Let ζ = DRR(X), and µ = min
m,n
{|[X]m,n|}. We obtain

µ ≤ |[X]m,n| ≤ µζ, m ∈ ZMx , n ∈ ZMy . (3.41)

It is obvious that DRR constraint degenerates to a CMC as ζ = 1.

3.3.4 Optimization problem for scenario 1

In scenario 1, LEO SAT beampattern synthesis which aims to achieve broadened

mainbeam while suppressing PSL with CMC/DRR constraints is formulated.

minimize max{PR in the out-of-beam areas} from (3.3.2) (3.42a)

subject to SNR ≥ SNRmin in the beam service areas from (3.3.1) (3.42b)

weight coefficients satisfy CMC/DRR power constraint from (3.3.3)

(3.42c)

We write problem 3.42 into its mathematical form.

minimize
µ,X∈CMx×My

sup
θ∈[θs,θe],ϕ∈[0,2π]

PR(X, θ, ϕ) (3.43a)

subject to SNR(X, θ, ϕ) ≥ SNRmin, ∀θ ∈ [0, θsvc], ∀ϕ ∈ [0, 2π] (3.43b)

µ ≤ |[X]m,n| ≤ µζ, m ∈ ZMx , n ∈ ZMy . (3.43c)
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where PR(X, θ, ϕ) is defined in (3.7), and SNR(X, θ, ϕ) is defined in (3.24).

Based on (3.38), (3.43a) is transformed to (3.44a). Based on (3.33), (3.43b) is trans-

formed to (3.44b). Then, problem (3.43) is reformulated into the equivalent problem

(3.44).

minimize
µ∈R+,X∈CMx×My

sup
θ∈[θs,θe],ϕ∈[0,2π]

|B̃(X, θ, ϕ)|
σ(θ)

(3.44a)

subject to |B̃(X, θ, ϕ)| ≥ ασ(θ), ∀θ ∈ [0, θsvc], ϕ ∈ [0, 2π] (3.44b)

µ ≤ |[X]m,n| ≤ µζ, m ∈ ZMx , n ∈ ZMy ., (3.44c)

where B̃(X, θ, ϕ) is defined in (2.23), σ(θ) is defined in (3.16), and α is defined in (3.34).

3.3.5 Optimization problem for Scenario 2

In scenario 2, LEO SAT beampattern synthesis aims to achieve the Earth-coverage

as the beampattern proposed in [11][24]. The SAT service angle θsvc is set as SAT FoV

angle θe obtained in (3.2). Since there are no sidelobe power leakage issue that should be

considered in this scenario, the objective function is set to minimize the total transmitted

power of satellite for power saving issue.

minimize Transmitted signal power (3.45a)

subject to SNR ≥ SNRmin in the beam service area (3.45b)

weight coefficients satisfy CMC/DRR constraint (3.45c)

Under the assumption β2E{|s[k]|2} = 1 and the service area mentioned in the next

chapter (4.3), the transmitted signal power of the URA on a SAT is proportional to the
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total weight power
Mx−1∑
m=0

My−1∑
n=0

|[X]m,n|2. The proof is shown in A.1.

As a result, we could write problem 3.45 into its mathematical form.

minimize
µ∈R+,X∈CMx×My

Mx−1∑
m=0

My−1∑
n=0

|[X]m,n|2 (3.46a)

subject to |B̃(X, θ, ϕ)| ≥ ασ(θ), ∀θ ∈ [0, θsvc], ∀ϕ ∈ [0, 2π] (3.46b)

µ ≤ |[X]m,n| ≤ µζ, m ∈ ZMx , n ∈ ZMy , (3.46c)

where the formulation of (3.46b) is based on (3.33).
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Chapter 4 Proposed Algorithm

In this chapter, we describe the proposed algorithm for the main problem defined

in (3.44) and (3.46). In section 4.1, we approximate the original URA problem with the

combination of two sub-problems whose weight vector representing the ULAs on the x-

axis and the y-axis. Since the reformulated ULA problems is nonconvex, we apply semi-

definite relaxation (SDR) technique and solve the problem for scenario 1 with an iterative

algorithm in section 4.2. Follow the same operation as that for scenario 1, we can refor-

mulate the problems and solve the primal problem for scenario 2 in section 4.3. Finally,

the ULA isoflux mask for the beampattern mainlobe is derived in section 4.4.
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4.1 Problem reformulations for scenario 1

In this section, the primal problem for scenario 1 (3.44) would be reformulated. Af-

ter some transformations, the original service area would be covered by a URA transmit

beamformer constructed with two ULA beamformers. We then focus on solving ULA

problems. In the end of this section, a quadratic form of ULA problem is generated.

First, we rewrite problem 3.44 into its epigraph form

minimize
t∈R+,µ∈R+,X∈CMx×My

t (4.1a)

subject to |B̃(X, θ, ϕ)| ≤ tσ(θ), ∀θ ∈ [θs, θe], ∀ϕ ∈ [0, 2π] (4.1b)

|B̃(X, θ, ϕ)| ≥ ασ(θ), ∀θ ∈ [0, θsvc], ∀ϕ ∈ [0, 2π] (4.1c)

µ ≤ |[X]m,n| ≤ µζ, m ∈ ZMx , n ∈ ZMy , (4.1d)

where B̃(X, θ, ϕ) is defined in (2.23), and α is defined in (3.34).

When it comes to larger antenna size, directly solving problem (4.1) which hasMx×

My+2 variables needs heavy computation. The original URAproblem can be decomposed

into two Uniform Linear Array (ULA) design problems [Cohen2019] [3][Albagory2022]

[1][Frank2022] [7]. For the special case in which we have separable weightings

X = xyT ,i.e, [X]m,n = xmyn,m ∈ ZMx , n ∈ ZMy , (4.2)

where x ∈ CMx and y ∈ CMy . The total number of weights to be designed decrease from

Mx ×My + 2 intoMx +My + 2. The beampattern of URA can be shown as the product

of two ULA’s beampattern.
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B̃(X, θ, ϕ) =
Mx−1∑
m=0

My−1∑
n=0

[X]∗m,ne
−jπfc(m sin(θ) cos(ϕ)+n sin(θ) sin(ϕ)

fmax
)

=
Mx−1∑
m=0

My−1∑
n=0

(xmyn)
∗e−jπfc(

m sin(θ) cos(ϕ)+n sin(θ) sin(ϕ)
fmax

)

=
Mx−1∑
m=0

x∗me
−jπm sin(θ) cos(ϕ)( fc

fmax
)

My−1∑
n=0

y∗ne
−jπn sin(θ) sin(ϕ)( fc

fmax
)

=
Mx−1∑
m=0

x∗me
−jπmu( fc

fmax
)

My−1∑
n=0

y∗ne
−jπnv( fc

fmax
)

= B(x, ϑx)B(y, ϑy), (4.3)

where u ≜ sin(θ) cos(ϕ) ∈ [−1, 1], v ≜ sin(θ) sin(ϕ) ∈ [−1, 1], ϑx ≜ sin−1(u) ∈ [0, 2π],

and ϑy ≜ sin−1(v) ∈ [0, 2π]. Note that the ϑx and ϑy are only used in ULA problems.

In our work, we decompose the URA beamformer design problem into two identical

ULA beamformer design subproblems. We let the URA weight matrix X composed of

two identical weight vectors x.

X = xxT. (4.4)

Then we can decompose the URA beampattern into the product of two identical ULA

beampatterns at different angle.

B̃(X, θ, ϕ) = B(x, ϑx)B(x, ϑy), (4.5)
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The problem 4.1 is converted into

minimize
t∈R+,µ∈R+,x∈CMx

t (4.6a)

subject to |B(x, ϑx)||B(x, ϑy)| ≤ tσ(θ), ∀θ ∈ [θs, θe], ∀ϕ ∈ [0, 2π] (4.6b)

|B(x, ϑx)||B(x, ϑy)| ≥ ασ(θ), ∀θ ∈ [0, θsvc], ∀ϕ ∈ [0, 2π] (4.6c)

µ ≤ |xm||xn| ≤ µζ, m ∈ ZMx , n ∈ ZMy . (4.6d)

• Relationship between themainlobe of URA beampattern and ULA

beampattern

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

x

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

y

Figure 4.1: Arcsine function

The mainlobe of the URA beampattern is defined within the angular regions of θ ∈

[0, θsvc] with all ϕ ∈ [−π, π]. Since ϑx = sin−1(sin(θ) cos(ϕ)) and the arcsine function is

increasing, the maximum value of ϑx is θsvc when ϕ = 0; the minimum value of ϑx is−θsvc

when ϕ = π. Similar to ϑx, since ϑy = sin−1(sin(θ) sin(ϕ)), the maximum value of ϑy is

θsvc when ϕ = π
2
; the minimum value of ϑy is −θsvc when ϕ = −π

2
. As a consequence, to

cover all θ for the mainlobe of the URA transmit beamformer, we should choose

ϑx ∈ [−θsvc, θsvc] (4.7)
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as the mainlobe angular regions in ULA beamformer design subproblems. The relation

between θ, ϕ, ϑx and ϑy is visualized in figure 4.2.

Figure 4.2: Spherical coordinate

We suppose the target is in the direction of the unit vector κ(θ, ϕ). The projection of

κ(θ, ϕ) on the xy-plane is sin(θ). Then, the projection on x-axis is sin(ϑx) = sin(θ) cos(ϕ)

and the the projection on the y-axis is sin(ϑy) = sin(θ) sin(ϕ). Note that θ ∈ [0, π
2
],

ϕ ∈ [0, 2π], ϑx ∈ [−π
2
, π
2
], ϑy ∈ [−π

2
, π
2
].

Figure 4.3 is the top view of figure 4.2 as sin(ϑx) = sin(ϑy) = sin(θsvc).
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Figure 4.3: Top view of SAT service beam on Cartesian coordinate system

The service region designed in problem 4.6 is a circle on the Cartesian coordinate

system, represented by the blue region in figure (4.3). However, if we decompose the

URA beampattern design problem into two ULA beampattern design problems according

to (4.5), the composite URA service region is rectangular which is the blue areas com-

bined with the purple areas in figure (4.3). In the following, we will call the URA whose

coverage is a circle circular-coverage URA, and call the square-coverage URA consisted

with ULAs composite URA.

Then, the ULA mainlobe isoflux mask σ̃(ϑ) is obtained such that

√
σ̃(ϑx)σ̃(ϑy) ≥ σ(θ), ∀θ ∈ [0, θsvc], ∀ϕ ∈ [0, 2π], (4.8)

where ϑx = sin−1(sin(θ) cos(ϕ)), ϑy = sin−1(sin(θ) sin(ϕ)).
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The ULA mask applied in this thesis is

σ̃(ϑx) =


σ(sin−1(

√
2 sin(ϑx))) if sin−1(

√
2 sin(ϑx)) ≤ θe

σ2(θe)
σ̃(ϑy)

if sin−1(
√
2 sin(ϑx)) ≥ θe

(4.9)

The derivation is shown in 4.4.

Then, if (4.10) holds, the mainlobe lower bound constraint (4.6c) will be satisfied.

Namely, (4.10) is an over-designed constraint of (4.6c).

|B(x, ϑx)||B(x, ϑy)| ≥ α
√
σ̃(ϑx)σ̃(ϑy), ∀ϑx, ϑy ∈ [−θsvc, θsvc] (4.10)

Since the two ULA beampatterns are identical, (4.10) can be reformulated as

|B(x, ϑx)| ≥
√
ασ̃(ϑx), ∀ϑx ∈ [−θsvc, θsvc] (4.11)

• Relation between the sidelobe ofURAbeampattern andULAbeam-

pattern

Based on the previous section, we realize that the service region of composite URA is

a square, shown as the purple area in figure 4.4. As a result, the minimum angle among the

sidelobe of URA beampattern which has circular-coverage areas should follow the below

inequality,

sin(θs) >
√
2 sin(θsvc), (4.12)

where θsvc is the service angle of a composite URA.
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Figure 4.4: An improper θs of circular-coverage URA

As shown in figure 4.4, the mainlobe of a composite URA would be counted into the

sidelobe of the circular-coverage URA if sin(θs) ≤
√
2 sin(θsvc).

Figure 4.5: Relation between the sidelobe of circular-coverage URA and that of ULA

Therefore, the minimum sidelobe angle of ULA is when sin(ϑx) = sin(θs)√
2
, where θs is
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the minimum sidelobe angle of circular-coverage URA. In this way, the sidelobe of ULA

is defined in ϑx ∈ [−θe,−θ∗s ] ∪ [θ∗s , θe], where θ∗s = sin−1( sin(θs)√
2
).

In (4.6b), we have

|B(x, ϑx)||B(x, ϑy)| ≤ tσ(θ), ∀θ ∈ [θs, θe], ∀ϕ ∈ [0, 2π]. (4.13)

If we ensure √
σ̄(ϑx)σ̄(ϑy) ≤ σ(θ), (4.14)

and

|B(x, ϑx)||B(x, ϑy)| ≤ t
√
σ̄(ϑx)σ̄(ϑy), ∀{ϑx, ϑy} ∈ [θs, θe], (4.15)

(4.6b) holds. In fact , we can choose

σ̄(ϑx) = σ(ϑx) (4.16)

Proof.

σ̄(ϑx) = σ(ϑx) (4.17)

= σ(sin−1(sin(θ) cos(ϕ))) (4.18)

↓ σ(·) and arcsine are increasing in the function domain (4.19)

≤ σ(sin−1(sin(θ))) = σ(θ) (4.20)

Because the composite URA is consisted with two identical beamformers. The side-
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lobe constraint (4.6b) turns into

|B(x, ϑx)| ≤
√
tσ(ϑx), ∀ϑx ∈ [−θe,−θ∗s ] ∪ [θ∗s , θe] (4.21)

Combined with (4.11) and (4.21), an approximated problems are reformulated from

problem 4.6.

minimize
t∈R+,µ∈R+,x∈CMx

√
t (4.22a)

subject to |B(x, ϑx)| ≤
√
tσ(ϑx), ∀ϑx ∈ [−θe,−θ∗s ] ∪ [θ∗s , θe] (4.22b)

|B(x, ϑx)| ≥
√
ασ̃(ϑx), ∀ϑx ∈ [−θsvc, θsvc] (4.22c)

√
µ ≤ |xm| ≤

√
µζ, m ∈ ZMx (4.22d)

Recall (2.18), B(x, ϑx) = xHa(ϑx). |B(x, ϑx)|2 = xHa(ϑx)aH(ϑx)x. We define

A(ϑx) = a(ϑx)aH(ϑx), (4.23)

⇒ |B(x, ϑx)|2 = xHA(ϑx)x. Besides, we can rewritexm as eHmx, where em(i) =


1 if i = m

0 else

,

em ∈ RMx . If we define Em = emeHm,

|xm|2 = xHemeHmx = xHEmx (4.24)

40

http://dx.doi.org/10.6342/NTU202303344


doi:10.6342/NTU202303344

Then we can transform problem 4.22 into problem 4.25 as its quadratic form.

minimize
t∈R+,µ∈R+,x∈CMx

t (4.25a)

subject to xHA(ϑx)x ≤ tσ(ϑx), ∀ϑx ∈ [−θe,−θ∗s ] ∪ [θ∗s , θe] (4.25b)

xHA(ϑx)x ≥ ασ̃(ϑx), ∀ϑx ∈ [−θsvc, θsvc] (4.25c)

µ ≤ xHEmx ≤ µζ, m ∈ ZMx (4.25d)

4.2 Proposed algorithm for scenario 1

In this section, semidifinite relaxation (SDR) with rank 1 constraint and Dattorro it-

erative algorithm is used to deal with the nonconvex problem. Semidifinite Relaxation

(SDR) is useful for many nonconvex quadratically constrained quadratic programs (QC-

QPs)[16]. One of the basic QCQP form is shown as

minimize
x∈RM

xTCx

subject to xTFix ≥ fi, i ∈ Zp

xTGix = gi, i ∈ Zq

In fact, if the C, Fi, Gi in the above QCQP are Hermitian matrices, we can extend QCQP

to complex QCQP where the complex solution x is obtainable.

minimize
x∈CM

xHCx

subject to xHFix ≥ fi, i ∈ Zp

xTGix = gi, i ∈ Zq
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Obviously, problem 4.25 is a complex QCQP. Derived from (4.25c), we could observe

that xHA(ϑx)x = Tr(xHA(ϑx)x) = Tr(xxHA(ϑx)). If we define X̃ = xxH , (4.25c) turns

into

Tr(X̃A(ϑx)) ≥ ασ̃(ϑx), ∀ϑx ∈ [−θsvc, θsvc], (4.28)

Meanwhile, in the original problem, we must ensure X̃ = xxH . Hence, the following

equation should be also satisfied.

rank(X̃) = 1, X̃ ∈ R+ (4.29)

We can transform (4.25b), (4.25c),and (4.25d) in the same way. Thus, a transformed prob-

lem is formulated.

minimize
t∈R+,µ∈R+,X̃∈HMx+

t (4.30a)

subject to Tr(X̃A(ϑx)) ≤ tσ(ϑx), ∀ϑx ∈ [−θe,−θ∗s ] ∪ [θ∗s , θe] (4.30b)

Tr(X̃A(ϑx)) ≥ ασ̃(ϑx), ∀ϑx ∈ [−θsvc, θsvc] (4.30c)

µ ≤ Tr(X̃Em) ≤ µζ, m ∈ ZMx (4.30d)

rank(X̃) = 1 (4.30e)

The constraints in problem 4.30 are convex except for constraint (4.30e). To solve this

nonconvex problem and obtain a rank-1 matrix, Dattorro iterative algorithm[4] is applied

in this thesis. CVX [9] is used to construct and solve a convex program.
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Algorithm 1 Dattorro Iterative Algorithm for scenario 1
Input: ρ, εrank;

Output: x;

1: V(0) ← 0 and ψ ← 0

2: repeat

3: solve Problem 4.31 by CVX

4: if Problem 4.31 is infeasible then

5: return infeasible

6: end if

7: Perform eigen-decomposition on X(ψ): X(ψ) = Ũ(ψ)D(ψ)(Ũ(ψ))H , where

8: Ũ(ψ) = [u(ψ)0 u(ψ)1 ... u(ψ)Mx−1]

9: U(ψ) = [u(ψ)1 ... u(ψ)Mx−1]

10: V(ψ+1) = U(ψ)(U(ψ))H

11: σ0 = [D(ψ)]0,0, σ1 = [D(ψ)]1,1

12: Update ρ

13: ψ ← ψ + 1

14: until σ1/σ0 ≤ εrank

15: Obtain x =
√
σ0u0

This algorithm perform eigenvalue decomposition to achieve a matrix whose ratio

of second largest eigenvalue to largest eigenvalue as low as possible. As the ratio lower

than εrank, we can assume this matrix satisfy rank-1 constraint. If the stopping criterion not

satisfied, we collect the eigenvectors from the second largest to the smallest eigenvalue.

In the next iteration, we tend to obtain a X independent of these extracted eigenvectors.

This independency can be achieved from the objective function of problem 4.31.
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minimize
t∈R+,µ∈R+,X̃(ψ)∈HMx+

t+ ρTr(X̃(ψ)V(ψ−1)) (4.31a)

subject to Tr(X̃(ψ)A(ϑx)) ≤ tσ(ϑx), ∀ϑx ∈ [−θe,−θ∗s ] ∪ [θ∗s , θe] (4.31b)

Tr(X̃(ψ)A(ϑx)) ≥ ασ̃(ϑx), ∀ϑx ∈ [−θsvc, θsvc] (4.31c)

µ ≤ Tr(X̃(ψ)Em) ≤ µζ, m ∈ ZMx (4.31d)

The ρ in objective function is to control the priority to either rank-1 control or PSL

control. If ρ is large, we tend to find amatrix satisfying rank-1 constraint more and acceler-

ate the convergence; in the other hand, if ρ is small, the required iteration number increase,

but the algorithm may converge to a x which can achieve a lower PSL. In [algorithm 1] 1,

ρ ∈ Z and εrank is a extremely small number.

4.2.1 Initial point selection

Initial point of the Dattorro algorithm xinit is selected as the beamforming coefficients

proposed in [6] which has a controllable mainbeam beamwidth and a low sidelobe.

4.2.2 Update of ρ

ρ would not change unless σ
(ψ)
0

σ
(ψ)
1

− σ
(ψ−1)
0

σ
(ψ−1)
1

≤ κ, then ρ(ψ) = ρ(ψ−1) × (1 + p), where κ

and p are positive numbers. This is a relatively passive method that only when the problem

converges slowly or even stop converging that we enhance the rank control.
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4.3 Problem algorithm for scenario 2

Recall the primal problem for scenario 2 (3.46)

minimize
µ∈R+,X∈CMx×My

Mx−1∑
m=0

My−1∑
n=0

|[X]m,n|2 (4.32a)

subject to |B̃(X, θ, ϕ)| ≥ ασ(θ), ∀θ ∈ [0, θsvc], ∀ϕ ∈ [0, 2π] (4.32b)

µ ≤ |[X]m,n| ≤ µζ, m ∈ ZMx , n ∈ ZMy , (4.32c)

Follow the variable transformation from θ andϕ intoϑx andϑy, whereϑx = sin−1(sin(θ) cos(ϕ)),

ϑy = sin−1(sin(θ) sin(ϕ)), and X = xxT , we can turn problem 4.32 into problem 4.33

minimize
µ∈R+,x∈CMx

Mx−1∑
m=0

Mx−1∑
n=0

|xm|2|xn|2 (4.33a)

subject to |B(x, ϑx)||B(x, ϑy)| ≥ ασ(θ), ∀θ ∈ [0, θsvc], ∀ϕ ∈ [0, 2π] (4.33b)

µ ≤ |xm||xn| ≤ µζ, m, n ∈ ZMx . (4.33c)

After replacing the σ(θ) in (4.33b) with
√
σ̃(ϑx)σ̃(ϑy), we can formulate an over-designed

problem (4.34), where
√
σ̃(ϑx)σ̃(ϑy) ≥ σ(θ)

minimize
µ∈R+,x∈CMx

Mx−1∑
m=0

|xm|2
Mx−1∑
n=0

|xn|2 (4.34a)

subject to |B(x, ϑx)||B(x, ϑy)| ≥ α
√
σ̃(ϑx)σ̃(ϑy), ∀ϑx, ϑy ∈ [−θsvc, θsvc] (4.34b)

µ ≤ |xm||xn| ≤ µζ, m, n ∈ ZMx . (4.34c)

45

http://dx.doi.org/10.6342/NTU202303344


doi:10.6342/NTU202303344

We can turns (4.34) into a ULA problem

minimize
µ∈R+,x∈CMx

Mx−1∑
m=0

|xm|2 (4.35a)

subject to |B(x, ϑx)| ≥
√
ασ̃(ϑx), ∀ϑx ∈ [−θsvc, θsvc] (4.35b)

√
µ ≤ |xm| ≤

√
µζ, m ∈ ZMx (4.35c)

After applying quadratic transform and trace transform mentioned in problem 4.25 and

4.30, problem 4.36 is reformulated as

minimize
µ∈R+,X̃∈HMx+

Tr(X̃) (4.36a)

subject to Tr(X̃A(ϑx)) ≥ ασ̃(ϑx), ∀ϑx ∈ [−θsvc, θsvc] (4.36b)

µ ≤ Tr(X̃Em) ≤ µζ, m ∈ ZMx , (4.36c)

rank(X̃) = 1 (4.36d)

where A(ϑx) is defined in (4.23) and Em is defined in (4.24). As same as scenario 1, we

apply Dattorro iterative algorithm to the nonconvex problem.
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Algorithm 2 Dattorro Iterative Algorithm for scenario 2
Input: ρ, εrank;

Output: x;

1: V(0) ← 0 and ψ ← 0

2: repeat

3: solve Problem 4.37 by CVX

4: if Problem 4.37 is infeasible then

5: return infeasible

6: end if

7: Perform eigen-decomposition on X(ψ): X(ψ) = Ũ(ψ)D(ψ)(Ũ(ψ))H , where

8: Ũ(ψ) = [u(ψ)0 u(ψ)1 ... u(ψ)Mx−1]

9: U(ψ) = [u(ψ)1 ... u(ψ)Mx−1]

10: V(ψ+1) = U(ψ)(U(ψ))H

11: σ0 = [D(ψ)]0,0, σ1 = [D(ψ)]1,1

12: Update ρ

13: ψ ← ψ + 1

14: until σ1/σ0 ≤ εrank

15: Obtain x =
√
σ0u0

In each iteration, the Dattorro iterative algorithm solves problem (4.37)

minimize
µ∈R+,X̃(ψ)∈HMx+

Tr(X̃(ψ)) + ρTr(X̃(ψ)V(ψ−1)) (4.37a)

subject to Tr(X̃(ψ)A(ϑx)) ≥ ασ̃(ϑx), ∀ϑx ∈ [−θsvc, θsvc] (4.37b)

µ ≤ Tr(X̃(ψ)Em) ≤ µζ, m ∈ ZMx (4.37c)
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4.4 ULA mainlobe isoflux mask derivation

Recall (3.16), the URA isoflux mask is

σ(θ) =

[
(h+RE) cos(θ)−

√
R2
E − (h+RE)2 sin2(θ)

]
h

, (4.38)

where h is the satellite altitude, RE is the radius of the Earth, and θ is the slant angle.
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Figure 4.6: URA Isoflux mask

As shown in figure 4.6, σ(θ) is non-decreasing for θ ∈ [0, θe].

Figure 4.7: Isoflux mask example 1
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Under the inference

min{σ̃(ϑx)σ̃(ϑy)− σ2(θ)} happens when ϑx = ϑy, (4.39)

the azimuth angle ϕ is implied to be 45◦. In this way, when designing a ULA beampat-

tern at angle ϑx, we should consider the isoflux mask at angle θ = sin−1(
√
2 sin(ϑx)).

Therefore, the ULA isoflux mask at angle ϑx is formulated as follows

σ̃(ϑx) = σ(θ) = σ(sin−1(
√
2 sin(ϑx))). (4.40)

We apply numerical analysis to prove the correctness of the inference (4.39). We

fixed ϑx and change ϕ to generate corresponding ϑy and θ based on (4.40). Below is the

result of (σ̃(ϑx)σ̃(ϑy) − σ2(θ)). The x-axis represents ϕ in degree unit and we sample ϕ

with 0.001◦. It is shown that if σ̃(ϑ) is defined as (4.40), we are able to claim

σ̃(ϑx)σ̃(ϑy) ≥ σ2(θ)), ∀θ ∈ [0, θsvc], ∀ϕ ∈ [−π, π] (4.41)
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Figure 4.8: Numerical analysis
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However, when sin−1(
√
2 sin(ϑx)) > θe, the square root value inσ(θ),

√
R2
E − (h+RE)2 sin2(θ),

is not a real number.

Figure 4.9: Isoflux mask example 2

As shown in figure 4.9, the achievable sin(θ) = sin(θe) is described by the green

arrow. The projection of sin(θe) on the y-axis is sin(ϑy). Since
√
2 sin(ϑy) ≤ sin(θe) is

ensured, the value of σ̃(ϑy) can be derived from (4.40). To meet
√
σ̃(ϑy)σ̃(ϑx) ≥ σ(θe)

mentioned in (4.8), we let

σ̃(ϑx) =
σ2(θe)

σ̃(ϑx)
. (4.42)

Therefore, σ̃(ϑx) can be designed as

σ̃(ϑx) =


σ(sin−1(

√
2 sin(ϑx))) if sin−1(

√
2 sin(ϑx)) ≤ θe

σ2(θe)
σ̃(ϑy)

if sin−1(
√
2 sin(ϑx)) > θe

(4.43)
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Chapter 5 Simulation

In this chapter, we refer to the specifications applied in modern SatComm. We would

check if the signals transmitted under these specifications are narrowband or not. Then, the

field of view (FoV), mainbeam beamwidth, mainlobe lower bound, free-space propagation

loss are calculated subsequently based on the SatComm specifications. The simulation

results for scenario 1 and scenario 2 are shown in section 5.2. Besides, we compare the

results of proposed method to those in previous works. In section 5.3, it is shown that if

the mainbeam is wider, we can obtain a larger average channel capacity.

5.1 LEO SAT system setups

In this section, we derive the parameters applied in our optimization problem design.

In subsection 5.1.1, we show the specifications written in the modern SatComm docu-

ments. Some basic parameters are also derived. In subsection 5.1.2, the lower bound of

mainlobe is derived to satisfy required channel capacity.
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5.1.1 LEO SAT system parameters

Parameter Symbol Value Units Reference

SAT altitude h 550 km SpaceX [5]

Earth radius Re 6370 km

Carrier frequency (SAT to UE) fc 12 GHz SpaceX [5]

Channel bandwidth fBWch 250 MHz SpaceX [5]

Frequency reuse factor kf 3 3GPP TR16 [21]

Signal bandwidth fBW 80 MHz

Cable loss Lc,T,dB 0 [dB]

Atmospheric path loss La,dB 0.5 [dB] 3GPP TR15 [20]

Shadowing loss Lsm,dB 0 [dB] LOS case in 3GPP TR15 [20]

Scintillation loss Lsl,dB 0.3 [dB] 3GPP TR15 [20]

Number of receive antennas Na,R 49× 49 SpaceX patent [14]

Antenna temperature Ta,R 150 [K] 3GPP TR15 [20]

Noise figure Nf 1.2 [dB] 3GPP TR15 [20]

Boltzman constant kdB −228.6 [dBW/K/Hz]

Standard temperature T0 290 [K]

Table 5.1: SAT scenario for link budget evaluations

Note that Lc,T,dB = 10 × log10(Lc,T ), La,dB = 10 × log10(La), Lsm,dB = 10 ×

log10(Lsm), Lsl,dB = 10× log10(Lsl), kdB = 10× log10(k).

To determine whether the transmitted signals is narrowband, we recall the definition

of the fractional bandwidth (2.4).

fFB =
fh − fl
fh + fl

× 100% (5.1)

The highest frequency fh = 12040MHz and the lowest frequency fl = 11960MHz. The
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fractional bandwidth is 80
12000

× 100% = 0.67%. Since the transmitted signal is narrow-

band, the URA system model in figure 2.3 is usable.

According to (3.2), the boundary angle of FoV can be calculated as

θe = sin−1(
RE

h+RE

) ≈ 67◦ (5.2)

5.1.2 Mainlobe lower bound

Assume that wewould like to achieve a channel capacity larger than 150 [Mbps] under

the signal bandwidth of 250 [MHz] with the frequency reuse factor kf = 3. Accroding to

Shannon capacity theorem,

C = fBW log2(1 + SNR), (5.3)

SNR = 5 [dB] enables us to achieve channel capacity of 171.5 [Mbps], which surpasses

the required channel capacity.

According to (3.30), the relation between SNR and the beampattern is

5 ≤ 10 log10
(
|B(X, θ, ϕ)|2GR

σ2(θ)kTsysfBWL0

)
, (5.4)

where Tsys can be derived from (3.23) and L0 = Lc,TLc,RLaLsmLsl(
4×550×103×π

λ
)2 , written

in (3.19). Since the transmitted signal is narrowband, we can approximateλwith λc, where

λc is the wavelength of carrier frequency fc. λc = 3×108

12×109
= 0.025[m] Therefore, the path

loss of the shortest path is Lfs0 =
2.2×π×106

0.025
. It is equivalent to 168.8616 dB. According to

the table 5.1, Tsys = 242.2945. Therefore, 10 log10(kTsysfBWL0) = −228.6 + 23.8434 +

79.0309 + 169.6327 = 43.907 dB
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GR = Na,R × GR,e. Based on the setup, Na,R = 49 × 49. We also assume GR,e

to be 1. Therefore, the GR is equivalent to 33.8 dB. As a result, according to (5.4),

10 log10(
|B(X,θ,ϕ)|2
σ2(θ)

) should larger than 14.3359 dB. Therefore, the lower bound ofmainlobe

α can be calculated according to (3.34)

α = 10(
15.107

20
) = 5.6931 (5.5)

5.2 Simulation results

In this section, the simulation results for scenario 1 are shown in subsection 5.2.1 by

changing the service angle θsvc and minimum sidelobe angle θs. In subsection 5.2.2, the

simulation results for scenario 2 are shown. We generate different beampatterns based on

different sensor numbers.

5.2.1 Simulation results for scenario 1

By solving problem 3.44 through algorithm 1, the simulation results of LEO SAT

beampattern synthesis which aims to achieve broadened mainbeam under CMC is shown.

In the following simulations, we select the number of antenna elements as 32 × 32 and

consider different SAT service beamwidth 2θsvc = 10◦/20◦/30◦. Besides, to avoid the

sidelobe of URA beampattern overlapped with its mainlobe, we let the width of the transi-

tion region of ULAbeampattern equals to 5◦, i.e., |θ∗s−θsvc| = 5◦, where θ∗s = sin−1( sin(θs)√
2
)

is the minimum angle of the sidelobe of ULA beampattern and θs is the minimum angle

of the sidelobe of URA beampattern, which can be derived from (4.5).
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5.2.1.1 SAT service beamwidth: 2θsvc = 10◦

sensor number θsvc θ∗s θs service area SNRmin out-of-beam SNRmax

32× 32 5◦ 10◦ 14.22◦ 5.1009 dB −8.4492 dB
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5.2.1.2 SAT service beamwidth: 2θsvc = 20◦

sensor number θsvc θ∗s θs service area SNRmin out-of-beam SNRmax

32× 32 10◦ 15◦ 21.47◦ 5.1348 dB −3.2326 dB
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5.2.1.3 SAT service beamwidth: 2θsvc = 30◦

sensor number θsvc θ∗s θs service area SNRmin out-of-beam SNRmax

32× 32 15◦ 20◦ 28.93◦ 5.0158 dB −9.6165 dB
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5.2.1.4 Remarks about simulation results of scenario 1

In table 5.2, minimum SNR in SAT service areas and maximum SNR in out-of-beam

SAT service areas under the required SAT service beamwidth 2θsvc = 10◦, 20◦, 30◦ is

shown.

Along sin(θ) cos(ϕ) / sin(θ) sin(ϕ) axis 2θsvc = 10◦ 2θsvc = 20◦ 2θsvc = 30◦

Minimum SNR in SAT service areas 7.5189 dB 6.3542 dB 8.2605 dB

Maximum SNR in out-of-beam SAT service areas -8.4492 dB -9.3487 dB -10.6212 dB

All illuminated areas 2θsvc = 10◦ 2θsvc = 20◦ 2θsvc = 30◦

Minimum SNR in SAT service areas 5.1009 dB 5.1348 dB 5.0158 dB

Maximum SNR in out-of-beam SAT service areas -8.4492 dB -3.2326 dB -9.6165

Table 5.2: SNR within and out of SAT service areas

From the simulation results and according to table 5.2, we can see that the mini-

mum received SNR in service area is larger than 5dB no matter SAT service beamwidth

2θsvc = 10◦/20◦/30◦ which meets the constraint set in (3.43b). Besides, the beamforming

weight coefficients meet CMC constraint in these cases which can ensure PA efficiency

in practical application.

According to Table 5.2, we can achieve the received SNR gap of about 15.9dB,

15.7dB and 18.8dBwhen beamwidth is 10◦, 20◦ and 30◦ respectively along the sin(θ) cos(ϕ)

axis, where SNR gap is defined as the difference between the peak received SNR in out-

of-beam area and the minimum SNR obtained in service area. While, in the mainlobe

regions of the URA beampattern composited by the designed ULAs, we can only achieve

received SNR gap of about 13.5dB, 8.3dB and 14.6dB when beamwidth is 10◦, 20◦ and

30◦ respectively. Also, we can observe that maximum SNR in out-of-beam SAT service
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areas is −9.3487 dB along sin(θ) cos(ϕ) axis when 2θsvc = 20◦; while, it is −3.2326 dB

within all illuminated areas.

The reason why maximum SNR at out-of-beam SAT service areas in all illuminated

areas cannot be as low as the maximum SNR along sin(θ) cos(ϕ) axis is that we cannot

ensure obtaining URA beampattern with minimum PSL when decomposing URA beam-

pattern design problem into two ULA beampattern design problems. Since the complexity

is too high for us to directly solve the URA beampattern design problem with an array size

of 32× 32, so we take this approach. However, the tradeoff of this approach appears. The

approach to achieve minimal PSL of URA beampattern by directly solving the URA de-

sign problem which can overcome the complexity will be our future work.
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5.2.2 Simulation results for scenario 2

By solving problem 3.46, we show the earth coverage beampattern synthesis with

different number of antenna elements under CMC. SAT service angle θsvc is set as SAT

FoV angle θe obtained in (5.2). Wewill show the simulation results with URA antenna size

10×10, 16×16, 32×32, including theULAbeampattern, URAbeampattern, beamforming

weight coefficients, and the received SNR of UE in SAT beam areas.

5.2.2.1 URA antenna size 10× 10

sensor number θsvc service area SNRmin Total weight power

10× 10 67◦ 5 dB 2490
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5.2.2.2 URA antenna size 16× 16

sensor number θsvc service area SNRmin Total weight power

16× 16 67◦ 5.0015 dB 1836
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5.2.2.3 URA antenna size 32× 32

sensor number θsvc service area SNRmin Total weight power

32× 32 67◦ 5 dB 1278.5
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5.2.2.4 Remarks about simulation results of scenario 2

All illuminated areas 10× 10 16× 16 32× 32

Minimum SNR in SAT service areas 5 dB 5.0015 dB 5 dB

Total weight power 2490 1836 1278.5

Table 5.3: SNR in SAT service areas and total weight power comparison

No matter the URA antenna size is 10× 10, 16× 16 or 32× 32, the proposed ULA

mask in 4.40 enables us to ensure the received SNR larger than 5dB in the mainlobe region

which covers the Earth in the line of sight of a SAT. Besides, the beamforming weight

coefficients that meet CMC can be achieved in all of the cases.

We observe that as the number of sensors becomes larger, we can obtain beamforming

coefficients with less
Mx−1∑
m=0

My−1∑
n=0

|[X]m,n|2. Since the degree of freedom (DoF) of beam-

forming coefficients increases with a larger number of sensors, we are able to reduce the
Mx−1∑
m=0

My−1∑
n=0

|[X]m,n|2 power as more sensors are deployed. Since the total transmitted power

is proportional to
Mx−1∑
m=0

My−1∑
n=0

|[X]m,n|2, as the number of sensors increase, we are able to

save the energy used in SATCOM but also ensure the received SNR high enough for SAT

service regions.

5.2.3 Comparison with previous works

We compare the proposed ULA beampattern to the beampattern in [Zhang2021][26]

with the controllable mainbeam beamwidth and the CMC constraint. This paper aimed to

suppress the peak sidelobe level without considering isoflux mask. Therefore, the upper

bound of the ULA beampattern sidelobe was limited by a flat mask.
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sensor number θsvc θ∗s θs

32× 32 15◦ 20◦ 28.93◦
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If we ensure the received SNR in service area is higher than 5dB in the both cases, the

proposed method outperforms the previous work about 5dB for the suppression of peak

received SNR in out-of-beam areas.

5.3 Channel capacity comparison

A larger average channel capacity can be achieved by applying wider beamwidth un-

der the same total weight power. In this section, we first derive the beamwidth of steering

vector array based on the 3GPP specification. Then, the signal-to-noise ratio comparisons

between the proposed beampattern and that from steering vector array would be computed.

Finally, we are able to compare the average channel capacity.
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5.3.1 Mainbeam beamwidth deduction for steering vector array

In 3GPP TR 38.821 [20], the normalized antenna gain corresponding to a typical

reflector antenna with a circular aperture is formulated as following

|B̃N(X, θ, ϕ)|2 = 4|J1(ka sin θ)
ka sin θ

|2, (5.6)

where J1(x) is the Bessel function of the first kind and first order with argument x, a is the

radius of the antenna’s circular aperture, k = 2πf
c
is the wave number, f is the frequency

of operation, c is the speed of light and θ is the angle measured from the bore sight of the

antenna’s main beam. Since the transmitted signal is narrowband, f can be replaced by

carrier frequency fc. Therefore, k = 2π
λc
, λc is the wavelength corresponding to fc.

The relation between antenna gain and normalized antenna gain is

|B̃(X, θ, ϕ)|2 = Ppeak|B̃N(X, θ, ϕ)|2, (5.7)

where Ppeak is the peak power of the antenna gain.
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Figure 5.7: Example: 3GPP SatComm beampattern for aperture radius 10λc
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This antenna gain is generated when the electric field strength at every point on con-

tinuous cylindrical polar coordinate of the antenna is constant [23]. However, a continu-

ous cylindrical polar coordinate is impractical. Instead, we placeN sensors on the antenna

uniformly, then the electric field strength is decided by the excitations. In this way, every

entry ofX is constant to
√

Ptot
N
, where Ptot represents total weight power

∑N
i=0 |[X]i|2. Fol-

low the assumption that every entry of X is
√

Ptot
N
, the peak power of antenna gain Ppeak

equals to PtotN .

Proof. The peak power of antenna gain Ppeak is equivalent to max |B̃(X, θ, ϕ)|2.

Recall (2.23),

B̃(X, θ, ϕ) =
Mx−1∑
m=0

My−1∑
n=0

[X]∗m,ne−j2πfc(
mde sin(θ) cos(ϕ)+nde sin(θ) sin(ϕ)

c
) (5.8)

= vec(X)H ã(θ, ϕ). (5.9)

We define ã(θ, ϕ) = am(θ, ϕ)⊗ an(θ, ϕ), where

am(θ, ϕ) = [1 e−jπfc(
de sin(θ) cos(ϕ)

c
) ... e−jπfc(

(Mx−1)de sin(θ) cos(ϕ)
c

)]T ,

an(θ, ϕ) = [1 e−jπfc(
de sin(θ) sin(ϕ)

c
) ... e−jπfc(

(My−1)de sin(θ) sin(ϕ)
c

)]T
(5.10)

Therefore, max |B̃(X, θ, ϕ)|2 = max |vec(X)H ã(θ, ϕ)|2. When every entry of X is√
Ptot
N
, the maximum value occurs at (θ, ϕ) = (0, 0) since ã(θ, ϕ) becomes a N -point
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vector whose entries are 1.

B̃(X, θ, ϕ) =
[√

Ptot
N

√
Ptot
N

. . .
√

Ptot
N

]


1

1

...

1


=

√
PtotN√
N

(5.11)

⇒|B̃(X, θ, ϕ)|2 = PtotN (5.12)

Besides, to avoid spatial aliasing, the minimum element spacing should be λc
2
. There-

fore, the minimum value of a in (5.6) equals toMr× λc
2
, whereMr is the number of sensors

on the radius of the circular antenna. In this way, k × a = 2π
λc

Mrλc
2

=Mrπ.

Assume there are 32×32 sensors on the circular antenna plate and suppose the sensors

spread uniformly, the minimum required sensors on the plate radius isMr =
√

1024
π
≈ 18.

To derive the 3-dB beamwidth,

0.5 = 4|J1(Mrπ sin(θsvc))
Mrπ sin(θsvc)

|2 (5.13)

= 4|J1(18π sin(θsvc))
18π sin(θsvc)

|2 (5.14)

⇒ θsvc ≈ 1.7189◦ (5.15)

We compare it to the proposed θsvc = 5◦ in scenario 1 (5.2.1.1). In this case, the total

weight power Ptot =
31∑
m=0

31∑
n=0

|[X]m,n|2 = 0.8779.

Ppeak = 1024× 0.8779 (5.16)
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Figure 5.8: Narrowbeam beampattern

5.3.2 Signal-to-noise ratio comparison

According to (3.30), the signal-to-noise ratio (SNR) in the service region illuminated

by the steering vector array is defined as

SNRnarrow(Xn, θ, ϕ) =
|B̃(Xn, θ, ϕ)|2GR

σ2(θ)kTsysfBWL0

(5.17)

On the other hand, the SNR of broadbeam is defined as

SNRbroad(Xb, θ, ϕ) =
|B̃(Xb, θ, ϕ)|2GR

σ2(θ)kTsysfBWL0

, (5.18)

where Xn is the excitation array of the narrowbeam beamformer and Xb is that of the

proposed broadbeam beamformer.

The ratio of the SNR of narrowbeam to the SNR of broadbeam becomes

SNRnarrow(Xn, θ, ϕ)

SNRbroad(Xb, θ, ϕ)
=
|B̃(Xn, θ, ϕ)|2

|B̃(Xb, θ, ϕ)|2
(5.19)
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According to (5.12), max{|B̃(Xn, θ, ϕ)|2} = PtotN . For the θ in 3dB-beamwidth, we

ensure

|B̃(Xn, θ, ϕ)|2 ≥ (0.5Ppeak) (5.20)

The mainlobe lower bound for proposed beamformer has been derived in section

5.1.2.

|B̃(Xb, θ, ϕ)|2 ≥ α2σ2(θ), (5.21)

where α is calculated according to (5.5). Therefore, we can derive

SNRnarrow(Xn, θ, ϕ) ≈ SNRbroad(Xb, θ, ϕ)×
0.5Ppeak

α2σ2(θ)
(5.22)

Since the service angle is small for narrowbeam beamformer, σ(θ)→ 1
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5.3.3 Channel capacity comparison result

LetC1,avg be the average channel capacity of narrowbeam beamformers whose beams

would be switched to achieve the total required coverage. Let C2 be the channel capacity

of the broadbeam beamformer. In the following demonstrations, we select the service

beamwidth of the proposed beamformer to be 10◦ in scenario 1 (5.2.1.1).

Figure 5.9: service region of broadbeam and narrowbeam

In figure 5.9, θsvc,n denotes the service angle of narrowbeam beamformer and θsvc,b

denotes the service angle of proposed broadbeam beamformer. The service radius of nar-

rowbeam beamfomer is denoted as Rsvc,n = h · tan(θsvc,n) and that of broadbeam beam-

former is denoted as Rsvc,b = h · tan(θsvc,b). Follow (5.13), θsvc,n = 1.7189◦. We need

tan2(5)
tan2(1.7189) ≈ 9 beams to cover the service area of the proposed broadbeam beamformer.
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The average channel capacity of the narrowbeam beamformer is derived as

C1,avg =
1

9
fBW log2(1 + SNRnarrow) (5.23)

=
1

9
fBW log2(1 + SNRbroad

0.5Ppeak

α2
) (5.24)

↓ Ppeak = 899 (5.16), α = 5.6931 (5.5) (5.25)

=
1

9
fBW log2(1 + SNRbroad

0.5× 899

5.69312
) (5.26)

The SNR larger than 5dB is desired (5.4), sowe replace SNRbroadwith 100.5. Consequently,

C1,avg

C2
=

1

9

log2(1 + 100.5 × 0.5×899
5.69312

)

log2(1 + 100.5)
(5.27)

= 0.2963 (5.28)

As a result, the channel capacity of proposed broadbeam beamformer outperforms the

average channel capacity of steering vector beamformer.
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Chapter 6 Conclusion

6.1 Conclusion

In this thesis, two beam-broadening problems are formulated and solved. In scenario

1, we designed a transmit beamformer which enables the receivers in service area to ob-

tain the SNRs higher than the required minimum SNR. Meanwhile, the received powers

in SAT out-of-beam areas are suppressed. Also, to implement the amplifiers efficiently,

CMC of beamforming coefficients is achieved. In scenario 2, we are able to achieve earth

coverage beampattern synthesis and minimize the total SAT transmitted power to reduce

the power consumption on a SAT. The simulation results demonstrate the obtained URA

beampattern with broadened beamwidth which can ensure the received SNR in SAT ser-

vice areas larger than minimum required SNR. The simulation results also show that the

obtained beamforming coefficients meet CMC.
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6.2 Future work

In our work, URA beampattern synthesis problem is decomposed into two ULA

beampattern synthesis problems due to the complexity issue. Through this approach, we

cannot ensure to obtain URA beampattern with minimum PSL. If we can tackle the com-

plexity issue of designing the URA beampattern synthesis problem when the array size is

large, URA beampattern with a smaller PSL may be achieved.
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Appendix A —

A.1 Objective function derivation for scenario 2

First, the transmitted power of URA toward a specific direction with elevation angle

θ and azimuth angle ϕ is represented by PT × GT (X, θ, ϕ), where PT is defined in (3.4)

and GT (X, θ, ϕ) is defined in (3.6). Follow the assumption β2E{|s[k]|2} = 1, PT ×

GT (X, θ, ϕ) = |B̃(X, θ, ϕ)|2.

If we combine two ULA x and y into a URA X in the way of (4.2)

X = xyT ,i.e, [X]m,n = xmyn,m ∈ ZMx , n ∈ ZMy , (A.1)

the relation between B̃(X, θ, ϕ) and B(x, ϑx), B(x, ϑx) is shown as follows, which is ex-

plained detailedly in (4.3)

B̃(X, θ, ϕ) = B(x, ϑx)B(y, ϑy), (A.2)

where u = sin(θ) cos(ϕ) ∈ [−1, 1], v = sin(θ) sin(ϕ) ∈ [−1, 1], ϑx = sin−1(u) ∈

[−π
2
, π
2
], and ϑy = sin−1(v) ∈ [−π

2
, π
2
].

Then, follow the definition of the mainlobe of composite URA beampattern in (4.3),
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the total transmitted signals of a SAT can be considered to be

∫ 1

−1

∫ 1

−1

|B(x, ϑx)B(y, ϑy)|2dudv (A.3)

=

∫ 1

−1

|B(x, ϑx)|2du
∫ 1

−1

|B(y, ϑy)|2dv (A.4)

=
1

π2

∫ π

−π
|B(x, ϑx)|2dωx

∫ π

−π
|B(y, ϑy)|2dωy, (A.5)

where ωx = π sin(ϑx) and ωy = π sin(ϑy).

Theorem A.1.1 (Parseval’s Theorem). If f(k) =
∞∑

m=−∞

cme
jmk and f(k) is a periodic

function of period 2π,

1

2π

∫ π

−π
|f(k)|2dk =

∞∑
m=−∞

|cm|2 (A.6)

Recall the definition of ULA beampattern from (2.18),

B(x, ϑx) =
M−1∑
m=0

x∗me
−jmωx (A.7)

where ωx = π sin(ϑx). Then, if we define xm zero whenm /∈ [0,M − 1], we can see x∗m

as cm and regard B(x, ωx) as f(k). Therefore, applied with Parseval’s theorem,

1

2π

∫ π

−π
|B(x, ωx)|2dω =

∞∑
m=−∞

|x∗m|2 =
M−1∑
m=0

|xm|2. (A.8)

We can bring (A.8) back into (A.5).
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1

π2

∫ π

−π
|B(x, ϑx)|2dωx

∫ π

−π
|B(y, ϑy)|2dωy (A.9)

=4
M−1∑
m=0

|xm|2
M−1∑
n=0

|xn|2 (A.10)

=4
M−1∑
m=0

M−1∑
n=0

|xm|2|xn|2 (A.11)

=4
M−1∑
m=0

M−1∑
n=0

|[X]m,n|2 (A.12)

As a result, the total weight power is proportional to the transmitted power of a SAT.
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