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Abstract

The requirement of sampling clock jitter becomes rigorous in the high-speed and
high-precision analog-to-digital date conversion, usually around few pico-seconds,
which is unreachable for the on-chip clock generation. A method is proposed to
cancel the jitter-induced errors in ADC. One of the key parameters needed here is the
derivative of each sampled points. The derivative calculated from the algorithm is
distorted by a sinc function as the'signal frequency gets higher. A look-up table

method is applied to compensate the distortion faetor.which makes the system to

-

operate well near Nyquist rate.

In this architecture, a time-to-digital converter (TDC) is desired to adopt the jitter
cancellation algorithm in the digital domain. Besides, this TDC need to be wide
dynamic range and high precision in order to cover the peak-to-peak jitter variation
while maintain the accuracy. In this thesis, an MDLL-based TDC with local passive
interpolation which has 10ps resolution and 5.12ns dynamic range is designed.
Fabricated in a 90-nm CMOS technology, the TDC consumes 6.0mW from a 1-V

power supply while the active area is only 0.017mm?.
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Chapter 1

Introduction

1.1 Motivation and Research Goals

Analog-to-digital converters (ADCs) provide the link between the analog world and the
digital system. Due to their extensive use of‘analog and mixed analog-digital operations,
ADCs often appear as the bottleneek in datasprocessing applications, limiting the overall

speed or precision [1].

NI

In recent years, the demand for highwperformance ADCs has grown rapidly in modern
mixed-signal system. Mobile wiréless commiittication systems are major applications of
recent ADCs. In these applications, the specifications of the ADC vary significantly across
different receiver architectures. For example, IF-sampling superheteterdyne receivers
require high-speed high-resolution ADCs because intermediate frequency (IF) signals are
directly converted to digital codes [2]. On the other hand, homodyne receivers which
convert RF signals to baseband directly, with more demanding front-end analog processing
requirements, can significantly relax the specifications of the baseband ADC. Regardless

of the receiver architectures, the high performance ADCs are key components.

Most ADCs use a sample-and-hold (S&H) circuit that essentially takes a snapshot of

the ADC input at an instant in time. When the S&H switch is closed, the network at the
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input of the ADC is connected to the sample capacitor. At the instant of the switch is
opened, one-half clock cycle later, the voltage on the capacitor is recorded and held.
Variation in time at which the switch is opened is known as aperture uncertainty, or jitter,
and will result in an error voltage that is proportional to the magnitude of the jitter and the
input-signal slew rate. In other words, the greater the input frequency and amplitude, the

more susceptible ADCs are to jitter on the clock source.

1.2 Thesis Overview

This thesis contains seven chapters. . A brief iﬁtfoduction of this thesis is described in
Chapter 1. In Chapter 2, the impact/of sampling-clock:jitter on ADC is first shown by
building the mathematical relationtamong %?e“-éd, aperture jitter, and SNR. Then the

| 1 11 !
terminologies of jitter are reviewed. The proposed jjitter-error cancellation algorithm and

the whole system architecture are also provided inthe chapter.

Chapter 3 starts with the performance metrics used in TDC design, including dynamic
range, conversion and dead time, noise performance, nonlinearity, and so on. And then the

various time-to-digital converter architectures are presented.

Chapter 4 interprets the system design issues of a MDLL-based TDC with local
passive interpolation. An introduction of a typical MDLL and passive component
interpolation and averaging will first be given. After that, the proposed architecture of a
MDLL-based TDC will be introduced. The function of each block will also be described.

System design issues and constraints will also be presented in this chapter.
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The details of circuit implementation are given in Chapter 5. In Chapter 5, a
MDLL-based TDC realized in 90-nm CMOS technology is designed and implemented.
The transistor level simulation and the layout will also be presented in the end of this

chapter.

Chapter 5 presents the testing strategy and PCB design of the TDC prototype. The

testing environment including the measurement instruments is also introduced. Then the

experimental results of the prototype are shown.

Finally, conclusions are given in Chapter 7.
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Chapter 2
Basic Concepts and Proposed Jitter

Error Cancellation Algorithm

2.1 Introduction

The demand for high performance aﬁéif;g-to-digital converters (ADCs) has grown rapidly
in modern mixed- signal system. The de:s;i'gn of the ADCS has drawn significant research in
the past decade. However, the availability of 10§v-jitter sampling clock source becomes the
bottleneck for the high performance ADCs. The SNDR of state-of-the-art ADCs is limited

by aperture uncertainty though the linearity of it meets the resolution specification [3],[2].

This chapter provides the basic concepts about how sampling clock jitter influence the
performance of ADCs. Then an algorithm is proposed to cancel the jitter-induced errors in

the digital domain for ADCs.
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2.2 Basic Concepts

2.2.1 Conventional Jitter Requirement for Nyquist-Rate ADC

To arrive at a simple relation between maximum tolerable jitter and an ADC’s speed and
resolution, we can say that jitter has negligible effect on the overall SNR if the analog
input varies by less than 1LSB during jitter-induced time deviation of the sampling point
[1]. Thus, for a full-scale analog input V;,=Asin2xft, whose maximum rate of change is
equal to 2zf4, the above condition can be expressed as

2 fANE £11SB= 2 2.1)

n

where At represents the clock jitter and'm s the converter’s tesolution. It follows that

N 2.2)

In Nyquist-rate conversion, approa‘bhes;half of the ADC conversion speed. Typically, the
requirement of sampling clock jitter 1s rigorbus in the high-precision data conversion,
usually lies around several ppms of sampling clock period, which is hardly available for

the on-chip clock generation.
2.2.2 Generic Autocorrelation Function in the Linear Approximation

A more precise equation which describes the relation among speed, aperture jitter, and
SNR is derived, applicable to a jitter process with generic autocorrelation function and
generic input signal in [4]. The sampling process is shown in Fig.2.1. Due to the impact of
sampling clock jitter, the ideal sampling instant at k7 is shifted to k7+¢;(kT), thus generates

an error Ay.
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™\

tj(kT)

-

(k)T kT  (k+0)T

Figure 2.1 Linear approximation of sampling process.

With the linear approximation, the jitter-induced error 4y can be written as

Ay(kT)=y (kT)-t,(kT) (2.3)
where the prime denotes the derivative with respeet to time and f is a time-discrete random
process, so that every sampling instant has: its g)wn #,(kT). Therefore, the autocorrelation

function of the jitter error is = |

-5, rAyi(-lmT-):-= —;:’y".(mT)--I;j (mT) (2.4)

Knowing that the power is the value of the autocorrelation at zero

N—"

r (O
SNR =10log| —

WJ dB. (2.5)

=3

With this expression, the jitter requirement can be evaluated for any signal as long as the
power spectrum density is available. As application of the relationship (2.5), the SNR in
case of sinusoidal input is calculated, and it is easy to find the well-known formula [5] for

the aperture jitter SNR in sampling of sinusoidal signal.

SNR = 20log (;] dB. (2.6)

nf. o

sig ~ij
The upper bound of jitter requirement for a Nyquist-rate ADC can be found at the

zero-crossing point where the quantization noise is equal to the jitter-induced noise, listed
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in (2.7).

(22f,0,) =(3-2") . 2.7

By solving (2.7), the jitter requirement for a Nyquist-rate ADC is

trms<\/Z 1 l (2.8)
372" f.

As for the rectangular power spectrum that has the cutoff frequency fc, the result is

)

2rf.0,

SNR = ZOIOg[ dB. (2.9)

Here comes an observation that a wideband signal has lower jitter requirement in
comparison with a single-tone signal, assume the cutoff frequency is equal to that of
sinusoidal input. Intuitively, that is because the other low-frequency components have

“looser” jitter requirement, so that'the “tighter” ene 18 averaged. Therefore, the effective

N

jitter requirement is relaxed. =
.‘E 1

2.3 Proposed Jitter Error Cancellation Algorithm

From the above, the linear approximation of the sampling process provides the
jitter-induced error by multiplying jitter by its derivative. The error quantities can be
eliminated if the jitter is measured and the derivative is estimated well. Owning to high
density and low energy of digital circuits, analog blocks can be migrated to digital domain.
In this work, a jitter error cancellation technique in digital domain is proposed, illustrated
in Fig.2.2. The jitter cancellation are pushed to digital processing blocks except for the
time-to-digital converter (TDC) which serves as an interface between analog and digital
system. It is worth mentioning that this TDC need to be wide dynamic range as well as

high precision in order to cover the peak-to-peak jitter variation while maintain the
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accuracy.

Jitter Cancellation (FPGA)

1 Register

A\J dy

Vin ADC -
sitter o o[ 1pc | ? """
TSMC 90nm

Logic Process

Figure 2.2 System block diagram of proposed jitter cancellation.

A 12-bit and 20MHz ADC will. be a testing vehicle in this work; meanwhile, a 1%
RMS jitter for a typical on-chip cleck gene_ration is assumed. Such clock generator
degrades the ENOB of this ADC'?t_.@_ 5 -'__b'its at, Nyquist-rate conversion. Under these
conditions, a 10-ps resolution TDC yvi‘.[m'ﬁ:i:éi;fger than_S-ns dynamic range is required based

on behavioral simulations.
2.3.1 Jitter Terminology and Measurement

The two most important and commonly used definitions, period jitter and absolute jitter,

are shown in Fig.2.3 [6].

Absolute Jitter —p e
LI L1
A B
—> T+AT 4—
AT=Period Jitter

Figure 2.3 TIllustrations of absolute jitter and period jitter.
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The period jitter, edge-to-edge jitter, cycle jitter, and sometimes cycle-to-cycle jitter is the
variation between one rising edge to the next with respect to the period of the oscillation,
which is the main consideration in sampling application. Note that the term cycle-to-cycle
jitter sometimes may be confusing because is also used to describe the jitter that represents

the difference between two adjacent periods [7].

In the proposed architecture which deal with the sampling process jitter, the variation
between two adjacent rising edges is concerned, namely, the period jitter should be
monitored. Fig.2.4 shows the mechanism to measure the period jitter. The solid line is the
perfect clock source and the dashed line represents the exact rising edge in the presence of
jitter. By passing the clock through'a low-noise delay cell, the difference between the
rising of the clock and that of the:delayed clock 1S the .period jitter with a constant time

offset and the constant offset can be expresse'&";'a}:s_

I

[ ]

! toﬁ&ét = sample _D (210)
If the delay, D, is equal to the sampling period, ‘the constant offset is eliminated and the
difference between two rising edge is exactly the measured period jitter. In practice, D

needs not be equal to the sampling period and their difference just induce a constant

correction offset.

CLK % CLK_Delay

Low Noise
—»| Tsample|4—
: —»= ~&— Period Jitter
CLK_Delay —: -

— D -

Figure 2.4 Measurement of period jitter.
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2.3.2 Derivative Estimation by Two Points

In order to obtain the signal derivative, a linear approach estimates the signal derivative

from two adjacent sampled points. In Fig.2.5, ¢, and ¢, are perfect sampling instants; the

presence of jitter moves the respect sampling instants to # and t,, thus comes the error.

y(t)

-t

ty ty tats

Figure 2.5 Sampling process.in presence of clock jitter.

The derivative at #; can be approxiﬁlﬁéd- as the difference between y(tl') and y(t;)

2 HIEE
divided by #, -1, . 2| 'I
)= v (5)-x(n)
y(h)~——r—"r—= . @.11)
t2 _tl 7.Zample _tjl + Ztj2
Then the estimated error can be expressed as
A L)yt
£ ~& ~ r() () . (2.12)
Tsample _tjl + tj2
In a more general form,
A t )=yt
8n~ y( n+l) y(n) 'tfn' (213)
T:vample - tjn + tj(n+l) A

Fig.2.6 shows the simulation results, the gray line stands for SNR versus input signal

frequency under 1% RMS jitter and the dark line is that after jitter cancellation.
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SNR v.s. Input Frequency
T T

Original SNR
—— SNR after jitter cancellation
55
50f
o
Z
o 45
4
[
40
B0l BN

1 1 1 1
1/30 115 110 1/5 1/2
fsig normalized to fs

Figure 2.6  SNR versus input signal frequency normalized to sampling frequency.

The SNR with the proposed jitter €ancellation: technique still become worst as signal

frequency gets higher, indicating that the linear estimated-derivative is not accurate enough

% f
I

at high frequency. Therefore, the simple alg‘Eg'::ﬂ';thrrlI has to be modified to extend the signal
! | C 11

bandwidth. N
2.3.3 Derivative Estimation by Three Points

In Calculus, the mean value theorem states that given a section of a curve, there is at least
one point on that section at which the derivative of the curve is equal to the “average”

derivative of the section. The formal statement can be shown as

f:[a,b] — R continuous on [a,b] and differentiable on (a,b)
where a<b
Then there must exists c in (a,b) such that

fro- 282
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Be inspired by the above theorem, the concept of “average” derivative is imitated to make
the estimation more accurate. Fig.2.7 shows three adjacent sampled points at a, ¢, and b
individually and the symbols coincide with those used in mean value theorem for
convenience. The derivative at ¢ is approximated as the average derivative of a-c-b section

of the curve.

Nt)

“Average” Derivative

-t

aéb

Figure 2.7 _Concept of average derivative.

Intuitively, the estimated slope/at c1s };ons'__id\ered as first order interpolation of derivative.

On the other hand, this method calli alagg be| considered as the average of two adjacent

derivatives in our first algorithm. .

£ (0)-F@) £ (b)=F(a)

b—-a 2T

sample

_1f(B)=f(e), Sle)=f(a) |
2| T

sample sample

(2.14)

Fig.2.8 shows the simulation results of the modified algorithm, obviously the effective

bandwidth is wider than before but the performance is still unsatisfied at high frequency.
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SNR v.s. Input Frequency

Original SNR
= 3-point Cal.

25 z z z z z z P ; ; ; ; ;
0.1 0.2 0.3 04 05

fsig normalized to fs

Figure 2.8 SNR versus input signal frequency normalized to sampling frequency.

2.3.4 High Frequency Response-lmprovehﬁ’ent‘ -

—~ e
— I' 'l y
[l ]

Let’s further look over what worsens'the !ﬂigﬁﬁe:q}i?ncy résponse. Consider the sinusoidal

input V, =sinet and be sampled at.Z, l]'+;73s,.and JIIJ(ZTS'. Then the estimated slope at 1+75

is given by (2.15).
A sin(7+2T, ) —sin ot
et = T
s . (2.15)
za)-cosa)(t+Tv)-Slna)TS
‘ T

s

As shown, the estimated slope is modulated by a sinc function which is close to unity at
low frequency and degrades at high frequency. This exactly explains the poor high
frequency response of the former result. To further improve the performance, a

look-up-table method is used to compensate this factor.

Follow the last case, the sinc function can be obtained by doing arithmetic on the

three sampled points.
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sinw(7+2T,)+sinwt —2sinw(t+7T,)

=[sino(t+27T,)-sino(t+T,)|-[sinw(t+7,)-sin ot . (2.16)

:—4sin2(w2];jsina)(t+7;)

The result in (14) is related to the sinc function and the second sampled point.

Let A=sinw(t+2T,)+sinwt—2sinw(+T)). (2.17)

oT, =2sin”' #. (2.18)
4sino(t+T,)

Finally, the sinc function is expressed as

By substitution in (2.16),

S.in (Z'S_in_l [ 4_6‘71) j
. ; Sinw\(f+ s
i : vy (2.19)
D

s '8 u gry| L
I_,-~.,'-,_._.. sfm| 'i ( 4sina)(f+];)J

I .
With (2.19), a look-up-table .cani _Le -a’jiplieﬂ to_proposed algorithm to enhance high

frequency performance furtherand Fig,2.9 is:the simulation results.

SNR v.s. Input Frequency

=== Original SNR
- N N N N N - z z z 3-point Cal.
65 - - - - T ——— FORRNRREEE: ERRRREE 2] == 3-point cal. (LUT)

25 z z z z z z ::; ; ; ; ;

fsig normalized to fs

Figure 2.9 SNR versus input signal frequency normalized to sampling frequency.
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2.4 Summary

It has long been known that the sampling clock jitter degrades performance of an ADC, so
a method of jitter error cancellation in digital domain for ADC is proposed to alleviate the
jitter requirement. The additional hardwares are four 12-bit registers, two multipliers, and a

ROM table. The proposed method has at most 30dB improvement around Nyquist zone.



Chapter 3

Fundamentals of Time-to-Digital
Converter

3.1 Introduction

This chapter reviews some of the fundamental issues in the design of a time-to-digital
converter (TDC). As mentioned, a time-to-digital converter (TDC) is required to adapt the
jitter cancellation algorithm in this system. Besides, it is supposed to have wide dynamic
range and high precision in order to -cc;ygr tﬁe peak-to-peak jitter variation while maintain
the accuracy. As technology developrrl-én;c isi mainly: driven by digital requirements, the
scaling of time resolution is éﬁpefior to weoltage resolution. Thus, high-resolution TDCs
become increasingly popular for time=of-flight measurements, full speed testing, e.g., jitter
measurement, clock data recovery, measurement and instrumentation, and all-digital

phase-locked loops (ADPLLSs).
In order to characterize the TDCs thoroughly, a number of performance metrics are

defined. Following a definition of performance metrics, we describe a number of TDC

architectures commonly employed in high-resolution applications.

17
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3.2 TDC Performance Metrics

Functionally, TDCs are very similar to ADCs except that not a continuous voltage but a
continuous time interval is quantized. Hence, all performance figures describing the
function of ADCs can also be applied to a TDC. In this section, the definitions of a number

of important metrics are described.
3.2.1 Dynamic Range

Dynamic range is the ratio between the largest signal level the converter can handle and
the noise level, expressed in dB. Hefe, the definition for TDC is a little different. The

dynamic range of a TDC is the maximum time:interval that can be measured and quantized

without any saturation.
3.2.2 Conversion Time and Dead Time

The conversion time or the latency, respectively, describe how long it takes after a start or
stop signal before the digital code is available at the output. However, the dead time is the
minimum idle time between two adjacent conversions before the next measurement can be

started.
3.2.3 Single Shot Precision

The noise performance of a TDC is usually described by the single shot precision: If a

constant time interval is measured repeatedly, the digital output values vary with a standard
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deviation that is called single shot precision.

The rms single shot precision o, defines the rms value of the TDC noise

rms

performance

2 2 2 2
a,,ms=\/aq+0' +0., t0. - (3.1)

start stop

where o, is the rms quantization noise, o, and o, are the rms jitter of the start

tart stop

and stop signals, and o, is the total jitter contributed by TDC.

3.2.4 Interpolation Factor (IF)

For TDCs with sub-gate delayfresolution, the interpolation factor IF is defined by
IF =T, /T, which serves as a uséfﬁﬁ@éx to estimate which resolution is provided by
[l g

the available technology and whjéh é‘:ciditildnal .rééolution i1s accomplished by circuit

techniques.
3.2.5 Nonlinearity

Another method to identify the performance of a data converter is to plot the input/output
characteristic of it. The transfer characteristic for an ideal TDC progresses from low to
high in a series of uniform steps. As the resolution increases, the input/output characteristic
of TDC approximates a straight line. In practical TDC, the steps are not perfectly uniform
due to nonidealities, such as offset error, gain error, and linearity error. Fig.3.1 shows the

deviation of transfer characteristics resulted from offset error and gain error respectively.
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(a) Offset error (b) Gain error

Figure 3.1 Transfer function including error sources. (a) Offset error, (b) gain error

Two types of nonlinearity measurement. metrics are:used to characterize this deviation.
Differential nonlinearity (DNL) 1s:the ma_ximun} deviation in the difference between two
consecutive code transition points.on the 1np1;fruax1s from the ideal value of 1LSB. Integral
nonlinearity (INL) is the maximum de\IIIi_Eatiol'al;i': ofl the inp'ut/output characteristic from a

straight line passed through its end points. Fig.3.2 and::Fig.3.3 illustrates the DNL and INL,

which can be expressed as:

UB(i+1)-UB(i)

DNL(i) = 1
LB (3.2)
INL(Z) — UB(Z) zngB(l)ideal

where UB(i) is the transition level of i-th code.
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Figure 3.3 Transfer characteristic of TDC showing INL

3.3 Architectures of Time-to-Digital Converters

3.3.1 Time-to-Voltage-to-Digital Converters

The very first TDCs were actually time-to-voltage-to-digital converters [8], shown in
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Fig.3.4. In this converter, the time interval to be measured is first converted into an analog
voltage by a charge pump and record in a capacitor. Then a conventional analog-to-digital
converter (ADC) translates the analog value equivalent of the time interval into the digital

domain.

vDD
T, P
e 1 1°

Figure 3.4  Time-to-voltage-to-digital converter topology

Although very high resolution has ,b.én‘:?;_'x';.,’__._i;r_éported [9], the attractiveness of these
converters decreases for technologies bei(_éw tile quarter micron node. The resolution, the
scalability, the robustness and the arfe.a ar;ld power _;:o'ﬁsumption are limited by the internal
ADC, so the time domain yields no profit compared to the voltage domain with strongly

technology scaled.
3.3.2 Vernier-Based TDC

The Vernier TDC [10]-[12] utilizes parallel scaled delay elements to provide a high
sub-gate delay resolution. Both the start and the stop signal are delayed in independent

delay lines. The basic configuration is depicted in Fig.3.5.
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Figure 3.5 Vernier-based TDC architecture.

The delay for the stop signal ¢; is designed for slightly faster signal propagation than that
of t, for the start signal. As the start and stop signals propagate in the respective delay
chains, the time difference between themsis decreased in each stage by #z= t;- £, which is
equivalent to the TDC’s resolution Tysg: Tﬁe position X in the delay line, where the stop

signal catches up with the start signal, gives, the'information about the measured time #,

i

with ¢z resolution

vl riﬂs

;X-t,;:-<tx-< (X#D)e1, . (3.3)

Theoretically, the resolution .tR can be infinite small if #; and %, are close enough but

the presence of noise and process variations will set the upper bound of the TDC.
Assuming local process variations of the buffer delays, the time difference between the

start and the stop edge in a certain stage is reduced with a 3oconfidence only if

T, > 3\/50'buﬁé,, =60, . This can be seen as a simple rule of thumb for an upper bound of

the delay-line based TDC resolution [13].

As for the conversion time, according to7,,, =2T, (¢./T,), it increases linearly

conyv

with measured time interval ¢ and even hyperbolically with increasing resolution. The

same holds for the area, thus, for large dynamic range and small Trsg, Vernier TDCs



24

become both slow and area expensive.

3.3.3 Pulse-Shrinking Cyclic TDC

Pulse-shrinking TDC is based on unequally sized inverters, illustrated in Fig.3.6. First, the
start and the stop signal are used to generate a pulse with a pulsewidth equal to the time
difference. The dimensions of the gates I; and I5 are the same. Only that of the gate I, is
different. The inhomogeneous dimension of the gates makes the input pulse undergo
different rising and falling time at the interface boundaries among the gates and be shrunk

by TLSB-

Puls_t_a'_-:Sh_r._ihker

M:e' ,. e .‘Dc Counter |~

Tin o—

Reset o

Figure 3.6 System architecture of a pulse-shrinking cyclic TDC.

The resolution of TDC Tigg can be derived through the mismatch between the falling and

the rising time [14]. The total pulse-shrinking time can be found as

1 1 1 1
I,,=p C|——|-C|——-—— 3.4
LSB p[ 2 (kpl knlJ 1(](1]2 i, ]} (3.4)

e Ve, 1 )_ln[LSVDD—zVTH] (3:5)

where
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is a constant factor which is more or less layout independent, k,;», k,;> are the
transconductance of the gate I; and gate I, and C,, are the effective input capacitance of

them.

The input pulse is shrunk cyclically and vanishes when the time interval is completely
measured. Since only one pulse-shrinking element exhibits, there is no matching problem
in the cyclic TDC, hence, good linearity. But the conversion time and the dead time rapidly

grow with increasing dynamic range and resolution.
3.3.4 DLL Interpolation TDC

One difficulty to all delay-line based'rfiﬂ_’fﬂ_j_s;.is the dependence of the time resolution on the
delay variation caused by global ér!oces:é quiationé.' With the help of delay-locked loop
(DLL), the cycle time of an éxterrllal referer_;cé: ‘clock can be divided into several shorter
time periods with a delay line. The incoming moment of the timing signal can then be

interpolated inside the reference clock period by recording the state of this delay line,

enabling the time interval to be defined with better resolution than by reference clock.

The time interval measurement method, with a counter and a delay line which divides
one reference clock cycle T, into eight pieces, each of length #;, is illustrated in Fig.3.7
[15]. The state of the delay line is recorded by asynchronous timing signals, while the

counter counts full reference clock periods between these signals.
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Figure 3.7 Delay line interpolation.

The measured time ¢, for the real time interval #, consists of the sum of the counter

result C and the interpolated results, shown: as

5 (R B R (3.6)

The DLL interpolation methdd is ba:sé;d-ﬂg t‘he constarit propagation delay of matched
series-connected cells. A practical. ._gealizlatior-l‘:fbf ﬂl‘llat me.‘.t-hod including a counter and a
delay line interpolation structure capable of generati&g and registering time periods equal
to reference clock period, is shown in Fig.3.8. The counter is enabled with the start signal
and disabled with the stop signal. The reference clock propagates through the delay line

and the positions of both the start and stop signals are also recorded by the clock edges

spacing ¢; and the arbiter array consists of D-type flip-flops for both start and stop.
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Figure 3.8 The block diagram of a DLL interpolation TDC

The signal propagation speed of the digital gates may be affected by temperature,
voltage, and process parameter’ changes. Tonget over this problem, a DLL is typically
applied to stabilize the delay in thé« déay 'line Whiéh is matched to the reference clock
cycle with a control loop including a ph&se .detector (PD), a charge pump, and a loop filter.
The DLL adjust the delay of the elementsswith a control voltage until the PD sees that the
feedback edge is aligned to the reference clock edge, which means the length of the line

delay is then locked to the reference cycle period.

3.3.5 Local Passive Interpolation TDC

The local passive interpolation TDC [13] achieves a sub-gate delay resolution by
subdividing the coarse time interval given by an inverter delay line. The basic principle is
similar to the voltage interpolation in interpolating flash or folding ADCs [16] and is
illustrated in Fig.3.9. Parallel sampling gives a high-resolution thermometer code but at the

same low latency and dead time as for the buffer chain based TDC. In contrast to the



28

Vernier and pulse shrinking TDC, this means that the conversion time doesn’t increase

with increasing resolution.

..................................................
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Figure 3.9 # Localpassive intespoldtion TDC architecture
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Also, the LPI-TDC is monotonie: by cgglsffuqtion. The sequential inverter chain is
monotonic even under strong variations-due to.the cq:usality in the delay line. The passive
interpolation also makes LPI-TDC to bé robust against local variations. If the delay of an
inverter stage varies, the passive interpolation translates this variation to a subdivided
variation of the intermediate signals. The sequence of the interpolated signals remains

unchanged even for strongly varying resistors.
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System Architecture of a MDLL-Based
TDC with Local Passive Interpolation

4.1 Introduction

To meet the specification of our system, a MDLL-based TDC with local passive
interpolation is proposed. As known,rthe :multiplying delay-locked loop (MDLL) [17]
eliminates phase error accumulation:by zerding the phase error on every input clock edge

and recirculates the clock edge/along the delay line!"To take these advantages, low jitter as

e

well as high dynamic range' are acﬁ-i;\}éd. With _local passive interpolation, that is,
connecting the outputs of adjacent delay |cells by resistor string, sub-gate delay is
generated. Furthermore, the phase. differences between the delay cells caused by mismatch

are averaged at the same time.

The basic building blocks utilized in this TDC including MDLL and interpolation as
well as averaging resistor string, are first reviewed in the following text. Then the

architecture of the MDLL-based TDC with local passive interpolation is presented.
4.1.1 Multiplying DLL (MDLL)

Fig.4.1 shows the basic concept of the multiplying DLL (MDLL) with its detail timing

diagram. At beginning, the delay line is open and waits for the transition edge of the

29



30

reference clock. After receiving the clock edge, the control signal, V., closed up the delay
line via the multiplexer, a ring oscillator is formed that oscillates with a period twice that
of the delay around the DLL loop composed of the inverters and multiplexer generating the
multiplied output clock V,,,. The divide-by-M counter divides down the multiplied output
clock to generate a pulse, Vy,, every M cycles of the V,,. The Vg, signal triggers the
control logic that switches the multiplexer input to pass a clean reference clock. This
function resets the ring oscillator phase to the phase of the clean edge, removing the
accumulated jitter over the past cycles. Therefore, the maximum number of cycles that the

ring oscillator accumulates jitter is limited to M.

vref o—o— P —
PD: >
Cr
= =
| = e
- i
g ; : Vout
VSEL|_ : Viiv
»| Control Logic [« - M j—
Dcell Openi Dcell Close Dcell Open Dcell Close

i '<— M-cycles —»

w ]

Figure 4.1 The architecture and the timing diagram of a multiplying DLL.

The PD and CP adjust the time delay of the delay line, and eventually the phase difference
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between the reference clock and feedback clock drops to zero. We said that the system is

locked and the MDLL generates the multiplied clock.

Any mismatch between the swing levels, transition times, and timing alignment of the
reference clock edge to the corresponding multiplied output clock edge results error during

signal multiplexing which leads to deterministic jitter in the output clock.

If the loop bandwidth of the MDLL is much smaller than the reference frequency, the
loop bandwidth can be approximated by the s-domain approach. However, to obtain the
maximum loop bandwidth, a more detail approach to analyze the loop stability and the
settling time must be utilized. The discrete time model for the MDLL is shown in Fig.4.2

[18].

—Xb7 o *D—o-»tout(z)

MxKycpL

Figure 4.2 System model of the MDLL.

The feedback clock has a phase difference with the reference clock at beginning, and
there will be an instant time error, #,,. The phase of the reference clock remains unchanged,

and there is no input time error. The loop filter which consists of a capacitor acts as an

integrator which can be modeled as in a discrete time system. A charge pump can

-1
—Z

be modeled as a constant gain block which has a gain of K.,=I.,. The current signal is

converted to the voltage signal by the loop filter and controls the VCDL which has a gain
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of M times Kycpr with divide-by-M counter modeled.

The input to output transfer function can be derived as

KCP ‘M'KVCDL

_(tout(z)'zil—i_terr‘(z)). C -(I—Z_l)

= tout (Z) .
4.1)

The definition of the open loop gain K can be expressed as

=M'
Cr

K
(4.2)

Then the input/output transfer function can be obtain

tout (Z) _ -K
t,,(2) ==K,z

(4.3)
which is a first order system. The switching in feedback signal can be viewed as an instant

time step input appears at the feedback patﬁ..'fai;s;.time step input can be expressed as

A A).

(4.4)
Applying z-transform, we can get
()=
-z (4.5)
The output time error will be
(M) = =0, - (1= (1=K)"") - u(n) . (4.6)

For a stable MDLL, the open loop gain K must be larger than 0 and smaller than 2 for the
consideration of the system stability. In practice, K is selected to be less than unity to avoid
severe ringing in the control line. From above analyze, the maximum bandwidth of MDLL

can be estimated, and the stability criterion is also obtained.
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4.1.2 Local Passive Interpolation and Phase Averaging

As mentioned in the last chapter, local passive interpolation TDC interpolates the start
signal along the delay line. However, in the MDLL-based TDC, clock phases are
interpolated into sub-gate delay resolution to sample the asynchronous start and stop signal
by local passive interpolation. Hence, the phase accuracy affects the linearity directly in
this architecture. Fortunately, these passive interpolation components can also average the

phase error for the multiphase generation.

For the interpolated signals to follow the input signals instantaneously, the RC value
at each node should be lower to minimize the delay. Elmore delay model provides a good

estimation on describing path-delays in the RCnetwork.

el
e

g R1 R'2 1 R3_ ¥ R4

Figure 4.3 Elmore delay model.

Fig.4.3 illustrates the Elmore delay model and it states that at node » the signal delay
can be roughly estimated as
T, =RC+(R+R)C,+-+(R+R,++R)C,. 4.7)
From (4.7), the worst case delay in #nX interpolation is

n(n+1)
EDn =

RC. (4.8)

The worst case delay must be much smaller than the rising time of the input signals which

provides the insight on choosing the resister value.
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One reported technique is to reduce the phase mismatch by resistor averaging [19].
The principle is to connect the neighboring delay cells together by resistor strings or
resistor rings. The resistor strings or resistor rings have an averaging capability to suppress
the phase mismatch introduced by the mismatch in delay cells. The architecture of a DLL

with resistor averaging is shown in Fig.4.4

- — Loop

va o—o—P> — Filter

V.. 2

) p1 "p2

Flgurg é}.ﬁ.lff_ge'.sxstor averaging
‘ | i}

7 1 1
The resistor string and resistor ring bring spatial filtering effect on DLL’s multiple outputs

[20]. If the resistors are infinitely large, the operations of the delay cells are mutually
independent. As the value of the resistors drop, the outputs of the delay cells are affected
by the neighboring delay cells. The reason is that the output currents from each delay cell
flow into the loads of their neighbors, rather than their own ones through the resistor string
or ring. Hence, the resistor string and ring introduce a phase averaging effect. In order to
quantitatively analyze the averaging network behavior, the simplified model shown in

Fig.4.5 is used.
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V.
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C C C C C
I* 'o,-2 I* Io,-1 I* Io,O I* Io,1 I* Io,2

Figure 4.5 A simplified model for analyzing a delay line with a R-string

The capacitance at each output node is C. The delay cells are modeled as ideal current

sources with sinusoidal output currents expressed as
I, =1sin(wf+4,) ,x=0,21£2,.. (4.9)
where I, is the current amplitude, wj is thetelock frequency, and ¢ is the clock phase.

The output current flowing into the output'capacitor.is /,,. Derived from the simplified
model with /;, = 0 for x # 0, the transfér.f&nction of the single delay cell current 7, to the

" -

output current /, , can be expressed as [l?_-]

e M W i
I,  R+yR(R+3Z.). | 27, 4.10)

L, R+R(R+8Zg)#42Z}| 22+ R+ [R(R+4Z,)

Substituting @,RC with S, the above equation can be manipulated to

(_AUJX
Ay (Box)= o - p @.11)

[U - - ‘2){‘
O oMy Y
B

B

is the input frequency normalized by the RC product of the R-string

Fig.4.6 shows the space response of current gain versus different . At x=0, the gain

is increased for large f, i.e., at higher clock frequency, more current flows into the

capacitor directly connected to the current source. For increasing f, |4, ( 5, 0)‘ approaches
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1 and the resistor string loses its effect of phase averaging. For smaller £, the current is
distributed more to the neighboring output node, resulting in a strong phase averaging.

Hence the mismatch between delay cells is alleviated, and the linearity is improved.

...............

Current Gain (dB)

* ‘e
* .
. *

10 20 30
Position (x)

-30 -20 -10

Figure 4.6 #Space response ;)f R-string

[ =]
i

4.2 Architecture of the MDLL-Based TDC with Local Passive

Interpolation

4.2.1 System Architecture

A MDLL-based TDC with local passive interpolation is proposed for jitter-induced error
cancellation in ADC. Fig.4.7 shows the system block diagrams of it. This TDC is composed of

an MDLL, an arbiter array, and an encoder. The MDLL provides sub-gate delay multiphase
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clock system. The detail clock generation is illustrated in Fig.4.8. In this case, the divide ratio
M is set to be 4 for simplification and there are § delay cells along the delay line with 4X

interpolation.

The arbiter array consists of D-type flip-flops to locate the positions of asynchronous start
and stop signals along the interpolated delay line. Then the pseudo thermometer code output

by the arbiter is fed into the encoder to generate binary digital code.

Vrief o—¢—— | PED »{ Charge
E—— —» Pump l
o I Cr

= 5

[= (X X)

x

1 N-1 N
|_ Vout
L Control Logic [ +M s
[

Encoder

e e

Figure 4.7 Architecture of the MDLL-based TDC with local passive interpolation.
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Figure 4.8 Clock generation diagram.

4.2.2 Dynamic Range and Resolution

NI

The specification of the TDC in the'whole system!is defined to be 10ps resolution with
more than 5ns dynamic range. The resolution T, 155 of the proposed TDC is mainly decided

by the stabilized delay 7, of the MDLL and the local passive interpolation ratio 7.

(4.12)

T =

N |&’ﬂ

Typically, in any passive interpolating design, 4X interpolation is a reasonable choice to
obtain an acceptable linearity. Hence the stabilized delay 7, is going to be designed as
40ps.In order to achieve the target dynamic range, /25X interpolation is still required. The
extra interpolation is contributed by the choice of number of the delay cells and the
multiplying ratio of the MDLL. Assume that the number of the delay cells along the delay
line is N, and the multiplying ratio is M, the extra interpolation is given by

Extra Interpolation =2MN . . (4.13)
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Another advantage given by this architecture is that, for a fixed number of delay cells and
a constant delay, the dynamic range is directly proportional to the multiplying ratio of the
MDLL, only to add the extra bits to the counter. But the upper bound is limited by the
accumulated jitter in the ring oscillator. The first-order analysis on inverter jitter due to
white noise is enough for us to predict the accumulated jitter in the ring oscillator [21].
Consider a positive input step in Fig.4.9, the input shuts off the PMOS and biases the

NMOS in the saturation.

Figure 4.9 Inverter switéhin;g inpingiescillator, showing signal and noise currents

Then the uncertainty in propagation delay caused by current noise integrating on the
capacitor C is

ol = 4kTy 1y
dN —
t IN (VD - VIN)

(4.14)
where #,y is the propagation delay, Iy is the noise current, and the coefficient y is derived to
be equal to 2/3 for long-channel transistors and may need to be replaced by a larger value
for submicron MOSFETs [22]. Prior to the switching event the channel resistance of the

PMOS pullup deposits an initial noise on the capacitor. The mean square noise and the

associated jitter are
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<v2>:k—T (4.15)

2
y A3 - =kT2C. (4.16)
,/cy Iy

N — (

Thus, the total jitter due to these two uncorrelated white noise source is

4kT
o2 =T lay +kT2C. (4.17)
IN(VD _szv) IN

The period of oscillation 7, of a ring oscillator is defined by the time it takes for a
transition to propagate twice around the ring. In a ring oscillator consists of N inverter
delay stages, this involves N pulldowns by NMOSs and N pullups by PMOSs. Thus, the
nominal frequency of oscillation f,,. is

b - -1
Jose = 1 g ° [L+L] SELLSH (4.18)
Nty ¥4£) "NCVDQ ;\IN Iy NVpp,

Every propagation delay is jittered by noisle 1%,?15 Ip:ullup or pulldown process. These noise
events are uncorrelated and add in the me‘ta:n-s;];aré, Iﬂ“.he'ref-ore, the variance of period jitter
is

o7 =N(omy+0oup). (4.19)
Using (4.15) and (4.16), and to simplify analysis assuming that V,y= V,p= V,, this can be

written as

, 2kT
O'T :T

1 1
+7,)+—|. 4.20
[VDD -V, (yN yP) VDD} ( )

The accumulated jitter in the ring oscillator has to be smaller the 0.577s5. Thus,

s T .
O-accum = MXGZZ' <05 = (421)

2MN x4~

The upper bound of the multiplying ratio is
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1/3
T,
M<|—< (4.22)
16N,

where Trer =M/fosc.

4.3 Summary

From the above discussion, the specification and the noise performance set two design

constraints as

. |
"y | |
I
X

Extra Interpolation = 2MN > 125 (4.23)
and
.\ 13
Mg%ﬁig . (4.24)
" 1‘ TGNO'T :

Both the multiplying ratio M and the number of the delay cells N are choose to be 8 to

meet the constraints, meanwhile, the noise margin is also consider.

A 10ps, 5.12ns dynamic range, MDLL-based TDC with local passive interpolation is

designed and provided with a 200MHz external reference clock.
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Chapter 5

Circuit Implementation

5.1 Introduction

This chapter provides a complete circuit design scheme of a MDLL-based TDC with local
passive interpolation. From high-level architecture to building blocks implementation, both

design considerations and simulation results.are thoroughly introduced.

5.2 Architecture

-y

Figure 5.1 illustrates the compiéte_érchitecture of the MDLL-based TDC with local passive
interpolation. The MDLL provides sub-gate delay multiphase clock system. And the
arbiters decide which states the asynchronous start and stop signals are in. Then the pseudo
thermometer code output by the arbiter is fed into the encoder to generate binary digital
code for the start and stop respectively. The final result is combined by the digital
processing unit out of chip in the real implementation. The detail circuit implementation

and operating principles of each building block will be illustrated in the following sections.
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Figure 5.1 The complete archi't-e;qt.ure of the MDLL-based TDC.

5.3 Delay Cell

The delay cell adopted in this work is a current-starving inverter as shown in Fig.5.2. The
amount of current flowing through the delay cell determines the propagation delay of the
input signal. The circuit performs a rail-to-rail operation and doesn’t consume static power.
Differential operation is required here. Fig. shows that cross-coupled inverters are utilized
to regulate differential outputs to perform the pseudo-differential operation. The aspect
ratio of the cross-couple pair must be smaller than that of the inverter in the delay cell. If
the aspect ratio of the inverter in the delay cell is 5 times larger than that of the

cross-couple pair, the effect of it will degrade.
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Figure 5.2 (a) Single ended delay cell. (b) Delay cell with cross-couple inverters

5.4 Phase Frequency Detector. (PFD)

Typically, the MDLL is started at its 'p_la_lximu'rn startup control voltage to ensure the correct
multiplexing function. In this work, the, mechanism of the control logic is modified to

make the MDLL work properly :without the constraint of initial condition. Thus, a PD need

to be replaced with a PFD in the system. :

In this work, the operational frequency of PFD is about 200 MHz. So a dynamic logic
type PFD is used [23], as shown in Fig.5.3. The critical path of this PFD is composed of
three-gate feedback path. The shorten feedback path delay and dynamic operation allow

high precision in the high frequency operation. If V,, = V, =0 and V,, goes high,

ref

v rises. If this event is followed by a rising transition on V,

up n >

V, goes high and the

NOR gate sets both dynamic logics.
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Figure 5.3 Dynamic logic type PFD and its corresponding timing diagram.

It is instructive to plot the input-outpiijc_.c_harac'teristic of the PFD, as shown in Fig.5.4.

[ =
P

Defining the output as the difference betwegq'_fﬁe average values of V, and V, when

w

ref: 2

, and neglecting the effect of thesiarrow resct pulses, we note that the output

varies symmetrically as |ACI)| begins from zero. For A® =1360", V . reaches its

out

maximum or minimum and subsequently change sign.

-360°

+360° AP

Figure 5.4 Transfer curve of a PFD
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5.5 Charge Pump

The charge pump has been widely used in PLL and DLL applications. Fig.5.5 shows the
conceptual diagram of a charge pump. The V,,/Vy, signals generated by the PFD are used
to time-multiplex the currents from the current sources, /., and I4,, into the output node.
Assuming that [,,= l4= Ip, and the Vyp/Vy, pulse shapes and switched are ideal, the pulse
width difference between the V,, and Vy, signals indicate that the charges is deposited or
withdrawn at the output node. The charge pump is a tri-state device that gives an output
current of 1, -/4n, and zero, depending on the control signals from the PFD. However, the
charge pump is usually connected-to'a loop filter, which coverts the charge pump output
current to the VCDL control’voltage, tﬁe problems of charge injection and clock
feedthrough from the two switches .m‘g_y _sbﬁously degrade the noise performance of the
DLL. Because of 200MHz reference frg;;éncy, a differential charge pump [18] is realized
for the high-speed operation, as shb§vn in F1g56 The pseudo-differential V,,/Vg, control

signals are produced by PFD. Effect of chargé sharing and charge injection are removed by

the unity-gain feedback amplifier in the charge pump, and the static phase error is reduced

Vbp
% Iup
Vup—>
vdn >

Figure 5.5 The conceptual diagram of a charge pump.

consequently.
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Figure 5.6 Differential charge pump.

5.6 Divider

\ —

Fig. is a divide-by-two circuit based on the trtiIE-éingle-phase clocking (TSPC) scheme [24],
achieving a high speed. The divide-by-eight circuit ladopted in the MDLL is implemented

by cascading three stages in an asynchronous configuration.

i i f
J_l _| out
+—i I

Figure 5.7 TSPC divide-by-two circuit.
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5.7 Control Logic

In Fig.5.8, the circuit in the dash box is the conventional control logic for MDLL [17].
Based on this control logic, the MDLL must be started at its maximum startup control
voltage to ensure the correct multiplexing function. The additional circuits are designed for
the control logic to make sure that the MDLL can start up at any initial condition. Fig.5.9

shows the conceptual operation mechanism of the modified control logic.

Vaivo— MUX [—® Vsel
Vref ° : 2 — vsel
voutc °
Gn
Figure 5.8 Modified control logic for MDLL.
Vref —I I I
Vour | | | ] | | | ] | | | ] | | | | . | L
Vaiv ] |
vsel : I—
>
Vref —I I 5
Vour | | | | | | | | | | | | | | | 1 |_
Vaiv J I I_
V,

Figure 5.9 The operation mechanism of the control logic.
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A PFD is used to detect whether the divide down signal is faster than the reference clock or
not. If the Vy;, is faster than V., that is, the control voltage is higher than its locked value,
the PFD will output a up pulse. Then the multiplexer will pass the select signal which is
generated from the conventional control logic. On the other hand, if the V. is faster than
Vv, the PFD will output a down pulse which makes the multiplexer pass 0. When the
select signal is 0, the multiplexer closes up the delay line and keeps it works as an
oscillator. Under this condition, the entire system works like a PLL and the loop filter is
charged by the charge pump periodically. As the control voltage exceeds its locked value,
this means V;, is going to be faster than V., the multiplexer will pass the signal from the

conventional logic again and the system is back to the MDLL operation type.

5.8 Arbiter

=W

Just as an ADC requires a latching’ coniﬁarator, SO does a TDC. Either a flip-flop or an
arbiter can be used as a comparator of which oufput determines the output codes of the
TDC. Fig.5.10 shows a sense-amplifier-based flip-flops which is similar to a comparator
used in a ADC. The flip-flops are symmetrical along the vertical axis and provide identical
resolution of the rising and falling edge metastability of their input data. The loading of
data input node is only a NMOS gate and their interconnect parasitic capacitance. The
metastability window is reported [25] to be very small which is less than 1ps. This ensures
no bubble error in the TDC. It should be noted that a typical flip-flops for high speed
digital designs features nonsymmetrical metastability characteristic and the composite
resolution window exceeds several inverter delays which sets the limitation of the TDC
resolution. Although the mismatch in the data and clock propagation path is possible to

results in a large time offset, the asynchronous DLL-interpolation architecture will cancel
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the offset in the post processing unit.
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Figure 5.10

5.9 Encoder

High-resolution sense-amplifier-based flip-flops.

Fig.5.11 shows the schematic of the digital encoder where a one-of-n encoder is followed

by a ROM. The pseudo-thermometer code generated from the arbiter array is first

converted to one-of-n code by three-input AND gates which perform a first-order bubble

error correction. At the output of the one-of-n encoder, only one of the word lines is at

high voltage and pulls down the pre-charged bit lines where NMOS transistors are located.
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Figure 5.11 The architecture of digital encoder.

5.10 Output Buffers

5.10.1 Digital Output Buffer

In the whole chip simulation, the effects of pad, bond wire, and the probe are considered.
Fig. 5.12 (a) shows the schematic of the effects. To enhance the driving capability, the

output buffer is built as shown in Fig. 5.12 (b).
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Figure 5.12 (a) The simulated effects about the pad, bonding wire and the probe. (b) The output buffer.

5.10.2 Open-Drain Output Buffer

To observe the multiplied output clock, a open-drain buffer is used and the detail schematic
include buffer, pad, bond wire, and bias-tee is shown as Fig. 5.13. The size of open-drain

buffer is choose based on the simulation of-bond wire effect and driving capability.

—o Vout
=R,

;.

Figure 5.13 The open-drain buffer and the proceeding connection configuration.

5.11 Transistor-Level Simulation

After completing the design of building blocks respectively, the whole system of a
MDLL-based TDC with local passive interpolation is constructed. We choose the
logic-mode transistor model to perform the transistor level simulation. After the layout of

the prototype is completed, it is believed that post-layout simulation is more close to the
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performance of real circuit because of the parasitic capacitance is extracted. The transient
waveform of reference clock and multiplied output clock before and after locking are

shown in Fig.5.14 and Fig.5.15.
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Figure 5.14 The transient wavefo ﬁ?l}epce and qutput clock before locking.
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Figure 5.15  The transient waveform of reference and output clock when locking.
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Fig.5.16 shows the setting behavior of the control voltage. As illustrated, the MDLL is

locked at a low initial startup voltage.

7004 /Nef303
600 o\

Jh
5O

<400 / L\—
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Figure 5.1 cttli
. " -

Fig.5.17 shows the l(; 'f%%ﬁrv‘qfdl;@;ié}rwresult. The delay is locked at 35ps

L4 Y L =

which is lower than the design g:'_)a'-l 40ps. This is because there is excess delay along the

-

path, i.e. the delay of the multiplexer.
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Figure 5.17 The timing diagram of local passive interpolation
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Fig. 5.18 shows the input/output characteristic of the proposed TDC. 80-point ramp
input each spacing 64ps is applied. The plot shows that the TDC is suffered from a

constant offset because the finite rising and falling time of the input measured pulse and a

constant gate delay.

In/Out Characteristic

T T T T T T T T T

500

450

400

Output Code
N
(3]
o

0 05 10 157 20 _ 25 '"30 . 35 40 45 50
Input (ns)

Figure 5.18 The input/output characteristic of TDC
As illustrated in Fig. 5.19 (a), the finite rising and falling time will contribute about
100ps constant offset to the measured pulse. Another cause of the offset error is shown in
Fig. 5.19 (b). The stop pulse is generated from passing the start pulse through an inverter,

and therefore a constant gate delay is translated to an offset between the start and the stop

pulse.

o T —] —

~4— Stop Edge

> -
Td

(a) (b)

Figure 5.19 Causes of offset error (a) finite rising and falling time and (b) gate delay.
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5.11 Layout and Performance Summary

£-based TDC.

{3

":- ! I\\

Figure 5.21 The core layout of the MDLL-based TDC
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Fig.5.20 and Fig.5.21 illustrated the layout and the core of TDC fabricated in TSMC

90-nm technology and the area is 960umx*960um with 29 PADs. The core is aside the

control line PAD in order to guarantee the sensitive line as short as possible. Four power
supplies are provided, for analog circuits, digital circuits, delay cells, and output buffers.
Bypass capacitors are added between the DC voltage and ground to reduce noise. Fig.
shows the core of the TDC. The analog part contains the PFD, charge pump, loop filter,
control logic, divider, and delay line. The digital part contains the arbiter, counter, and
output buffers. Though the core area of the TDC is fairly small, the need of I/O PAD leads

the whole circuits occupying large area.

The performance summary and the comparison between this work and other recent

TDCs are shown in Table 5.1.

=N

Table 5.1 The performance sun-l:r-nary and the comparison table.

COMPARISON OF RECENTLY:REPORTED TDC .I.“ERFORMANCES

Tech.| LSB | Power | Area | DNL | INL
[um] | [ps] | [mW] |[mm?] | [LSB] | [LSB]

Architecture

Delay line 90 20 NA 0.01 0.6 0.7

[15]

Loc. passive interpol.| 90 4.7 NA 0.02 0.6 1.2

[13]

Counter & Delay line | 250 | 24.4 45 NA | 049 | 3.0
26]

Pulse Shrinking 350 68 1.2 0.03 NA NA

[14]

This work 90 10 6.0 | 0.017 | 0.6 0.9




Chapter 6
Test and Experimental Results

6.1 Introduction

In this chapter, Die photo is proposed at first. Then the MDLL-based TDC measurement
equipment is introduced, and the print circuit board (PCB) is designed and set up for

testing. Finally, the experimental results are analyzed and summarized.

6.2 Chip Die Photo

-y

The MDLL-based TDC has been fabricated in 90-nm CMOS technology. The die photo of
the designed TDC is illustrated in Fig."6.1. The whole chip is filled with dummy metal
cells except for the core because of design rule of metal density. The design is a

pad-dominated layout and the whole chip occupies an area of 0.96 x 0.96 mm?.
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6.3 Test Strategy

6.3.1 Test Setup

Fig. 6.2 shows the test setup and the photos of instruments for the TDC. The DC voltages
are provided by Agilent E3646A and the reference clock is generated by R&S SMB 100A
with bias-T. Agilent E4408B is used to analyze the MDLL output spectrum. As for the
testing of TDC, the input pulse is generated by Tektronix AFG-3252 and TLA 5203 logic

analyzer acquires the output codes.
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: 24088
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The print circuit board is very important as the integrated circuit. Fig.6.3 shows the
photograph of PC board. The whole system is powered by four independent supply
voltages. In order to prevent the digital noise coupling to the analog circuits, tune the delay
line individually, and estimate the power consumption of the output buffers, the PC board
is taken as four parts. The power line of four parts are separated and isolated. Fig.6.4

shows the pin configurations of the prototype.
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(a) The pin configurations of the TDC.
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Pin [ Name /10 Description
1 Vctrl Out | Control line voltage
2 RB In Bias resistor
3 DvDD In Digital power
4 DGND | In Digital ground
5 StopB5 | Out | Digital output
6 StopB4 | Out | Digital output
7 StopB3 | Out | Digital output
8 StopB2 | Out | Digital output
9 StopB1 | Out | Digital output

10 StopB0 | Out | Digital output

11 VDD In Delay line power

12 GND In Delay line ground

13 oD Out '| Open drain-output

14 BVDD In <1 Buffer power

15 | CKOut: | :Qut Output clock

16 | CO Out | Digitatautput

17 | c1 out:| Digital output

18 | €2 Out. | Digital output

19 | BGND | In |- Buffer ground:

20 | StartBO| Out | Digital’output

21 StartB1 [ Out | Digital output

22 StartB2 | Out | Digital output

23 StartB3 | Out | Digital output

24 | StartB4| Out | Digital output

25 | StartB5| Out | Digital output

26 AGND In Analog ground

27 InPul In Input pulse

28 AVDD In Analog power

29 | REF In Reference clock

Figure 6.4 (b) The description of pin configurations.
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6.4 Experimental Resul

ts

The MDLL is provided with an external 200MHz reference clock and the output clock is

going to be multiplied to 1.6GHz as designed. Fig.6.5 illustrated the output clock spectrum.

The experimental result shows that the multiplied clock is locked at 1.6GHz with -5dBm

power level.

1 Agilent 193

Fet B dBm
Peak

Log

18

dB/

HL 52
53 FC
AA

Center 1.6 GH=
#Res BN 108 kHz

4:17 Jun 25
Mkrl & 16.06 MHz
Atten 18 dB -26.46 dB

Span 166 MHz

YBW 100 kHz Sweep 12,38 ms (481 pts)

Figure 6.5 Output clock spectrum.




Chapter 7

Conclusions

7.1 Conclusions

The impact on performance of Nyquist-rate analog-to-digital converters (ADCs) with the
presence of sampling clock jitter is first reviewed. Then the sampling clock jitter
requirement is investigated based on the linéarly approximated sampling model as well as
the generic autocorrelation function.approach. This leads to the motivation for cancelling
the jitter-induced error in- the dig.it.ell.:_f-";-do.main. Two key points are desired in this
method—acquisition of jitterf : qu_antitféé and sigﬁal derivative estimation. With the
cancellation mechanism, the performance of a Nyquist ADC is improved to extend the
performance at high-frequency input. In the other words, the stringent jitter requirement is

alleviated.

A high-resolution and wide dynamic range time-to-digital converter (TDC) with short
conversion time is an essential building block in the proposed architecture. The TDC in the
system digitized the jitter quantities in order to perform the cancellation in the digital
domain. A 10ps MDLL-based TDC is designed to meet the system specifications. A
complete circuit design scheme of this work is presented in chapter4. From high-level
architecture to building blocks implementations, both design considerations and simulation

results are included in chapter 4. Fabricated in a 90-nm CMOS technology, the TDC
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consumes 6.0mW from a 1-V power supply while the active area is only 0.017mm?,




Bibliography

2]

[3]

Behzad Razavi, Principles of Data Conversion System Design. 1% Ed.,
Wiley-Interscience, 1995.

B.-G. Lee, B.-M. Min, Gabriele Manganaro, and J. W. Valvano , "A 14-b 100-MS/s
Pipelined ADC With a Merged SHA and First MDAC," [EEE J. of Solid-State
Circuits, Vol. 43, pp. 2613-2619, Dec., 2008.

Brad Brannon, “Aperture uncertainty and ADC system performance,” AN-501
Application Note, Analog Device. |

N. D. Dalt, M. Harteneck, C. Sapder, gnd Wigsbauer, “On the jitter requirements of
the sampling clock for analog—to-%ifal converters,” IEEE Trans. Circuits and Syst.
I:Fundmental Theory an.d,App:li'cati-(;s, V.01.49, n0.9, pp. 1354-1360, Sep. 2002.

M. Shinagawa, Y. Akazawa, and'T. Wakin”:oto, “Jitter analysis of high-speed sampling
systems,” IEEE J. Solid-State Circuits, vol. 25, pp. 220-224, Feb. 1990.

U. K. Moon, Karti Mayaram, and John T. Stonick, “Spectral analysis of time-domain
phase jitter measurements,” [EEE Trans. Circuits and Syst. II, vol.49, no.5, pp.
321-327, May. 2002.

F. Herzel and B. Razavi, “A study of oscillator jitter due to supply and substrate
noise,” IEEE Trans. Circuits and Syst. 11, vol.46, no.31, pp. 56-62, Jan. 1999.

Tian Xia and J.-C. Lo, "Time-to-Voltage Converter for On-Chip Jitter Measurement,"
IEEE Trans. Instrumentation and Measurement, vol.52, no.6, pp. 1738-1748, Dec.

2003.

67



68

[9] E. Raisanen-Ruotsalainen, T. Rahkonen, and J. Kostamovaara, "A High Resolution
Time-to-Digital Converters Based on Time-to-Voltage Interpolation," in Proc. 23"
European Solid-State Circuits Conf. (ESSCIRC),pp. 332-335, 1997.

[10] T. E. Rahkonen and J. T. Kostamovaara, "The Use of Stabilized CMOS Delay Lines
for the Digitization of Short Time Intervals," IEEE J. of Solid-State Circuits, Vol. 28,
pp. 887-894, Aug., 1993.

[11] V. Ramakrishnan and P. T. Balsara, "A Wide-Range, High Resolution, Compact,
CMOS Time to Digital Converter," in Proc. 19" Int. Conf. VLSI Design (VLSID06),
Jan., 2006.

[12] P. Dudek, S. Szczepanski, and J. Hatfield, "A High-Resolution CMOS Time-to-Digital
Converter Utilizing a Vernier Delay Line," IEEE J. of Solid-State Circuits, Vol. 35, pp.
240-247, Feb., 2000. .

[13] S. Henzler, S. Koeppe, -D. Loreni;‘uW Kamp, R. Kuenemund, and D.
Schmitt-Landsiedel, "A ' Local .. i’assi';/e . ' Time " Interpolation  Concept for
Variation-Tolerant High—Resoluﬁon ;l"ime—_to-Dligi‘cal Conversion, " IEEE J. Solid-State
Circuits, vol. 43, pp. 1666-1676, July 2008.

[14] Poki Chen, S.-I. Liu, and Jingshown Wu, "A CMOS Pulse-Shrinking Delay Element
for Time Interval Measurement," IEEE Trans. Circuits and Syst. II, vol.47, pp.
954-958, Sep. 2000.

[15] J.-P. Jansson, A. Maintyniemi, and J. Kostamovaara, "A CMOS Time-to-Digital
Converter with Better than 10ps Single-Shot Precision, " IEEE J. Solid-State Circuits,
vol. 41, pp. 1286-1296, June 2006.

[16] J. van Valburg and R. J. van de Plassche, "An 8-b 650-MHz Folding ADC," IEEE J.

Solid-State Circuits, vol. 27, pp. 1662-1666, Dec. 1992.



Bibliography 69

[17] R. Farjad-Rad , W. Dally , H.-T. Ng, R. Senthinathan , M.-J. E. Lee , R. Rathi and J.
Poulton, "A Low-Power Multiplying DLL for Low-lJitter Multigigahertz Clock
Generation in Highly Integrated Digital Chips, " IEEE J. Solid-State Circuits, vol. 37,
pp. 1804-1812, Dec. 2002.

[18] Keng-Jan Hsiao, "A DLL-Based Frequency Multiplier for MBOA-UWB System,"
Master thesis, National Taiwan University, Taipei, Taiwan, R.O.C., July, 2005.

[19] J.-M. Chou, Y.-T. Hsieh, and J.-T. Wu, "Phase Averaging and Interpolation Using
Resistor Strings or Resistor Rings for Multi-Phase Clock Generation," IEEE Trans.
Circuits and Syst. I, vol.53, pp. 984-991, May. 2006.

[20] H. Pan and A. A. Abidi "Spatial Filtering in Flash A/D Converters," IEEE Trans.
Circuits and Syst. I, vol.50, pp.424-436, Aug. 2003.

[21] A. A. Abidi, "Phase Noise and Jitter iI} CMOS Ring Oscillators, " IEEE J. Solid-State
Circuits, vol. 41, pp. 1803—1816; A?ﬁ2006

[22] Behzad Razavi, Design of Anl.a_!log 2MOS Integ'mted Circuits. 1* Ed., McGraw-Hill,
2001. & |

[23] S. Kim, K. Lee, Y. Moon, D.-K. Jeong, and H. K. Lim, "A 960-Mb/s/pin Interface for
Skew-Tolerant Bus Using Low lJitter PLL, " IEEE J. Solid-State Circuits, vol. 32, pp.
691-700, May 1997.

[24] Behzad Razavi, RF Microelectronics, Prentice Hall, 1997.

[25] R. B. Staszewski, S. Vemulapalli, P. Vallur, J. Wallberg, and P. T. Balsara, "1.3V 20ps
Time-to-Digital Converter for Frequency Synthesis in 90-nm CMOS," [EEE Trans.
Circuits and Syst. II, vol.53, pp. 220-224, Mar. 2006.

[26] C.-S. Hwang, Poki Chen, and H.-W. Tsao, "A High-Precision Time-to-Digital
Converter Using a Two-Level Conversion Scheme," IEEE Trans. Nuclear Science,

vol.51, pp. 1349-1352, Aug. 2004.



70




	cover_sign
	signature_cht_96943007
	blank
	signature_eng_96943007
	blank
	contents_02
	thesis

