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摘要

匿名廣播有很多應用，如吹哨者和電子投票。一些研究是基於混合網路，它

們往往需要高成本的混合證明。一些研究是基於多方運算，混合成本較低，但使

用者無法驗證其訊息的完整性。在這篇論文中，我們提出了 CRAB，一個基於多

方混合協定的匿名廣播系統，為使用者提供驗證機制。該系統是「使用者可反駁」

的，意味著使用者可以證明伺服器的錯誤行為。我們證明了 CRAB滿足安全性的

需求。我們也顯示了 CRAB可以應用於電子投票系統。最後，我們實作並評估了

我們的系統。我們的系統可以比使用混合證明的系統快 23～33倍，並且有良好的

可擴展性。因此，我們的系統適用於大規模的電子投票。

關鍵字땻匿名廣播、多方運算、匿名性、可驗證性

vii



doi:10.6342/NTU202301028viii



doi:10.6342/NTU202301028

Abstract

There are many applications of anonymous broadcast, such as whistleblowing and

electronic voting. Some works are based on mixnet, and they often require high cost

on proof of shuffle. Some works are based on multiparty computation (MPC), where

the shuffle cost is lower but the clients cannot verify the integrity of their messages. In

this thesis, we propose CRAB, an anonymous broadcast system based on a multiparty

shuffling protocol that provides a verification mechanism for the clients. The system is

”client-rebuttable”, which means that a client can prove the misbehavior of the servers.

We prove that CRAB satisfies the security requirements. We also show that CRAB can

be applied to electronic voting systems. Finally, we implement and evaluate our system.

Our system can be 23∼33 times faster than those using proof of shuffle, and our system

has good scalability. Thus, our system is suitable for large-scale electronic voting.

Keywords: Anonymous broadcast, MPC, anonymity, verifiability
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Chapter 1 Introduction

There are many scenarios where people want to broadcast their messages anony-

mously, such as whistleblowing and electronic voting. In these scenarios, clients send

their messages to the servers, and the servers are supposed to output these messages in a

random order to break the link between amessage and its sender. In addition to anonymity,

integrity of the messages is also important. The censored servers may modify or discard

some of themessages, and the faulty servers may ignore errors to avoid trouble. Therefore,

we need a mechanism to let the clients point out the error if the output is incorrect. Finally,

the system should be efficient. Both the generation of the output and the mechanism for

the clients should have low costs.

Many anonymous broadcast systems make use of mixnet [13] to mix the messages.

In these systems, each client sends the full (encrypted) message to the servers, and the

servers in turn shuffle the messages. To prevent any server from altering the messages,

the servers are required to provide a zero-knowledge proof for each shuffle [5, 28]. If the

output is incorrect, it is difficult for the server to generate a valid proof, so the error can be

easily detected by checking the proof. The main problem with mixnet-based approaches

is efficiency, because generating the proof of shuffle is costly. Several recent systems

[31, 32, 34, 45] divide the shuffle into smaller shuffles to improve performance, but the

overall cost is still high.

1
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Another type of system is based on DC-net [12]. In these systems, the clients dis-

tribute their messages among several servers, and each server outputs its shares of the

shuffled messages. However, the high communication cost makes it impractical. Sev-

eral recent works [1, 16, 38, 46] improve the performance with distributed point functions

(DPF) [25], where the order of output messages is randomised with ”position” informa-

tion chosen by the clients. One problem with DPF-based approaches is the collision of the

positions, which leads to the problem that some messages may not be published correctly.

Recently, Clarion [23] proposed a protocol in which the clients also distribute their

messages among multiple servers, and the servers shuffle the messages together using

a multiparty shuffling protocol. Compared to DPF-based approaches, this system has

no correctness problem and has lower communication costs. However, a disadvantage

of Clarion (and DPF-based approaches) is that they require at least one honest server to

ensure the correctness of the multiparty computation. If a client finds that his message is

not included in the output, there is no mechanism for him to show that the computation is

incorrect.

Therefore, this work presents CRAB, an anonymous broadcast system, to deal with

the above problem. In this system, each client secret-shared his message with additional

information, called a backdoor, to the servers. The servers then run a multiparty shuffling

protocol and output the shuffled messages. If a client finds that the output does not contain

his message, he can rebut it by revealing the backdoor to show that the output is wrong,

while keeping his message undisclosed. We define that the systems with such mechanism

are client-rebuttable.

However, there is an anonymity problem if the client reveals his backdoor directly.

2
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We offer two solutions to this problem. The first solution is to include an honest-but-

curious rebuttal authority that is responsible for approving or disapproving the anony-

mous broadcast. The rebuttal authority is not involved in the computation, so any pub-

licly trusted party, such as a national regulatory authority, can take on this role with little

overhead. This scheme is provably secure (see Chapter 5) and can be extended to an elec-

tronic voting system (see Chapter 6). The other solution is to allow the clients send ”trap”

messages. This scheme is less secure, but the client does not have to trust any other party.

In conclusion, this thesis makes the following contributions:

• We define the security property of client-rebuttability for an anonymous broadcast

system.

• We propose a system that achieves correctness, anonymity and client-rebuttability.

We also show its application to electronic voting.

• We provide a rigorous proof of the security of our system.

• We implement our system and show that it is efficient and practical to use.

3
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Chapter 2 Design Goal

In the CRAB system, there are k servers and a rebuttal authority to provide the anony-

mous broadcast service to many clients. The clients can send requests with their messages

to the servers, and the servers should help them publish these messages anonymously. Af-

ter receiving n messages, the servers publish the messages in random order. If a client’s

message is not published correctly, he can prove the misbehavior of the servers without

sacrificing the anonymity of his message.

2.1 Threat Model and Assumptions

We assume that the the clients and the servers can communicate over a secure channel

with encryption such as TLS. However, the clients and the servers do not need to trust each

other. An adversary can observe the network traffic and control up to all but one server.

The adversary can try to find the source of the messages or modify some of the messages.

A malicious client can try to prove that the servers are wrong, even if the servers are not.

We also assume that there is a rebuttal authority that is honest-but-curious. The re-

buttal authority performs every functionality correctly and does not collude with the ad-

versary, but it can try to find the source of the messages. Communication between the

rebuttal authority and the clients is also secure and encrypted. We assume that each party

5
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is polynomial bounded.

Finally, we assume that there is a public bulletin board on which the servers and the

rebuttal authority can post data to. The data on the bulletin board cannot be modified or

removed. Such a bulletin board can be implemented by a public database or a blockchain.

CRAB does not guarantee availability. Our system cannot defend against denial-of-

service attacks or if the servers refuse to accept any message.

2.2 Security Goals

First, we define the security properties of correctness and anonymity:

• Correctness: The servers should output a shuffle of all the messages if everyone

behaves properly.

• Anonymity: No one can learn the source of others’ messages.

An anonymous broadcast system should ensure the correctness and anonymity of the

messages to some extent. Anonymity can never be satisfied if all the servers collude, so it

is common to assume that the adversary can only control some of the servers. We follow

Clarion that our system achieves anonymity if at least one server is not controlled by the

adversary.

Correctness is ensured if the servers and the clients follow the protocol. However, the

malicious or flawed servers may violate the protocol, leading to incorrect output or abor-

tion of the system. Prior works [1] have studied on robustness or censorship-resistance,

which mitigates the misbehavior of the servers at additional cost. In contrast, we address

6
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this problem from the client side. A client can rebut the output when he finds that his

message is not included. We called this property client-rebuttability:

• Client-rebuttability: A client can prove the misbehavior of the servers without

revealing the ownership of his message.

We mentioned here that the client does not have to reveal his message, so anonymity

would not be broken here. We also need to make sure that a malicious client cannot make

such a proof if the servers behave properly.

7



doi:10.6342/NTU2023010288



doi:10.6342/NTU202301028

Chapter 3 Background

3.1 Notation

A summary of the notations is presented in Table 3.1. Denote the k servers as

S1, . . . , Sk. Given a set S, denote s
r←− S as uniformly selecting s from S. Let λ be the se-

curity parameter. Let p = 2q+1 be a λ-bit safe prime, i.e., q is also a prime. LetG be the

subgroup of Z∗
p of order q. We assume that the Diffie-Hellman problems on G are hard,

and g1, g2, g3 are public generators of G where the discrete logarithm problem between

them is also hard. Given x ∈ Zp, let [x] be a linear secret sharing of x over Zp. Given a

vector x = (x1, . . . , xn) ∈ Zn
p , denote by [x] = ([x1], . . . , [xn]). Specifically, let [x]i be

the share for server Si. Let _2+ be the reconstruction of the shares, i.e. x = _2+([x]). Our

system adopts Clarion, which uses additive secret sharing where _2+([x]) =
∑k

i=1[x]i.

However, it is worth noting that our system is compatible with the multiparty shuffling

protocol using other linear secret sharing schemes such as Shamir’s secret sharing.

3.2 Multiparty Computation

In many privacy-preserving systems, the clients secret-shared their data to multiple

servers. The servers can perform some computation on the data, while none of the servers

9
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Table 3.1: Notations.

Notation Description
n The number of messages
k The number of servers
Si The ith server, i = 1, . . . , k

λ Security parameter
p A λ-bit prime
q (p− 1)/2, also a prime
G The subgroup of Z∗

p of order q
g1, g2, g3 Public generators of G
[x], x ∈ Zp A share of x
[x], x ∈ Zn

p ([x1], . . . , [xn])

[x]i The share for server Si

_2+([x]) The reconstruction of [x]
s

r←− S Uniformly select s from the set S

learn the data during the computation. If less than a threshold number of servers collude,

the privacy of the data is guaranteed.

Here we consider additive secret sharing and Shamir’s secret sharing. A computation

can be represented as an arithmetic circuit with a series of addition and multiplication

gates. The servers evaluate one gate at a time, from the input gate to the output gate. For

each gate, the value of the input and output wires should be secret-shared between the

servers. For example, if a gate has input x, y and should output z, then each server should

input [x], [y] and output [z]. Finally, the servers collect the shares of the output gate, and

reconstruct the output value.

This is easy to do for an addition gate: upon receiving the inputs [x], [y], each server

simply outputs [x] + [y] because _2+([x] + [y]) = _2+([x]) + _2+([y]) = x + y. For a

multiplication gate, however, it is not so simple. We can use the technique proposed by

Beaver [6]. Each server holds a Beaver triple, which is a group of shares [a], [b], [c] such

10
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that a · b = c. Note that a, b, c should remain unknown to the servers, and a triple should

not be used twice. We can generate the Beaver triples by random double sharing [21] or

somewhat homomorphic encryption [22] in advance. Then we can compute x · y with

a Beaver triple. There is a small difference between the computation in additive secret

sharing and Shamir’s secret sharing:

1. Each server computes [x− a] = [x]− [a], [y − b] = [y]− [b], and sends the values

to other servers.

2. The servers reconstruct d = x− a, e = y − b.

3. Each server outputs [z] = [c] + d[y] + e[x] − de
k for additive secret sharing and

[z] = [c] + d[y] + e[x]− de for Shamir’s secret sharing.

Then we have [z] be a secret-share of xy. Indeed, In the case of additive secret sharing,

we have:

_2+([z]) = _2+([c]) + _2+(d[y]) + _2+(e[x])− _2+(de
k
)

= c+ dy + ex− de

= ab+ (x− a)y + (y − b)x− (x− a)(y − b)

= xy

In the case of Shamir’s secret sharing, we have _2+(de) = de, so similarly we can show

that _2+(z) = xy.

Several techniques are then proposed for different operations, such as exponentiation

[3, 19, 39] and non-interactive proof [8, 15, 48]. We will describe some of them in Chapter

4.2.

11
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3.3 Multiparty Shuffling Protocol

The multiparty shuffling protocol is based on multiparty computation. Each server

owns a share of the list of n messages, and the servers would eventually output a shuffle

of the messages without learning the source of each output message. We can use Clarion

[23] as a secure multiparty shuffling protocol.

In Clarion, the servers require more complicated setup, which is called share trans-

lation protocol [11]. Let G = Z!
p for some constant integer ". Each server Si holds a

permutation πi, and it runs share translation protocols with all the other servers Sj . After

the translation protocol, the server Sj receives two random vectors ai,j, bi,j ∈ Gn, and

server Si receives a vector δi,j = πi(ai,j) − bi,j . The translation protocol can be done by

oblivious transfer. The servers then generate the k-party shuffle correlation using multi-

party computation, the details of which are omitted here for simplicity. The k-party shuffle

correlation is defined as follows:

• Each server gets random vectors ai, bi, a′i ∈ Gn and a permutation πi.

• Sk gets an additional vector:

∆ = πk(. . .π2(π1(
∑k

i=2 ai) + a′1) . . .+ a′k−1)−
∑k−1

i=1 bi.

• The servers know nothing about each other’s value.

Now the servers can shuffle the messages. Let x ∈ Gn be the input messages. Each

server collects the share of themessages [x], then they run the following shuffling protocol:

1. Server Si (except i = 1) computes zi = [x]i − ai and sends it to S1.

12
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2. S1 computes z′1 = π1(
∑k

i=2 zi + [x]1) − a′1 and sends it to S2. Then he sets his

output [s]1 = b1.

3. For i = 2, . . . , k − 1, Si computes z′i = πi(z′i−1)− a′i, sends it to Si+1, and sets his

output [s]i = bi.

4. Sk sets his output [s]k = πk(z′k−1) +∆.

Then the output s = πk(. . .π2(π1(x)) . . .)would be a permutation of x, where none of the

servers know the permutation. The protocol does not contain any public-key cryptography,

so the computation is very fast.

Clarion requires at least one honest server to ensure the correctness of the protocol.

The servers perform several blind MAC verifications to check the integrity of the mes-

sages. Since CRAB does not use this mechanism, only a simplified introduction is given

here. In Clarion, each submitted message is secret-shared with a Carter-Wegman one-time

MAC [47] and the corresponding key. The MAC is linearly computed, so the servers can

verify the MAC blindly using multiparty computation. The servers perform a blind MAC

verification before accepting a message. Then the MAC is shuffled with the message.

After the shuffle, the servers perform another blind MAC verification on the entire output

to ensure the correctness of the shuffle.

13
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Chapter 4 The CRAB System

In this section, we introduce the CRAB system. Figure 4.1 shows the overall work-

flow of CRAB. First, a client generates the backdoor and the proof. The backdoor is

reserved for rebuttal later, and the details of the backdoor will be presented in Section

4.1. The proof is used for validation check. Then the client sends a request to the servers,

and the servers perform a validation check for each request. The details of the request

and validation check will be discussed in Section 4.2. After checking all the inputs, the

servers process the accepted messages using the multiparty shuffling protocol and output

a shuffle of the messages. Finally, the clients verify if their messages are included and

report it to the rebuttal authority. The rebuttal authority would then approve or disapprove

the anonymous broadcast.

4.1 Generate Backdoor

Recall that G is the subgroup of Z∗
p of prime order q = p−1

2 . To broadcast a message

m ∈ G anonymously, a client randomly chooses his backdoor secrets s1, s2
r←− Zq, com-

putes the backdoor M = ms1gs23 , and secret-share (m,M) to the servers. More specif-

ically, the clients chooses [m]1, . . . , [m]k, [M ]1, . . . , [M ]k ∈ Zp such that _2+([m]) =

m,_2+([M ]) = M , and sends ([m]i, [M ]i) to server Si.

15
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Figure 4.1: The flowchart of CRAB.

The servers execute the multiparty shuffling protocol and output the shuffled mes-

sages (m1,M1), (m2,M2), . . . , (mn,Mn). If the client’s message (m,M = ms1gs23 ) does

not exist in the output, then with overwhelming probabilityMi %= mi
s1gs23 , ∀i = 1, . . . , n.

Thus, the client can publish his backdoor secrets, and the others can verify that his message

is not included.

However, if the clients publish their secrets directly, the adversary can learn the own-

ership of their messages. A malicious server can modify some of the output shares and

covertly recover the original messages from the output. For example, the server can mod-

ify the first j entries of his output shares from (a1, A1), . . . , (aj, Aj) to (a1 + b1, A1 +

B1), . . . , (aj + bj, Aj + Bj). After seeing the output messages (m1,M1), . . . , (mn,Mn),

the adversary can recover the first j messages (m1−b1,M1−B1), . . . , (mj−bj,Mj−Bj),

and the clients with these messages may rebut. When a client publishes his secrets, the

adversary searches through (m1 − b1,M1 −B1), . . . , (mj − bj,Mj −Bj) to find the one

that matches the client’s secrets. In this way, the malicious server knows what the client

intends to publish.
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Therefore, we need a rebuttal authority to manage the rebuttals. After the output is

published, the rebuttal authority asks all the clients if they found their messages. If a client

found his message, he responds with a confirmation. Otherwise, he sends his secrets to

the rebuttal authority. The rebuttal authority checks the clients’ rebuttals and disapprove

the anonymous broadcast if any of them are valid. Note that the clients do not reveal the

ownership of their messages to the rebuttal authority.

4.2 Validation Check

In the previous section, we showed that a client can use his secrets to prove that the

output is incorrect. However, a malicious client can use false secrets s′1, s′2 to claim the

incorrectness. Therefore, we need a mechanism for the servers to check the validity of a

client’s request before accepting it.

When a client submits his message, he should also provide his identifier id = gs11 gs22

and a zero-knowledge proof of the consistency of his identifier and message. Specifically,

the client proves that he knows the backdoor secrets s1, s2 such that id = gs11 gs22 ∧M =

ms1gs23 . Note that id and M follow the form of Pedersen commitment [41], and a zero-

knowledge protocol for id is proposed by Okamoto [40]:

• Okamoto’s protocol

1. The prover (client) randomly chooses r1, r2
r←− Zq and sends a = gr11 gr22 to the

verifier (server).

2. The verifier chooses ch r←− Zq and sends it to the prover.

3. The prover computes z1 = ch · s1 + r1, z2 = ch · s2 + r2 and sends them to

17
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Client (input messagem):

1. Choose s1, s2,
r←− Zq.

2. ComputeM = ms1gs23 and generate shares [m]1, . . . , [m]k, [M ]1, . . . [M ]k.

3. Compute id = gs11 gs22 .

4. Choose r1, r2,
r←− Zq, compute a = gr11 gr22 , b = mr1gr23 and generate shares

[b]1, . . . , [b]k.

5. Compute comi = H(id, [m]i, [M ]i, a, [b]i), ∀i = 1, . . . , k, ch =
H ′(com1, . . . , comk), and z1 = ch · s1 + r1, z2 = ch · s2 + r2.

6. Send id, [m]i, [M ]i, a, [b]i, z1, z2 to server Si.

Server Si (output accept or reject):

1. Check if they receive the same id, a, z1, z2.

2. Compute com′
i = H(id, [m]i, [M ]i, a, [b]i) and send it to all other servers.

3. Compute ch′ = H ′(com′
1, . . . , com

′
k) and check that g

z1
1 gz22 = idch

′
a. If not,

output reject.

4. Compute [mz1 ]i and [M ch′
]i using multiparty exponentiation.

5. Compute [d]i = [mz1 ]i · gz23 − [M ch′ · b]i and send it to all other servers.

6. Reconstruct d. If d = 0, output accept. Otherwise, output reject.

Figure 4.2: The protocol of validation check.

the verifier.

4. The verifier checks that gz11 gz22 = idcha.

We start fromOkamoto’s protocol and finally reach our non-interactive multi-verifier

zero-knowledge (NIMVZK) protocol version 4. Protocol version 1 includes the message

(m,M) to the proof, while protocol version 2 makes it non-interactive. Protocol version 3

is a straight-forward multi-verfier transform from protocol version 2, and protocol version

4 fixes some bugs in protocol version 3. A clearer description of the final protocol (version

4) can be found on Figure 4.2.

18



doi:10.6342/NTU202301028

First, to prove that id and M are generated from the same secrets s1, s2, we modify

Okamoto’s protocol to protocol version 1:

• Protocol version 1

1. The prover randomly chooses r1, r2
r←− Zq and sends a = gr11 gr22 , b = mr1gr23

to the verifier.

2. The verifier chooses ch r←− Zq and sends it to the prover.

3. The prover computes z1 = ch · s1 + r1, z2 = ch · s2 + r2 and sends them to

the verifier.

4. The verifier checks that gz11 gz22 = idcha ∧mz1gz23 = M chb.

Note that the discrete logarithm problem between g3 and m might be easy for the

prover. However, we show in Theorem 5.4 that the prover cannot use M %= ms1gs23 to

convince the verifier with non-negligible probability.

Next, we want to make the protocol non-interactive. Applying the random oracle as-

sumption to a cryptographically secure hash functionH , we can use Fiat-Shamir heuristic

to construct protocol version 2:

• Protocol version 2

1. The prover randomly chooses r1, r2
r←− Zq and computes a = gr11 gr22 , b =

mr1gr23 , ch = H(id,m,M, a, b). Then he sends (a, b, z1 = ch · s1 + r1, z2 =

ch · s2 + r2) to the verifier.

2. The verifier computes ch′ = H(id,m,M, a, b) and checks that gz11 gz22 =

idch
′
a ∧mz1gz23 = M ch′

b.
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In our case, however, the message is distributed among the servers. Server Si only

knows [m]i, [M ]i, g1, g2, g3, id. To make the distributed proof, first we apply the dis-

tributed Fiat-Shamir proposed by Yang and Wang [48]. Let H ′ be another cryptographi-

cally secure hash function. Si can compute comi = H(id, [m]i, [M ]i, a, b) and broadcast

to all other servers. Then we can set the challenge as ch = H ′(com1, . . . , comk), as we

show in protocol version 3.

• Protocol version 3

1. The client randomly chooses r1, r2
r←− Zq. Then he computes a = gr11 gr22 , b =

mr1gr23 , {comi = H(id, [m]i, [M ]i, a, b)}ki=1, ch = H ′(com1, . . . , comk) and

sends (a, b, z1 = ch · s1 + r1, z2 = ch · s2 + r2) to each server.

2. Each server computes com′
i = H(id, [m]i, [M ]i, a, b) and sends to other servers.

Then they compute ch′ = H ′(com′
1, . . . , com

′
k) and check that g

z1
1 gz22 = idch

′
a.

3. All the servers jointly check thatmz1gz23 = M ch′
b.

However, there is a drawback in protocol version 3. A server can store b, z1, z2, ch′

for an id. When the list of shuffled messages (m1,M1), . . . , (mn,Mn) is published, the

server can compute di = mz1
i gz23 −M ch′

i b for each i = 1, . . . , n. If di = 0, then the server

can match id and (mi,Mi). To fix this problem, we make version 4, where the client also

secret-shares b to the servers. Specifically, the client chooses [b]1, . . . , [b]k ∈ Zp such that

_2+([b]) = b, and computes comi = H(id, [m]i, [M ]i, a, [b]i).

• Protocol version 4 (final)

1. The client randomly chooses r1, r2
r←− Zq. Then he computes a = gr11 gr22 , b =

mr1gr23 and generates shares [b]1, . . . , [b]k. Finally, he computes {comi =
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H(id, [m]i, [M ]i, a, [b]i)}ki=1, ch = H ′(com1, . . . , comk) and sends (a, [b]i, z1 =

ch · s1 + r1, z2 = ch · s2 + r2) to server Si.

2. Each server computes com′
i = H(id, [m]i, [M ]i, a, [b]i) and sends to other

servers. Then they compute ch′ = H ′(com′
1, . . . , com

′
k) and check that g

z1
1 gz22 =

idch
′
a.

3. All the servers jointly check thatmz1gz23 = M ch′
b.

We remain to show the final step, where the servers perform multiparty computation

while none of the servers learnm orM . First, we need to compute the exponentiation with

the public exponent and the secret-shared base (mz1 andM ch′). We can compute the expo-

nential by square-and-multiply, which requiresO(λ)multiplications, but the computation

can be faster. Here we present a technique proposed by Ning and Xu [39]. The servers

execute the following protocol to computemz1 , where z1 is public andm is secret-shared:

1. Each server randomly chooses ri
r←− Zp and sends the shares [ri], [r−z1

i ] to other

servers.

2. Each server has the share [r1], . . . , [rk] and [r−z1
1 ], . . . , [r−z1

k ]. Let r =
∏k

i=1 ri, they

can use multiparty multiplication to compute [r] and [r−z1 ].

3. The servers use multiparty multiplication to compute [mr] and reconstructmr.

4. Each server outputs (mr)z1 [r−z1 ].

The protocol requires 2k − 1 multiparty multiplications, which has much lower cost than

square-and-multiply when k ( λ. Correctness of the protocol can be easily verified:

_2+((mr)z1 [r−z1 ]) = (mr)z1_2+(r−z1) = (mr)z1r−z1 = mz1
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Similarly, the servers can obtain [M ch′
] and compute [M ch′ · b] using multiparty mul-

tiplication. Finally, each server computes [d] = [mz1 ] · gz23 − [M ch′ · b], and they jointly

reconstruct d = _2+([d]). If d = 0, then the servers accept the proof and the message

(m,M).

4.3 The Entire System

Here we introduce the entire CRAB system, which uses Clarion as the underlying

multiparty shuffling protocol.

4.3.1 Generate backdoor

To broadcast a messagem, the client generates backdoor secrets s1, s2 and computes

the backdoor M = ms1gs23 and the identifier id = gs11 gs22 . Then he shares his message

([m], [M ]) and generate the NIMVZK proof (a, [b], z1, z2), where b is shared.

4.3.2 Send request

The client sends the identifier, the shares of his message, and the proof to the servers.

More specifically, the client sends (id, [m]i, [M ]i, a, [b]i, z1, z2) to serverSi for i = 1, . . . , k.

4.3.3 Validation check

When the servers receive a request from a client, they first check if they receive the

same identifier and proof (except [b]), then they verify the NIMVZK proof as described

in Section 4.2. If all checks pass, then the servers accept the message (m,M) and publish
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the identifier to the bulletin board.

4.3.4 Process

The servers run the secret-shared shuffling protocol described in Section 3.3. Finally,

they publish a shuffle of the accepted messages (m1,M1), (m2,M2), . . . , (mn,Mn).

4.3.5 Verify

After the the list of shuffled messages is published, the rebuttal authority asks each

client if his message is on the list. A client responses with a confirmation if his message

is included, otherwise he sends his secrets to the rebuttal authority. For each received

secrets s1, s2, the rebuttal authority checks that (1) id = gs11 gs22 is on the bulletin board (2)

Mi %= ms1
i gs23 , ∀i = 1, . . . , n. If any of the secrets passes the check, the rebuttal authority

disapprove the anonymous broadcast.

4.4 Remove the Trusted Party

The CRAB system introduced above requires an honest-but-curious rebuttal author-

ity. Clients must trust that the rebuttal authority will help them disapprove the anonymous

broadcast. However, this trust requirement may be difficult to achieve in some scenarios.

Here we present another scheme for these scenarios. Similar to the idea in previous

work [31], a client can send several ”trap” messages with different secrets. These trap

messages should be designed in such a way that the adversary cannot distinguish between

the trap messages and the real messages. If any of his trap messages is not in the output,
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he can rebut with the corresponding secrets. Everyone can check that the message is not

included, so the misbehavior of the servers is proven. The adversary can learn the source

of the trap messages, but the real messages remain anonymous.

The adversary may be lucky to have only modified the real messages but not any of

the client’s trap messages. In this case, the client may have to sacrifice the anonymity

of his message in order to rebut. So there is a trade-off between security and trust-less

requirement.
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Chapter 5 Security Proof

In this section, we prove that CRAB satisfies the security requirements described in

Chapter 2.2.

First we analyze the information held by each party. Each server knows (a = gr11 gr22 , ch′, z1 =

ch′ ·s1+r1, z2 = ch′ ·s2+r2) for each identifier id. The adversary can output the modified

messages while knowing the original messages. The rebuttal authority knows the output

messages, some of which may bemodified. The rebuttal authority also receives the secrets

from the rebuttal, where the secrets do not match any of the output messages.

Before we prove the security of CRAB, we introduce the assumption we need for the

proof:

Assumption 5.1. Let g3 = gt32 for some t3 ∈ Zq and s2, s3
r←− Zq. There is no probabilistic

polynomial time (PPT) adversary that can distinguish between (g2, g
s2
2 , g3 = gt32 , g

s2
3 =

gs2·t32 ) and (g2, g
s2
2 , g3, g

s3
2 ) with non-negligible probability.

This assumption is similar to the decisional Diffie-Hellman assumption, while we fix

t3 ∈ Zq that is unknown to the adversary instead of randomly choosing t3
r←− Zq. So this

assumption is reasonable if the generation of g3 is uniformly random.
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5.1 Correctness

If the clients and servers behave properly, the system should accept and output a

shuffle of all messages. The correctness of CRAB is achieved when the validation check

and the processing are correct. For the validation check, it is easy to see that if a client

generates the backdoor and the proof correctly, then the servers should accept his mes-

sage. The correctness of processing is guaranteed by the underlying multiparty shuffling

protocol, such as Clarion [23] in our case.

5.2 Anonymity

Anonymity requires that the source of each message cannot be learned by others. In

CRAB, we want to prevent the adversary and the rebuttal authority from linking a mes-

sage to an identifier. We assume that the adversary does not learn the messages during

processing, and the order of the output messages is independent of the order of the iden-

tifiers. Then we can show that both the adversary and the rebuttal authority cannot guess

the message of each identifier with non-negligible advantage over random guessing. First,

we prove that under Assumption 5.1, no one can decide if an identifier matches a message

without knowing the underlying secrets:

Theorem 5.2. Let id = gs11 gs22 where s1, s2
r←− Zq. For any m ∈ G, let M = ms1gs23 and

M ′ r←− G, there is no PPT adversary that can distinguish (id, (m,M)) and (id, (m,M ′))

with non-negligible probability.

Proof. Suppose that such adversary exists, i.e., there is a PPT adversary �/p and non-

negligible function ε(·) s.t. | Pr[�/p(id, (m,M)) = 1] − Pr[�/p(id, (m,M ′)) = 1]| ≥
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ε(λ). Then there is another adversary �/p′ that can break Assumption 5.1 as follows:

1. The challenger chooses b r←− {0, 1} and sends

(h1, h2, h3, h4) =






(g2, g
s2
2 , g3, g

s2
3 ) b = 0

(g2, g
s2
2 , g3, g

s3
2 ) b = 1

to �/p′.

2. �/p′ chooses s1 r←− Zq,m ∈ G, and sets id = gs11 h2,M = ms1h4. Then �/p′ sends

id, (m,M) to �/p.

3. �/p outputs b′ ∈ {0, 1}.

4. �/p′ outputs b′.

It is trivial that Pr[b′ = 1|b = 0] = Pr[b′ = 1|h4 = gs23 ] = Pr[�/p(id, (m,M)) = 1|M =

ms1gs23 ]. Also we know that for random s3
r←− Zq, gs32 is uniformly distributed over G,

and so is M = ms1gs32 . So Pr[b′ = 1|b = 1] = Pr[b′ = 1|h4
r←− G] = Pr[�/p(id, (m,

M)) = 1|M r←− G]. Overall, we have

Pr[b′ = 1|b = 0]− Pr[b′ = 1|b = 1]

= Pr[�/p(id, (m,M)) = 1|M = ms1gs23 ]− Pr[�/p(id, (m,M)) = 1|M r←− G]

≥ε(λ)

, which is non-negligible. So we construct a PPT adversary�/p′ that distinguishes b = 0, 1

with non-negligible probability, which contradicts Assumption 5.1. So such adversary�/p

does not exist.

Next, we consider the ability of the adversary. By Theorem 5.2, we show that the
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adversary cannot find the source of a message (m,M) with only id. Also, according

to the security of Okamoto’s identifier scheme [40], (id, a, ch′, z1, z2) does not leak the

information about s1, s2. Now the only thing that the adversary can make use of is the

fact thatmz1gz23 = M ch′
b, where the distribution of b overG is uniform in the adversary’s

perspective. However, given any (id, ch′, z1, z2) and (m,M), there always exists b =

mz1gz23 M−ch′ , so the adversary still cannot decide if id matches (m,M). In summary,

the adversary cannot learn if an identifier matches a message, so the adversary can only

randomly guess the message of each identifier from the set of the original messages.

Finally, we consider the ability of rebuttal authority. For the identifiers that the re-

buttal authority knows the secrets of, the rebuttal authority does not know the original

messages of these identifiers. Thus, it cannot find the messages of these identifiers with

non-negligible probability. For the other identifiers, the rebuttal authority does not know

their secrets, and by Theorem 5.2 it cannot decide if an identifier matches a message. Also,

it cannot distinguish whether a message has been modified or not. So the rebuttal author-

ity can only guess the messages of these identifiers randomly from the set of the output

messages. Overall, we can also conclude that the rebuttal authority does not have a better

strategy than random guessing.

5.3 Client-rebuttability

In CRAB, a client should be able to rebut if and only if the servers modify his mes-

sage. Wewill show that both directions cannot be violated with non-negligible probability.
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5.3.1 ”If” direction

A client can successfully rebut if none of the output messages match his secrets.

There are two ways in which the client cannot successfully rebut:

1. The adversary modifies the client’s message, but the message still matches the

client’s secrets.

2. The other messages inadvertently match the client’s secret.

In the first case, the adversary knows id = gs11 gs22 and a message (m,M = ms1gs23 )

without knowing s1, s2. Now we show that the adversary cannot generate (m′,M ′) %=

(m,M) such thatM ′ = m′s1gs23 with non-negligible probability under Assumption 5.1.

Theorem 5.3. Let id = gs11 gs22 ,M = ms1gs23 where s1, s2
r←− Zq and m ∈ G. There

is no PPT adversary that can generate (m′,M ′) %= (m,M) where M ′ = m′s1gs23 with

non-negligible probability.

Proof. Suppose that such adversary exists, i.e., there is a PPT adversary �/p and non-

negligible function ε(·) s.t. Pr[(m′,M ′)← �/p(id, (m,M)),M ′ = m′s1gs23 ∧ (m′,M ′) %=

(m,M)] ≥ ε(λ). Then there is another adversary �/p′ that can break Assumption 5.1 as

follows:

1. The challenger chooses b r←− {0, 1} and sends

(h1, h2, h3, h4) =






(g2, g
s2
2 , g3, g

s2
3 ) b = 0

(g2, g
s2
2 , g3, g

s3
2 ) b = 1

to �/p′.
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2. �/p′ chooses s1 r←− Zq,m ∈ G, and sets id = gs11 h2,M = ms1h4. Then �/p′ sends

id, (m,M) to �/p.

3. �/p outputsm′,M ′.

4. �/p′ checks if (m′m−1)s1 = M ′M−1 ∧ (m′,M ′) %= (m,M). If true, �/p′ outputs

b′ = 1. Otherwise, �/p′ chooses b′ r←− {0, 1} and output b′.

First we consider the case that b = 0, i.e., M = ms1gs23 . It is trivial that (m′m−1)s1 =

M ′M−1 if and only ifM ′ = m′s1gs23 . So the probability that �/p′ outputs 1 is

Pr[b′ = 1|b = 0]

= Pr[b′ = 1|true, b = 0] · Pr[true|b = 0] + Pr[b′ = 1|false, b = 0] · Pr[false|b = 0]

= 1 · Pr[M ′ = m′s1gs23 ∧ (m′,M ′) %= (m,M)|b = 0]

+
1

2
· (1− Pr[M ′ = m′s1gs23 ∧ (m′,M ′) %= (m,M)|b = 0])

=
1

2
+

1

2
Pr[M ′ = m′s1gs23 ∧ (m′,M ′) %= (m,M)|b = 0]

≥ 1

2
+

ε(λ)

2

Then we consider the case that b = 1, i.e.,M = ms1gs32 . The probability that �/p′ outputs

1 is

Pr[b′ = 1|b = 1]

= Pr[b′ = 1|true, b = 1] · Pr[true|b = 1] + Pr[b′ = 1|false, b = 1] · Pr[false|b = 1]

≤ Pr[true|b = 1] + Pr[b′ = 1|false, b = 1]

= Pr[true|b = 1] +
1

2

Nowwe analyze Pr[true|b = 1], i.e., Pr[(m′m−1)s1 = M ′M−1∧(m′,M ′) %= (m,M)|id =
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gs11 gs22 ,M = ms1gs32 ]. Let m = gt2 for some t ∈ Zq. In the view of �/p, there are q

possible solutions (si1 = s1 + i, si2 = s2 − t1 · i, si3 = s3 − t · i), ∀i ∈ Zq such that

id = g
si1
1 g

si2
2 ∧M = msi1g

si3
2 . So s1 is uniformly distributed over Zq, which means that �/p

does not learn anything about s1.

It is trivial that when m′ = m,M ′ %= M , Pr[(m′m−1)s1 = M ′M−1] = 0. When

m′ %= m, we have m′m−1 ∈ G and m′m−1 %= 1, i.e., m′m−1 has order q. So in the view

of �/p where s1 is uniformly distributed over Zq, (m′m−1)s1 is uniformly distributed over

G, and Pr[(m′m−1)s1 = M ′M−1] = 1
q . Overall, we have

Pr[b′ = 1|b = 0]− Pr[b′ = 1|b = 1] ≥ 1

2
+

ε(λ)

2
− (

1

q
+

1

2
) =

ε(λ)

2
− 1

q

, which is non-negligible. So we construct a PPT adversary �/p′ that distinguish b = 0, 1

with non-negligible probability, which contradicts Assumption 5.1. So such adversary

�/p does not exist.

In fact, the adversary also knows a, ch′, z1, z2. However, according to the security

of Okamoto’s identifier scheme, (a, ch′, z1, z2) do not provide any additional information

about s1, s2 and cannot help the adversary to output (m′,M ′). In summary, the first case

occurs with negligible probability.

In the second case, each message matches the secrets with probability 1
q , so the prob-

ability that at least one of them matches the secrets is

1− (1− 1

q
)n−1 < 1− (1− n− 1

q
) =

n− 1

q

, which is negligible. In conclusion, both cases occur with negligible probability, so the

probability that the client cannot successfully rebut is also negligible.
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5.3.2 ”Only if” direction

If the servers do not modify a client’s message (m,M), then the client should not

be able to provide s1, s2 such that id = gs11 gs22 ∧M %= ms1gs23 . More specifically, such

(id, (m,M)) cannot pass the validation check with non-negligible probability. First we

review Okamoto’s protocol and protocol version 1:

• Okamoto’s protocol

1. The client randomly chooses r1, r2
r←− Zq and sends a = gr11 gr22 to the servers.

2. The servers choose ch r←− Zq and sends it to the client.

3. The client computes z1 = ch · s1 + r1, z2 = ch · s2 + r2 and sends them to the

servers.

4. The servers check that gz11 gz22 = idcha.

• Protocol version 1

1. The client randomly chooses r1, r2
r←− Zq and sends a = gr11 gr22 , b = mr1gr23

to the servers.

2. The servers choose ch r←− Zq and sends it to the client.

3. The client computes z1 = ch · s1 + r1, z2 = ch · s2 + r2 and sends them to the

servers.

4. The servers checks that gz11 gz22 = idcha ∧mz1gz23 = M chb.

Okamoto defined that a ”good” client (prover) is a client that follows Okamoto’s

protocol. Let T be the condition of a ”good” client: id = gs11 gs22 ∧ a = gr11 gr22 ∧ z1 =
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ch · s1 + r1 ∧ z2 = ch · s2 + r2. Okamoto proved that if a client is not ”good”, he cannot

pass the check is with non-negligible probability, i.e., Pr[gz11 gz22 = idcha|¬T ] is negligible.

Nowwe prove that in protocol version 1, a client cannot pass the checkwith non-negligible

probability ifM %= ms1gs23 .

Theorem 5.4. Suppose that the servers behave properly and the challenge ch is uniformly

chosen from Zq. There is no PPT adversary that can generate M %= ms1gs23 and pass the

check with non-negligible probability.

Proof. Suppose that such adversary exists, i.e., there is a PPT adversary �/p and non-

negligible function ε(·) s.t. Pr[gz11 gz22 = idcha ∧ mz1gz23 = M chb|M %= ms1gs23 ] ≥ ε(λ).

Then there is another adversary �/p′ that is not ”good” but pass the check in Okamoto’s

protocol as follows:

1. �/p′ receives id,m,M, a, b from �/p and sends id, a to the challenger.

2. The challenger chooses ch r←− Zq and sends to �/p′.

3. �/p′ sends ch to �/p.

4. �/p′ receives z1, z2 from �/p and sends z1, z2 to the challenger.

Now we analyze the success probability for �/p. We have

ε(λ) ≤ Pr[gz11 gz22 = idcha ∧mz1gz23 = M chb|M %= ms1gs23 ]

= Pr[gz11 gz22 = idcha ∧mz1gz23 = M chb|M %= ms1gs23 ∧ T ] · Pr[M %= ms1gs23 ∧ T ]

+ Pr[gz11 gz22 = idcha ∧mz1gz23 = M chb|M %= ms1gs23 ∧ ¬T ] · Pr[M %= ms1gs23 ∧ ¬T ]

≤ Pr[mz1gz23 = M chb|M %= ms1gs23 ∧ T ] + Pr[gz11 gz22 = idcha|M %= ms1gs23 ∧ ¬T ]

= Pr[mz1gz23 = M chb|M %= ms1gs23 ∧ T ] + Pr[gz11 gz22 = idcha|¬T ]
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First we consider Pr[mz1gz23 = M chb|M %= ms1gs23 ∧ T ].

Pr[mz1gz23 = M chb|M %= ms1gs23 ∧ T ]

= Pr[mch·s1+r1gch·s2+r2
3 = M chb|M %= ms1gs23 ]

= Pr[(ms1gs23 M−1)ch = m−r1g−r2
3 b|M %= ms1gs23 ]

Since ms1gs23 M−1 ∈ G and ms1gs23 M−1 %= 1, ms1gs23 M−1 has order q. Since b, r1, r2 are

chosen before ch, we have Pr[(ms1gs23 M−1)ch = m−r1g−r2
3 b] = 1

q . Then we can get

Pr[gz11 gz22 = idcha|¬T ] ≥ ε(λ)− 1

q

is non-negligible, which contradicts Okamoto’s result. So such adversary �/p does not

exist.

The actual validation check is protocol version 4, which includes distributed Fiat-

Shamir and secure multiparty computation to protocol version 1. However, a malicious

client should not be able to gain non-negligible advantage from these transformations.

Thus, the probability that the client can rebut is negligible.
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Chapter 6 Application: Electronic

Voting

An application of CRAB is to build up a robust and efficient electronic voting system.

In electronic voting, or e-voting, the voters submit their ballots to the servers, and the

servers count the anonymous ballots after the voting period is over. To prevent malicious

servers, the ballots must be protected, e.g., encrypted or secret-shared (or a mixture of

both), and recovered (decrypted or reconstructed) later.

Many e-voting systems aggregate the protected ballots and recover the tally later

[7, 18, 20, 27, 30, 35, 43]. This is usually achieved with homomophism, where the voters

send the ballots as numbers, and the servers count the ballots in the protected manner with

homomorphic operations. The servers then recover only the tally but not each individual

ballot, so the privacy of each vote is preserved. The main problem with these systems

is that the servers must check that the ballots are valid numbers. If a malformed ballot is

accepted (accidentally or intentionally), the election result would be significantly affected.

Many other systems output a mix of the recovered ballots and tally them later. Any-

one can verify the tally by counting the ballots on his own. This scenario is analogous

to anonymous broadcast. Many e-voting systems [2, 14, 26, 29, 36, 44] also use mixnet,

and they have the same problem that it is expensive to generate a zero-knowledge proof
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of shuffle. Therefore, we can use CRAB to build up an e-voting system with better per-

formance.

6.1 The E-voting System

E-voting systems require eligibility and fairness: only eligible voters can vote, and

each voter can vote only once. We assume that there is a registrar that can check the

eligibility of each person. Before the voting period, the voters generate their secrets and

identifiers, and send their identifiers to the registrar. The registrar would publish the iden-

tifiers of the eligible voters on a bulletin board.

During the voting period, each voter uses his vote and his secrets to generate the

backdoor. His ballot (message) is the pair of the vote and the backdoor. Then he sends

the identifier, the ballot and a zero-knowledge proof to the servers as described in Chapter

4.3.2. The servers them perform the validation check. Before they check the proof, they

check if the identifier is on the bulletin board and if the identifier has not already been

accepted. If all checks pass, the servers accept the vote and mark that the identifier is

accepted.

After the voting period, the servers process the ballots using multiparty shuffle and

publish a list of the shuffled ballots. Then the servers can count the ballots and publish

the result. Voters can verify that their votes are included and that the result matches the

published ballots.

36



doi:10.6342/NTU202301028

6.2 Security Analysis

It is clear that the e-voting system based on CRAB also achieve correctness and

anonymity. Eligibility and fairness are also satisfied since that each identifier must be

eligible and would be accept only once.

In addition to the above security requirements, verifiability is also an important secu-

rity requirement. Verifiability allows the voters to verify that their votes have been counted

correctly. It can be divided into individual and universal verifiability:

• Individual verifiability: Each voter can verify that his vote is included in the tally.

• Universal verifiability: Anyone can verify that all the votes are counted correctly

and not modified.

CRAB is client-rebuttable, which allows a voter to verify that his vote is included

or otherwise disprove it. Thus, CRAB also achieves individual verifiability. However,

CRAB does not provide the integrity guarantee of others’ messages, so the universal ver-

ifiability is not achieved. We leave the construction of a universally verifiable e-voting

system without mixnet for future work.
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Chapter 7 Implementation and

Evaluation

We implement the CRAB system using Clarion as the multiparty shuffling protocol.

Clarion is open source on [42], and our implementation is based on it. We also use goff

[9] for fast field operation, and we choose p = 21017 + 422487 for 127-bit messages

(we will explain the choice of p in Chapter 7.1). We implement the parts with group

operations, including the validation check and rebuttal check. However, we do not make

much modification on the process part. We evaluate the performance of CRAB on the

CSIE workstation. We do not compare our work with Clarion because the processing is

quite similar.

7.1 Implementation on Group Elements

In Chapter 5, we prove the security of the CRAB system under Assumption 5.1.

To make our assumptions consistent with the decisional Diffie-Hellman assumption, the

public generators g1, g2, g3 ∈ G should be randomly chosen from G. A naive way to

generate the random group elements is that we choose a generator g and random exponents

r1, r2, r3
r←− Z∗

q , and output gi = gri , i = 1, 2, 3. However, the party who knows r1, r2, r3
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also knows the discrete logarithm relation between them, which violates our requirement

in Chapter 3.1.

We propose a secure way to generate the group generator. First, we choose random

elements in {2, . . . , p−2}. For any g ∈ Z∗
p, the following three statements are equivalent:

1. gq = 1

2. g ∈ G

3. p− g /∈ G

We can randomly choose g′1, g′2, g′3 ∈ {2, . . . , p− 2} and determine if they belong to

the group G by checking (g′i)
q ≡ 1 (mod p). If g′i ∈ G, we have gi = g′i. Otherwise, we

have gi = p− g′i.

We also require that the message m and the backdoor M belong to G. However, it

is unrealistic to restrict the client to send only the message that belongs to G. Here is our

workaround:

• We accept messages up to λ− 2 bits. Recall that p is a λ-bit prime number, which

means that p > 2λ−1.

• To broadcast a message, first we map the message to a number m(< 2λ−2). If

mq %= 1, the client setsm← p−m(> 2λ−2) and sends the message shares and the

proof according tom.

• During the validation, the servers should also check ifmq = 1 ∧M q = 1.

• Finally, we convert each output (mi,Mi) back into a message. Ifmi < 2!, we map

the numbermi to a message. Otherwise, we map the number (p−mi).
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7.2 Complexity analysis

The communication cost between a client and a server is O(1). For each server, the

validation check of a message requires O(k) multiparty computation, and the processing

cost is O(kn) for computation and communication. The total cost for a server is O(kn).

Finally, it takes the rebuttal authority O(n) to verify a rebuttal.

7.3 Experiment Result

7.3.1 Client performance

The computation time for a client is about 50ms. This includes the time to gener-

ate the id, the backdoor, and the proof. In environments with lower computation power,

such as mobile devices and browsers, the computation time may be longer. However, we

believe it is within acceptable limits.

The total number of bytes that a client sends to a server is about 7 times than the

length of the message. In our case, a client sends 864 bytes to each server to broadcast a

127-byte message.

7.3.2 Validation check

In CRAB and most DPF-based systems, the servers have to check the validity of each

request. It is called ”format-verification” in Blinder [1] and ”audit” in Spectrum [38] and

Sabre [46]. The validation check on the servers should be fairly fast. Otherwise, the clients

may have to wait a long time to know if their messages are accepted. Moreover, if it takes
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Figure 7.1: The time of validation for 2∼5 servers.

a lot of effort for the servers to validate each request, the adversary can launch a denial-

of-service attack by continuing to send requests to the servers. Most of the DPF-based

systems suffer from a long validation time that grows with the number of messages.

Figure 7.1 shows the validation check time for different numbers of servers. The

validation check time increases slowly with the number of servers, and the time is less

than 100 ms for 5 servers. Compared to DPF-based systems, Blinder [1] takes a few

seconds while Spectrum [38] and Sabre [46] take a few hundred milliseconds for a total

of 105 messages. Also, the time grows with the total number of messages in DPF-based

systems, while the time is not affected in CRAB. Thus, CRAB has better scalability in the

validation aspect.

7.3.3 Process

We compare the processing time of CRAB with the zero-knowledge proof of shuffle.

The zero-knowledge proof of shuffle is required in most mixnet-based systems. The state-
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Figure 7.2: The time of processing for 102 ∼ 105 messages with single thread.

of-the-art zero-knowledge proof is proposed by Bayer and Groth [5], which has relatively

lower proof time among the proofs with sublinear proof size. Some recent mixnet-based

anonymous broadcast systems such as Stadium [45] and Atom [31] use this proof. The

proof we compare to is Curdleproofs [4], which is inspired by Bayer and Groth’s proof.

Curdleproofs is recently proposed and implemented by the Ethereum research team, so

it should be a reasonable comparison. The evaluated time of Curdleproofs includes the

shuffle and the proof.

Figure 7.2 shows the performance of CRAB for different numbers of servers and Cur-

dleproofs. For CRABwith 2 servers, the processing is 23 ∼ 33× faster than Curdleproofs.

For CRAB with 5 servers, the processing is still 6.6 ∼ 9.6× faster than Curdleproofs.

We also show that the computation time of CRAB can be significantly reduced by

parallel computing. We evaluate the performance of CRABwith 16 threads. In Figure 7.3,

we can see that the estimated time for 5 servers and about 105 messages can be reduced to

1/4. The time for 106 messages is only several tens of seconds.
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Figure 7.3: The time of processing for 102 ∼ 106 messages with 16 threads.

7.3.4 Rebuttal check

To check a rebuttal, the rebuttal authority has two steps. The first step is to check

that the given identity is on the bulletin board and matches the given secrets. The second

step is to iterate through all the messages and check that the given secrets do not match the

messages. The first step is fast while the second step is a bit time-consuming. Fortunately,

the rebuttal authority usually only need to run the second step once to disapprove the

anonymous broadcast. Moreover, the second step can easily be parallelized.

Figure 7.4 shows the time of the second step of the rebuttal check with 16 threads.

The rebuttal check time for 106 messages is about 440 seconds. Considering an election

for a million people, it often takes several hours and a lot of money to verify the result. So

the rebuttal check of CRAB is relatively practical.
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Figure 7.4: The time of rebuttal check for 102 ∼ 106 messages with 16 threads.
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Chapter 8 Related Work

Many anonymous broadcast systems are based onmixnet and require a zero-knowledge

proof of the shuffle. Many proofs have been proposed to for the correctness of a shuffle

[5, 24, 28, 37]. Early works such as Furukawa and Sako [24] and Neff [37] proposed the

proof with O(n) proof time and space, where n is the number of the messages. However,

the proof is too large to be useful. Bayer and Groth [5] improve the proof size to O(
√
n),

so that the proof is much smaller than the data itself. Several works [4, 26, 31, 36, 45] use

Bayer and Groth’s proof in their systems. Bulletproofs [10] and Hoffman et al. [28] even

improve the proof size to O(logn). However, the time required to generate the proof is

still high, resulting in a high latency to output the result.

To reduce the latency, some mixnet-based anonymous broadcast systems [31, 32, 34,

45] perform parallel mix, where each server shuffles a portion of the messages in parallel.

However, it requires several layers of parallel mix to achieve near-random permutation.

Atom [31] suggests O(log2 k) layers for their butterfly network [17]. Stadium [45] and

Karaoke [34] use fewer layers of parallel mix, but they need to add noise messages and

they only achieve a weaker version of anonymity. XRD [32] reduces the number of layers

at the expense of client communication cost. Trellis [33] is a recent research that avoids

the proof of shuffle by using a new technique called boomerang encryption. All of the

above works do not need to trust any servers to ensure the correctness, but they require at
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least one honest server for anonymity.

Many other anonymous broadcast systems are based on DC-net and enhanced with

DPF [1, 16, 38, 46]. In DC-net, for a client to broadcast, all the clients has to output

a request. For every client to broadcast a message, each client has to output request of

length O(n), so the validation check for each request takes at least O(n). Riposte [16]

reduces the request length to O(
√
n) by using DPF [25], but it requires more trust in the

servers to achieveO(
√
n) validation check time. Blinder [1] is a more robust system with

O(
√
n) request size and check time. Spectrum [38] uses aMAC on the request to solve the

collision problem and only requires that there is at least one honest server. Sabre [46] uses

the more complicated DPF to reduce the request size to O(logn), and constructs a secret-

shared audit protocol to make the validation time also O(logn). Overall, the request size

and validation time grow with n, thus the scalability is bad. Also, the clients need to trust

some honest servers to ensure the integrity of the messages.

Finally, Clarion [23] uses a special MPC protocol to perform the shuffle. As stated in

Clarion’s paper, Clarion sits between mixnet approaches and DC-net approaches. Mixnet

approaches do not require any additional information or validation check for a request,

but they impose high cost on the generation of the zero-knowledge proof. DC-net and re-

lated approaches, on the other hand, require additional information and validation check

for each request, but the output can be generated at low cost. Clarion strikes a balance be-

tween the two. It requires less information and more efficient validation check compared

to DC-net, and runs a lighter shuffling protocol compared to mixnet. However, Clarion

requires at least one honest server to ensure the correctness. Our work, CRAB, reduces

this requirement with little additional information and validation check. Table 8.1 presents

a comparison of the recent anonymous broadcast systems.
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Table 8.1: Comparison of related work of anonymous broadcast

Verifiability Scalability Latency Shuffle mechanism(no trust on
servers)

Request
size

Validation
check

Atom [31] ! O(1) N/A high Mixnet
Stadium [45] ! O(1) N/A high Mixnet
Karaoke [34] ! O(1) N/A high Mixnet
XRD [32] ! O(

√
k) N/A high Mixnet

Trellis [33] ! O(logn) N/A low Mixnet
Riposte [16] " O(k

√
n) O(

√
n) low DPF

Blinder [1] " O(k
√
n) O(

√
n) low DPF

Spectrum [38] " O(k
√
n) O(

√
n) low DPF

Sabre [46] " O(k logn) O(logn) low DPF
Clarion [23] " O(k) O(1) low Multiparty shuffle

CRAB ! O(k) O(1) low Multiparty shuffle
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Chapter 9 Conclusion

This thesis presents CRAB, an anonymous broadcast system that achieves provable

anonymity and client-rebuttability. We use Clarion as the underlying multiparty shuffle

protocol, and we improve verifiability for clients and reduce trust on servers. We also

show that CRAB has low latency and good scalability, and it is suitable for large-scale

electronic voting. The limitation of CRAB is that it requires heavy preprocess for multi-

party computation, so it may not be suitable for the applications that are frequently used.
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