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 中文摘要   

在高度重複性運作的精密系統場域中例如：工具機[1]、工業機器人[2]、半導

體製程[3]等，迭代學習控制因為其優異的追蹤性能已經被廣泛應用在各種工業量

產製程中。迭帶學習控制的效能與收斂性主要建基於系統模型的準確性和有效的

學習演算法。對於具有非線性動態的系統，其模型取得不易且成本高昂，設計對應

的演算法亦是一個技術挑戰。在先輩的方法中[4]，適應性濾波被巧妙地使用來追

蹤單變數非線性系統沿著動態軌跡變化的線性化模型並產生對應的逆動態系統，

因此從迭代學習的觀點能夠將輸入輸出視作一線性的非時變系統進行分析和演算

法實理。因其數據驅動的特性，減少了建模成本與不確定性造成的影響，並提供了

演算法收斂性分析的依據。然而，該方法在具有動態耦合之多變數系統的延伸未有

著墨，由於轉移函數矩陣乘法交換律的不成立會對演算法設計與分析帶來更多挑

戰。本論文即對此部分提出推廣至多變數的數據驅動迭代學習演算法，提出數種能

夠針對加速誤差收斂速度的演算法進行比較，在線性非時變系統與非線性動態系

統上進行模擬，並在龍門式𝑥-𝑦平台上實驗驗證。  

 

關鍵字：迭代學習控制、數據驅動、自適應逆濾波、多變數系統，非線性動態。 
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ABSTRACT 

In highly repetitive operations within precision systems fields, such as machine tools 

[1], industrial robots [2], and semiconductor manufacturing processes [3], iterative 

learning control (ILC) has been widely applied in various industrial production processes 

due to its exceptional tracking performance. The effectiveness and convergence of ILC 

primarily depend on the accuracy of the system model and the efficiency of the learning 

algorithms. However, obtaining an accurate model for systems with nonlinear dynamics 

is a demanding and costly task, presenting a significant technical hurdle. Previous 

approaches [4] have cleverly employed adaptive filtering to track the linearized model of 

single-variable nonlinear systems along their dynamic trajectories and generate 

corresponding inverse dynamic systems. This perspective enables the analysis and 

algorithm development of the input-output relationship as a linear time-invariant system, 

providing a data-driven solution that mitigates the impact of modeling costs and 

uncertainties. Moreover, it offers a foundation for convergence analysis of the algorithms. 

Nevertheless, extending this method to multivariable systems with dynamic coupling 

remains unexplored. The non-commutativity of transfer function matrix multiplication 

introduces additional complexities in algorithm design and analysis. This thesis addresses 

this gap by proposing an extension of the data-driven iterative learning algorithm to 

multivariable systems. Several algorithms capable of accelerating error convergence rate 

are compared, with simulations conducted on both linear time-invariant systems and 

nonlinear dynamic systems. Experimental verification is performed on a gantry-type x-y 

platform. 

Key words: Iterative learning control(ILC), Data driven, Adaptive Inverse filtering, 

Coupling systems, Nonlinear dynamics. 
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Chapter 1 Introduction 

1.1 Background and Motivation 

精密運動控制、特別是軌跡追蹤在工業製程中直接決定了產品的品質與精度，

像是機械加工[5][6]、晶圓定位[7]、工業用機械手臂[8]等，無論是針對產能還是精

度需求，都需要工具更快速與更精確的運作。上述精密系統從事大量生產作業時，

有一個共通的特性，即是任務具有重複性，在此特性下，迭代學習控制(Iterative 

Learning Control, ILC)具備很好的追蹤性能，並被廣泛的運用在如：工具機[1]、工

業機器人[2]、半導體製程[3]等系統。以模型為基礎(Model based)的 ILC，在線性非

時變(Linear Time Invariant, LTI)系統上的應用已經發展得相當成熟，然而真實系統

往往存在耦合與非線性動態，例如常見的串聯式機械手臂在不同位置時有不同的

動態特性、且機器人位置與馬達關節角度為一非線性映射關係；或是運輸工具與建

築測試的振動台[9][10]不同軸間存在耦合，液壓致動器本身便具有非線性的動態特

性。在這樣的情況下，若直接使用 LTI 的技術，在性能與收斂速度上都會遭遇瓶

頸。在先輩的方法[4]中，嘗試解決了在單輸入單輸出(Single-Input Single-Output, 

SISO)非線性動態系統的 ILC 問題。然而該演算法主要是針對控制訊號的收斂性開

發而得，而非控制目標的誤差訊號，對於多輸入多輸出(Multiple-Input Multiple-

Output, MIMO)系統的延伸應用，因為轉移函數矩陣交換律的不成立影響尤其為甚。

因此，本論文主要針對此部分研發合適的演算法，並為其發展相對應的收斂性分析

工具，提升演算法的性能並拓展其應用範疇。 
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1.2 Literature Review 

以下將文獻回顧分成三個部分，第一部分會先介紹 ILC 的基本原理與特性，第二

部分將回顧習知 Model based ILC 在線性與非線性動態系統上的應用，由於基於模

型的設計方法常受到模型擬合誤差的影響，第三部分將說明數據驅動 (Data-

driven)ILC 的方法。 

1.2.1 ILC  

ILC 的精神是利用系統過去實驗的結果和誤差資訊，經由不斷增加實驗運作的

次數迭代改善控制目標，主要在 80 年代由 Arimoto 等人提出[11]。在軌跡追蹤的

應用中常針對使用某個特定的重複性軌跡，使其在每一次運作中基於此前的誤差

資訊來修正之後的控制輸入命令，在不停的運作迭代中，產生一組收斂的、適配於

該重複性軌跡命令的最佳控制輸入，讓追蹤誤差最小化，屬於一種前饋式控制策略。

對比於實時(Real-Time)的回饋控制方法，可以解決其在暫態下對命令或擾動處置的

相位延遲誤差。因為迭代的特性，ILC 能夠做到非因果性(Non-causal)的控制，若是

軌跡任務或擾動模式在每次迭代下不變(Iteration-Invariant, II)的條件下，便可藉由

系統之前運作的資訊生成適當的控制作為補償，相較於回饋控制法在實作上的離

線特性也給予了更多安全上的保障。。 

狹義上用於軌跡追蹤的 ILC 生成的控制訊號通常只能針對某個特定的命令軌

跡，若是任務軌跡有變動則需要迭代運作才能得知最佳的命令輸入。從應用端來看，

收斂所需的迭代次數直接反映了學習所需的時間成本，因此除了追蹤效能外，快速

收斂的要求亦相當重要。能否產生一有效且快速收斂的命令，則建基於對系統特性

的了解，即控制工程中所謂的模型準確度。如同一般物理與工程中的應用，ILC 演

算法的設計事實上是一個逆問題的求解：若能使用系統輸入對輸出的逆映射關係
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生成命令，則能達成輸入等於輸出的目標。底下將使用系統模型或數據設計 ILC 演

算法的相關研究進行回顧。 

1.2.2 Model Based ILC 

基於模型的線性非時變(Linear Time Invariant, LTI)系統的 ILC 演算法發展相當

成熟，這包含了使用轉移函數模型與頻域設計的演算法[12][13]、基於時域模型的

二次函數最佳化演算法[14][15] 等，其核心便是設計以系統逆動態為學習函數以達

到快速收斂的目的，不同逆系統求取方法在 ILC 和前饋控制法的應用在[16] 有很

好的回顧與整理，提供感興趣的讀者參閱。這一類方法的性能與收斂速度很大程度

取決於模型的精確性，若要將其影響納入演算法的設計考量，可以將不確定性

(uncertainty)量化並結合強韌控制的手法處理[17][18]。 

針對已知模型的非線性動態系統，常見的技巧則包含機器人控制中的線性化

回授(feedback linearization)將線性化非線性系統後再建置線性 ILC[19]；在[20] 則

從系統的狀態空間表達法出發，將系統看作是輸入向量映射到輸出向量的靜態非

線性函數，利用最佳化的牛頓法設計控制訊號往誤差懲罰函數的負梯度方向修正

達到迭代改善的效果；另有一類演算法則是針對非線性系統，依據軌跡追蹤任務定

義類似黎雅普諾夫的純量函數，並設計學習控制律使其收斂[21][22]。 

1.2.3 Data-driven ILC 

由於模型與真實系統之間存在因為量測雜訊與參數化擬合所造成的誤差，使

用基於模型的 ILC 演算法可能會造成性能下降、收斂速度變慢，甚至是發散的情

形。有鑑於此，利用實驗的數據直接建構學習函數或控制修正命令的數據驅動方法

相應而生。以 LTI 系統為例，在[23] 中使用了輸入輸出訊號傅立葉轉換在頻域的

除商作為學習函數；在[24]中則巧妙地將學習函數的求取化成 ILC 的追蹤問題，從
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實驗中建構非參數化的逆動態有限脈衝響應(finite impulse response)生成學習函數，

並在[25]中以學習函數的更新加速流程；近期[26]的研究中，利用系統和其伴隨算

符(adjoint operator)相乘為零相位(zero phase)的特性，以誤差訊號的正向與逆向時

序濾波建構控制修正方向的梯度使得誤差最小化，該方法實為一線性系統最小平

方的求解，因此可以使用近似牛頓法進一步加速誤差收斂速度。上述方法均利用了

線性非時變系統的特性，如何將其延伸到非線性系統並不直觀。 

非線性系統的數據驅動方法中基於神經網絡模型(neural network model)的研究

最廣為人知[27][28]，由於該模型對於任意函數擬合的能力，結合目前發達的電腦

算力通常能取得很好的效能，唯一較為人詬病的是前期大量資料的收集所需的成

本、控制律的設計困難和參數調變的不可解釋性等。在[29]中則是將系統在迭代軸

上視為一靜態的線性映射關係，並據此估測系統與其逆運算作為學習函數，然而此

方法的初始化與參數設計需要有系統部分的先驗知識，演算法中也有可能因為遭

遇數值奇異點而需要重置，收斂速度可能相當緩慢而不利於工程應用。為了突破這

些技術困難點，在[4]中利用了非線性系統在軌跡上的線性化，以適應性濾波自動

生成追蹤線性化時變系統的逆動態學習函數達成快速收斂，且 ILC 的輸入輸出關

係近似於一時變系統，因此可使用線性工具進行收斂性分析。此數據驅動方法具有

快速收斂、非參數化、計算高效的優勢，然而在具有耦合的多變數系統延伸未有著

墨。本論文主要立基於[4]擴展演算法的應用，由於矩陣轉移函數乘法交換律的不

成立，多變數的延伸並非單純的增加演算法的維度，而是必須透過巧妙的訊號處理

手法加快目標追蹤誤差的收斂速度，將在以下 Chapter 3 作更詳盡的算法介紹。 
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Chapter 2 ILC Preliminaries 

為了替後續演算法論述提供基礎，這一章將介紹線性 ILC 的基礎理論以及分析方

式。 

 

Fig 2.1 ILC 圖解[30] 

ILC，是一種在迭代軸上使用上一次的追蹤結果的後驗誤差優化下一次的控制

輸入的控制方法，如上 Fig 2.1，其基於誤差的控制迭代數學式可以寫成： 

 𝐮𝐤+𝟏 = 𝐐(𝐮𝐤 + 𝐅𝐞𝐤) (2-1) 

其中，𝐮𝐤+𝟏是第 k+1 次迭代之控制輸入行向量，𝐐是低通濾波器矩陣，𝐅是學習控

制矩陣，𝐞𝐤是第 k 次迭代之追蹤誤差訊號，而式子(2-1)在假設系統𝐆為 LTI 的情況

下又可以進一步推導成： 

 𝐮𝐤+𝟏 = 𝐐(𝐮𝐤 + 𝐅𝐞𝐤)  

  = 𝐐𝐮𝐤 + 𝐐𝐅(𝐫 − 𝐆𝐮𝐤)  

  = 𝐐𝐅𝐫 + 𝐐(𝐈 − 𝐅𝐆)𝐮𝐤 (2-2) 

根據式子(2-1)，控制輸入訊號迭代方程式的收斂條件： 
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 γ = ||𝐐(𝐈 − 𝐅𝐆)||𝟐 < 1 (2-3) 

收斂條件中可以看出，當學習控制器𝐅 ≅ 𝐆−𝟏時，控制輸入訊號有最佳收斂速度。 

誤差訊號迭代方程式也能利用式子(2-1)推導出： 

  𝐞𝐤+𝟏 = 𝐫 − 𝐲𝐤+𝟏 (2-4) 

  = 𝐫 − 𝐆𝐮𝐤+𝟏  

  = 𝐫 − 𝐆𝐐(𝐮𝐤 + 𝐅𝐞𝐤) (2-5) 

  = (𝐈 − 𝐐)𝐫 + 𝐐(𝐈 − 𝐆𝐅)𝐞𝐤 (2-6) 

須注意式(2-5)推導至(2-6)，𝐆需為循環矩陣(Circulant matrix)才成立[31]，也就是系

統必須為 LTI。根據(2-6)，誤差訊號迭代方程式的收斂條件： 

 ρ = ||𝐐(𝐈 − 𝐆𝐅)||𝟐 < 1 (2-7) 

又可得誤差性能表現方程式: 

  𝐞∞ = (𝐈 − 𝐐(𝐈 − 𝐆𝐅))
−𝟏

(𝐈 − 𝐐)𝐫 (2-8) 

ILC 在 LTI 場域下亦可被寫為轉移函數的型態： 

 𝑈𝑘+1(𝑧
−1) = 𝑄(𝑧−1)(𝑈𝑘(𝑧

−1) + 𝐹𝑘+1(𝑧
−1)𝐸𝑘(𝑧

−1)) (2-9) 

根據[13]輸入收斂條件可被寫成： 

 ||𝑄(𝐼 − 𝐹𝐺)||∞ < 1 (2-10) 

 𝑠𝑢𝑝𝜔𝜎̅(𝑄(𝐼 − 𝐹𝐺)) < 1 (2-11) 

𝑠𝑢𝑝𝜔𝜎(⋅) 函數是取所有可能頻率矩陣奇異值的上界。 

加入系統模型的不確定性的收斂條件可以被定義為： 

 ||𝑄[𝐼 − 𝐹𝐺(𝐼 + 𝑊Δ)]||∞ < 1 (2-12) 

真實系統𝑔(⋅)被視為𝐺(𝐼 + 𝑊Δ)，W 是頻域的權重濾波矩陣，Δ則是相位不確定性，

且定義||Δ||∞ < 1。
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Chapter 3  Algorithm 

    此章會先在 3.1 節介紹適配於 SISO 非線性動態系統的演算法[4]的設計與限

制，接著在 3.2 節根據原 SISO 算法推廣以及優化針對 MIMO 系統的演算法。 

3.1 SISO Algorithm 

上一章 Chapter 2 提及，ILC 能快速收斂的關鍵是找到優秀的學習控制器𝐅，根

據式子(2-3)，最好使𝐅為反系統，下方將演示如何在單變數系統下使用數據驅動自

適應逆濾波系統取得𝐅，且以此更新下一次迭代控制輸入。 

未知的非線性系統𝑔(⋅)，輸入𝑢與輸出𝑦的在連續時間𝑡下的映射關係可以寫成： 

 𝑦(𝑡) = 𝑔(𝑢(𝑡)) (3-1) 

  = 𝑔(𝑢0(𝑡)) +
𝑑𝑔(𝑢)

𝑑𝑢
𝛿𝑢(𝑡) + 𝐻.𝑂. 𝑇. (3-2) 

若使δ𝑦(𝑡) = 𝑦(𝑡) − 𝑔(𝑢0(𝑡))，且假設𝛿𝑢(𝑡)很小，則使用小訊號模型(small-signal 

modeling)下泰勒級數的高次項𝐻.𝑂. 𝑇.可以概略不計，則令： 

 𝛿𝑦(𝑡) = 𝐺(𝑡, 𝑞−1)𝛿𝑢(𝑡) (3-3) 

其中𝐺(𝑡, 𝑞−1) =
𝑑𝑔(𝑢)

𝑑𝑢
。𝑞為延遲運算符：

 𝑞−𝑑𝑥[𝑛] = 𝑥[𝑛 − 𝑑] (3-4) 

若𝑔(⋅)可以被線性化成𝐺，且為 SISO 系統，ILC 輸入之迭代更新方程式的矩陣形

式可以寫成： 

 𝐮𝐤+𝟏 = 𝐐𝐅𝐫 + 𝐐(𝐈 − 𝐅𝐆)𝐮𝐤 (3-5) 

   其中： 
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 𝐫 =

[
 
 
 
 

𝑟[0]
𝑟[1]
𝑟[2]

⋮
𝑟[𝑁 − 1]]

 
 
 
 

, 𝐮𝐤 =

[
 
 
 
 

𝑢[0]
𝑢[1]
𝑢[2]

⋮
𝑢[𝑁 − 1]]

 
 
 
 

 (3-6) 

 𝐆 =

[
 
 
 
 

𝑙0[0] 0 ⋯ 0 0

𝑙1[1] 𝑙0[0] ⋯ 0 0
⋮ ⋮ ⋮ ⋮ ⋮

𝑙𝑁−2[𝑁 − 2] 𝑙𝑁−2[𝑁 − 3] ⋯ 𝑙𝑁−2[0] 0

𝑙𝑁−1[𝑁 − 1] 𝑙𝑁−1[𝑁 − 2] ⋯ 𝑙𝑁−1[1] 𝑙𝑁−1[0]]
 
 
 
 

 (3-7) 

𝐆為線性時變(Linear Time-Varying, LTV)系統，𝑙𝑛[𝑚]為系統在𝑛秒時的脈衝響應，𝑁

為命令訊號長度。 

在系統為 LTV 的情況下，為了求取近似反系統的𝐅，傳統的 LTI 系統識別方法

將難以勝任，適用於 LTV 系統的自適應控制(Adaptive Control)法將被引入，作為識

別 LTV 反系統，也就是學習控制器𝐅的手段，具體的實作邏輯如下 Fig 3.1。 

 

Fig 3.1 線性化系統過程示意圖 

假設𝑔(⋅)在小訊號輸入範圍下，也就是δ𝑔(⋅)很小時符合疊加原理，將原輸入加

上激發訊號𝑤，如同將式(3-3)之δ𝑢(𝑡)設置為𝑤(𝑡)，並且將此輸出減去未加激發訊

號之原輸出得到𝛿𝑦(𝑡)，其中𝑤(𝑡)選用有限頻寬的高斯白噪音(Gaussian white noise)，

Adaptive ID 

−) −) 

𝑔(⋅) 

𝑔(⋅) 

𝑔(⋅) 
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目的是盡可能的激發所有系統頻段響應的同時，滿足自適應算法輸入平均為零的

假設，為了更快速的收斂，這裡是使用 SISO 遞迴最小平方(Recursive Least Square, 

RLS)有限脈衝響應(Finite Impulse Response, FIR)自適應逆濾波器架構： 

 𝐅 = [

⋱ ⋱ ⋱ ⋱
⋯ 𝑓𝑛[𝐿 − 𝑑] ⋯ ⋯ 𝑓𝑛[−𝑑]

𝑓𝑛+1[𝐿 − 𝑑] ⋯ ⋯ 𝑓𝑛+1[−𝑑]

⋱ ⋯ ⋱ ⋱

] (3-8) 

在每一次迭代中每一個訊號的取樣時間𝑛中𝑓𝑛[𝑚]都會進行更新，其中𝐿 + 1為 FIR

濾波器之長度。具體演算法步驟如下： 

  

Fig 3.2 SISO 演算法方塊圖 

其中𝑔(⋅)為未知非線性系統對於輸入輸出的映射函數，𝑢𝑘為第𝑘次迭代之控制輸入，

𝑦𝑘為第𝑘次迭代之系統輸出，𝑟是目標軌跡命令，𝑒𝑘為第𝑘次迭代之追蹤誤差，𝐺為

線性化後之系統，𝑤𝑘為第𝑘次迭代進行適應性濾波的激發訊號，𝐹為學習控制器，

𝑔(⋅) 
𝑢𝑘  𝑦𝑘  

𝑟 
𝑒𝑘 

(1) 

- 

𝑔(⋅) 𝐹𝑐 

𝑦𝑘  
- 𝐺𝑤𝑘  

𝑤𝑘  

𝑢𝑘  

𝑀𝑞−𝑑  

𝐹𝑐𝑞
𝑑  

𝑒𝑘 𝐹𝑒𝑘 

(2) 

ξ 
- 

𝑄 

𝐹𝑒𝑘 

𝑢𝑘  𝑢𝑘+1 
(3) 
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𝐹𝑐為因果性(causal)FIR 濾波器，𝑄、𝑀為低通濾波器。 

 𝐹(𝑡, 𝑞−𝑑) = 𝐹𝑐(𝑡, 𝑞
−𝑑)𝑞𝑑 (3-9) 

如 Fig 3.2 演算法可以主要由三個步驟理解： 

(1) 將控制輸入𝑢𝑘輸入系統𝑔(⋅)以取得其輸出𝑦𝑘與誤差𝑒𝑘訊號。 

 

Fig 3.3 SISO Algo.步驟(1)圖 

(2) 將非線性系統𝑔(⋅)沿著控制輸入𝑢𝑘線性化成線性時變系統𝐺，取得其反系統做

為學習控制器𝐹將誤差訊號𝑒𝑘同步濾波。 

 
 

Fig 3.4 SISO Algo.步驟(2)圖 

(3) 使用學習控制器濾波完成的訊號𝐹𝑒𝑘，更新下一次迭代輸入𝑢𝑘+1。 

𝑔(⋅) 
𝑢𝑘  𝑦𝑘 𝑟 

𝑒𝑘 
(1) 

- 

𝑔(⋅) 𝐹𝑐 

𝑦𝑘 
- 𝐺𝑤𝑘 

𝑤𝑘 

𝑢𝑘 

𝑀𝑞−𝑑  

𝐹𝑐𝑞
𝑑  

𝑒𝑘 𝐹𝑒𝑘 

(2) 

𝜉 

- 
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Fig 3.5 SISO Algo.步驟(3)圖 

此方法面對 MIMO 系統的限制之處在於其一次只能針對一個輸入對一個輸出

的單通道，遭遇耦合系統時，若無法將系統對角化，且耦合大小無法忽略，直接導

入演算法，等同忽略這些無法被忽視的耦合效性，SISO 的自適應逆濾波器也無法

處理 MIMO 反系統，兩者都可能造成 ILC 性能下降、無法根據輸入輸出資訊分析，

甚至無法收斂。  

3.2 MIMO Algorithm 

根據上一節 3.1 結尾闡述 SISO 算法的限制，在 MIMO 系統上，勢必需要重新

檢視該種 ILC 在數學上的結構，以多變數的角度出發，會衍生出交換律無法時時

成立的問題，若直接導入 MIMO 自適應逆濾波系統於該算法如左反矩陣法(Left 

Inverse Method)將於 3.2.1 小節提及，會遭遇誤差收斂條件無法分析的困境，於是

在 3.2.2 小節提出右反矩陣多次試驗法(Right Inverse Method with Exhaust Transpose)，

在 3.2.3 小節提出右反矩陣快速轉置法(Right Inverse Method with Fast Transpose)，

對交換律問題作出應對，兩者皆利用系統轉置的方式求取右反矩陣。 

回到 ILC 數學結構，假設 MIMO 系統𝑔(⋅)為 LTI 具耦合效性的系統，輸入的

更新方程式與誤差的更新方程式分別為： 

 𝐮𝐤+𝟏 = 𝐐𝐅𝐫 + 𝐐(𝐈 − 𝐅𝐆)𝐮𝐤 (3-10) 

𝑄 

𝐹𝑒𝑘 

𝑢𝑘 𝑢𝑘+1 
(3) 
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 𝐞𝐤+𝟏 = (𝐈 − 𝐐)𝐫 + 𝐐(𝐈 − 𝐆𝐅)𝐞𝐤 (3-11) 

其中： 

𝐮𝐤 =

[
 
 
 
 

𝐮𝐤,𝟏

𝐮𝐤,𝟐

𝐮𝐤,𝟑

⋮
𝐮𝐤,𝐱𝐢−𝟏]

 
 
 
 

, 𝐮𝐤,𝐱𝐢−𝟏  =  

[
 
 
 
 
 

𝑢𝑘,𝑥𝑖−1[0]

𝑢𝑘,𝑥𝑖−1[1]

𝑢𝑘,𝑥𝑖−1[2]

⋮
𝑢𝑘,𝑥𝑖−1[𝑁 − 1]]

 
 
 
 
 

 (3-12) 

𝐞𝐤 =

[
 
 
 
 

𝐞𝐤,𝟏

𝐞𝐤,𝟐

𝐞𝐤,𝟑

⋮
𝐞𝐤,𝐱𝐨−𝟏]

 
 
 
 

, 𝐞𝐤,𝐱𝐨−𝟏  =  

[
 
 
 
 
 

𝑒𝑘,𝑥𝑜−1[0]

𝑒𝑘,𝑥𝑜−1[1]

𝑒𝑘,𝑥𝑜−1[2]

⋮
𝑒𝑘,𝑥𝑜−1[𝑁 − 1]]

 
 
 
 
 

 (3-13) 

𝐆 = [

𝐆𝟏,𝟏 ⋯ 𝐆𝟏,𝐱𝐢

⋮ ⋱ ⋮
𝐆𝐱𝐨,𝟏 ⋯ 𝐆𝐱𝐨,𝐱𝐢

] (3-14) 

𝐆𝐱𝐨,𝐱𝐢 =

[
 
 
 
 
 𝑙0

𝑥𝑜,𝑥𝑖[0] 0 ⋯ 0

𝑙1
𝑥𝑜,𝑥𝑖[1] 𝑙1

𝑥𝑜,𝑥𝑖[0] ⋯ 0
⋮ ⋮ ⋮ ⋮

𝑙𝑁−2
𝑥𝑜,𝑥𝑖[𝑁 − 2] 𝑙𝑁−2

𝑥𝑜,𝑥𝑖[𝑁 − 3] ⋯ 0

𝑙𝑁−1
𝑥𝑜,𝑥𝑖[𝑁 − 1] 𝑙𝑁−1

𝑥𝑜,𝑥𝑖[𝑁 − 2] ⋯ 𝑙𝑁−1
𝑥𝑜,𝑥𝑖[0]]

 
 
 
 
 

 (3-15) 

𝐅 = [

𝐅𝟏,𝟏 ⋯ 𝐅𝟏,𝐱𝐨

⋮ ⋱ ⋮
𝐅𝐱𝐢,𝟏 ⋯ 𝐅𝐱𝐢,𝐱𝐨

] (3-16) 

𝐅𝐱𝐢,𝐱𝐨

=

[
 
 
 
⋱ ⋱ ⋱

⋯ 𝑓𝑛
𝑥𝑖,𝑥𝑜[𝐿 − 𝑑] ⋯ 𝑓𝑛

𝑥𝑖,𝑥𝑜[−𝑑]

𝑓𝑛+1
𝑥𝑖,𝑥𝑜[𝐿 − 𝑑] ⋯ 𝑓𝑛+1

𝑥𝑖,𝑥𝑜[−𝑑]

⋯ ⋱ ⋱ ]
 
 
 

 

(3-17) 

 𝐐 = [
𝐐𝟏 ⋯ 𝐎
⋮ ⋱ ⋮
𝐎 ⋯ 𝐐𝐱𝐢

] (3-18) 

 𝐐𝟏 = 𝐐𝟐 = ⋯ = 𝐐𝐱𝐢 (3-19) 

其中𝑥𝑖為輸入數，𝑥𝑜為輸出數。 
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因為假設系統 LTI，則 MIMO 系統中每個子系統𝐆𝐱𝐨,𝐱𝐢皆為循環矩陣(Circulant- 

matrix)即： 

 𝑙0
𝑥𝑜,𝑥𝑖[𝑚] = ⋯ = 𝑙𝑛

𝑥𝑜,𝑥𝑖[𝑚] = ⋯ = 𝑙𝑁
𝑥𝑜,𝑥𝑖[𝑚] (3-20) 

又𝐐𝐱𝐢為 LTI 低通濾波器且為循環矩陣(circulant matrix)： 

 𝐐 = 𝐐𝐱𝐢𝐈𝒙𝒊×𝒙𝒊 (3-21) 

且𝐆為方陣則： 

 𝐐𝐆 = 𝐆𝐐 (3-22) 

故式子(2-4)~(2-6)之推導才成立。 

輸入的收斂條件： 

 γ = ||𝐐(𝐈 − 𝐅𝐆)||𝟐 < 1 (3-23) 

誤差的收斂條件： 

 ρ = ||𝐐(𝐈 − 𝐆𝐅)||𝟐 < 1 (3-24) 

 

根據學習控制器𝐅在(3-10)(3-11)兩式中的相對於𝐆的位置，當自適應逆濾波系統擬

合𝐅為系統左反矩陣抑或系統右反矩陣時，將造成的性能差異，因為我們較在意的

性能指標為誤差訊號，因此應使用右反矩陣作為學習函數。若在 SISO 算法中直接

導入的多變數自適應逆濾波系統，架構 Fig 3.4，也就是左反矩陣法，將只會得到系

統的左反矩陣，其無法藉由系統輸入與輸出資訊分析針對誤差的收斂性，因為𝐅是

一非因果性(non-causal)時變 FIR 濾波器，無法直接將其直接置入誤差收斂條件式，

在此之前，沒有做𝐆的系統識別也無從談起，這有違數據驅動的本意。故提出兩種

不同的 MIMO 自適應逆濾波系統結構以完成學習控制器𝐅為方陣系統的右反矩陣

之算法，用以正確分析與加強誤差收斂速度。 
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上方推演的 MIMO ILC 數學結構中，有一個強假設是系統為 LTI。若系統存

在平滑的非線性動態如：類多項數式非線性因素，或系統為 LTV 時，上方的誤差

更新方程式(3-11)將不成立，因為式(3-20)將不再成立，於是將非線性動態系統線性

化成時變系統的本論文受控體，不得不將低通濾波器𝐐自 ILC 算法中移除，則輸入

與誤差的更新方程式： 

 𝐮𝐤+𝟏 = 𝐅𝐫 + (𝐈 − 𝐅𝐆)𝐮𝐤 (3-25) 

 𝐞𝐤+𝟏 = (𝐈 − 𝐆𝐅)𝐞𝐤 (3-26) 

輸入與誤差的收斂條件： 

 γ′ = ||(𝐈 − 𝐅𝐆)||𝟐 < 1 (3-27) 

 ρ′ = ||(𝐈 − 𝐆𝐅)||𝟐 < 1 (3-28) 

 

而𝐅所在的位置仍然造成性能差異，而移除𝐐所造成的影響，這一節也會提出在自

適應逆濾波結構上加上權重濾波器𝐇做為應對，用以抑制輸入或誤差在更新時高頻

處的增益，以針對非 LTI 系統的算法。 

3.2.1 Left Inverse Method 

左反矩陣法是將前一節 3.1 的算法直接導入 MIMO 自適應濾波器，架構並無

改變，這裡自適應逆濾波系統擬合的學習控制器𝐹𝐿為系統的左反矩陣，接下來關於

左反矩陣法的介紹將會分為針對 LTI 系統與針對非 LTI 系統的兩部分，內容中會

包含演算法步驟、收斂性分析方法與限制。 

3.2.1.1 LTI system 



doi:10.6342/NTU202301229

 15 

 

Fig 3.6 左反矩陣法 LTI 演算法方塊圖 

演算法分成三個步驟： 

(1)將控制輸入𝑢𝑘輸入系統𝑔(⋅)以取得其輸出𝑦𝑘與誤差訊號𝑒𝑘。 

(2)將線性系統𝑔(⋅)沿著控制輸入𝑢𝑘線性化成線性時變系統𝐺，取得其反系統做為學

習控制器𝐹𝐿將誤差訊號𝑒𝑘同步濾波。 

(3)使用學習控制器濾波完成的訊號𝐹𝐿𝑒𝑘，更新下一次迭代輸入𝑢𝑘+1。 

須注意此處的學習控制器𝐹𝐿是擬合系統𝐺的左反矩陣，因為自適應濾波過程的數學

邏輯如下： 

 min
𝐹𝐿

||(𝑀 − 𝐹𝐿𝐺)𝑤𝑘||2 (3-29) 

這裡假設 MIMO 系統𝑔(⋅)為 LTI 系統，步驟(2) 因為線性系統的疊加原理因此仍然

成立，使用輸入訊號軌跡疊加可能降低系統在低速運動下的摩擦力等非理想效應，

輸入訊號的收斂性分析也成立，比較請見 Table 3-4，缺點在於無法對誤差收斂性

𝑔(⋅) 
𝑢𝑘  𝑦𝑘  

𝑟 
𝑒𝑘 

(1) 

- 

𝑔(⋅) 𝐹𝐿𝑐 

𝑦𝑘  
- 𝐺𝑤𝑘  

𝑤𝑘 

𝑢𝑘  

𝑀𝑞−𝑑  

𝐹𝐿𝑐𝑞
𝑑  

𝑒𝑘 𝐹𝐿𝑒𝑘 

(2) 

ξ 

- 

𝑄 

𝐹𝐿𝑒𝑘 

𝑢𝑘  𝑢𝑘+1 
(3) 
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分析。在收斂性分析中，針對輸入輸出資訊，只能分析演算法的輸入收斂性，也因

為𝐅𝐋為非因果性濾波器，無法直接置入誤差收斂條件式。輸入訊號的收斂條件為： 

 γ = ||𝐐(𝐈 − 𝐅𝐋𝐆)||𝟐 < 1 (3-30) 

若要分析輸入收斂條件γ，需要假借𝛥(𝑧−1)系統，𝛥(𝑧−1)可以從演算法步驟(2)自適

應逆濾波系統的輸入𝑤𝑘與輸出ξ中求出[37]。 

 

Fig 3.7 Δ方塊圖 

 𝛷𝜉𝑤𝑘
𝛷𝑤𝑘𝑤𝑘

−1 = 𝛥(𝑧−1) = 𝑀 − 𝐹𝐿𝐺 (3-31) 

其中𝛷𝜉𝑤𝑘
為訊號ξ與訊號𝑤𝑘的互功率譜密度(Cross power spectral density)，𝛷𝑤𝑘𝑤𝑘

為

訊號𝑤𝑘的功率譜密度(Power spectral density)： 

 𝛷𝜉𝑤𝑘
= ℱ{𝜉}∗ℱ{𝑤𝑘}  (3-32) 

 𝛷𝑤𝑘𝑤𝑘
= ℱ{𝑤𝑘}

∗ℱ{𝑤𝑘}  (3-33) 

ℱ{⋅}為離散傅立葉轉換，𝐴∗為𝐴的共軛轉置。  

若𝐹𝐿𝐺 ≈ 𝑀，也就是自適應逆濾波系統的性能精良的情況下，假設𝛥(𝑧−1)為 LTI，

則收斂條件γ可被轉換成：

 ||𝐐(𝐈 − 𝐅𝐋𝐆)||𝟐 = ||Q(𝐼 − 𝐹𝐿𝐺)||∞ = 𝑠𝑢𝑝𝜔𝜎̅(Q(𝐼 − 𝐹𝐿𝐺)) (3-34)[13] 

 𝑠𝑢𝑝𝜔𝜎̅(Q(𝐼 − 𝐹𝐿𝐺)) = 𝑠𝑢𝑝𝜔𝜎̅(𝑄(𝐼 − 𝑀 + 𝛥)) (3-35) 

 

  

Δ 
𝑤𝑘 𝜉 
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3.2.1.2 Non-LTI system 

 若𝑔(⋅)不是 LTI 系統，則使用下方的演算法： 

 
 

Fig 3.8 左反矩陣法 Non-LTI 演算法方塊圖 

演算法分成三個步驟： 

(1)將控制輸入𝑢𝑘輸入系統𝑔(⋅)以取得其輸出𝑦𝑘與誤差訊號𝑒𝑘。 

(2)將非線性系統𝑔(⋅)沿著控制輸入𝑢𝑘線性化成線性時變系統𝐺，取得其反系統做為

學習控制器𝐹𝐿
′將誤差訊號𝑒𝑘同步濾波。 

(3)使用學習控制器濾波完成的訊號𝐹𝐿
′𝑒𝑘，更新下一次迭代輸入𝑢𝑘+1。 

這裡與上方 Fig 3.6 所示之演算法最大的不同，在於將步驟(3)的低通濾波器𝑄移除，

以規避在非線性系統𝑔(⋅)線性化成線性時變系統𝐺後的交換律疑慮，並且將步驟(2)

𝑔(⋅) 
𝑢𝑘  𝑦𝑘  

𝑟 
𝑒𝑘 

(1) 

- 

𝐹𝐿
′𝑒𝑘 

𝑢𝑘  𝑢𝑘+1 (3) 

𝑔(⋅) 𝐹𝐿𝑐
′  

𝑦𝑘  
- 𝐺𝑤𝑘

′  

𝑤𝑘
′  

𝑢𝑘  

𝑞−𝑑  

𝐹𝐿𝑐
′ 𝑞𝑑  

𝑒𝑘 𝐹𝐿
′𝑒𝑘 

(2) 

𝐻  
𝑤𝑘

′  𝑤𝑘  

𝜉′ 

- 
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的激發訊號𝑤𝑘通過一個頻域權重濾波器𝐻並且移除低通濾波器𝑀，用以彌補原低通

濾波器𝑄之用途，抑制輸入收斂條件在高頻上的增益，而權重的調整可參考如下範

例，實作上可以藉由第一次實驗的奇異值上升處頻率來調節權重濾波器的轉折頻

率(corner frequency)使其收斂： 

 
Fig 3.9 權重濾波器𝐻示意圖 

 
Fig 3.10 𝛥與𝛥′示意圖 

對比有加上權重濾波器𝐻，： 

 𝛷𝜉𝑤𝑘
𝛷𝑤𝑘𝑤𝑘

−1 = 𝛥(𝑧−1) = 𝐼 − 𝐹𝐿𝐺 (3-36) 

 𝛷𝜉′𝑤𝑘
𝛷𝑤𝑘𝑤𝑘

−1 = 𝛥′(𝑧−1) = (𝐼 − 𝐹𝐿
′𝐺)𝐻 (3-37) 

𝛷𝜉𝑤𝑘
為訊號ξ與訊號𝑤𝑘的互功率譜密度(Cross power spectral density)，𝛷𝑤𝑘𝑤𝑘

為訊號

𝑤𝑘的功率譜密度(Power spectral density)。 

自適應濾波過程的數學邏輯： 

 min
𝐹𝐿

||(𝐼 − 𝐹𝐿𝐺)𝑤𝑘||2 (3-38) 

 min
𝐹𝐿

′
||(𝐼 − 𝐹𝐿

′𝐺)𝐻𝑤𝑘||2 (3-39) 

這裡的𝑔(⋅)是非線性系統，在收斂分析中，如 LTI 算法一樣只能分析輸入收斂性條

件，輸入訊號的收斂性條件： 

𝛥 
𝑤𝑘 𝜉 

𝛥′ 
𝑤𝑘 𝜉′ 
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 γ′ = ||(𝐈 − 𝐅𝐋
′𝐆)||𝟐 < 1 (3-40) 

要分析此輸入收斂條件𝛄′，需要假借𝛥′(𝑧−1)，若𝐹𝐿
′𝐺 ≈ 𝐼，也就是自適應逆濾波系

統的性能精良的情況下，假設𝛥′(𝑧−1)為 LTI，收斂條件𝛄′可被轉換成：

 ||(𝐈 − 𝐅𝐋
′𝐆)||𝟐 = ||(𝐼 − 𝐹𝐿

′𝐺)||∞ = 𝑠𝑢𝑝𝜔𝜎̅(𝐼 − 𝐹𝐿
′𝐺) (3-41) 

 𝑠𝑢𝑝𝜔𝜎̅(𝐼 − 𝐹𝐿
′𝐺) = 𝑠𝑢𝑝𝜔𝜎̅(𝛥′𝐻−1) (3-42) 

兩種左反矩陣法適用場域與分析條件限制： 

 左反矩陣法 

LTI 算法 非 LTI 算法 

LTI 系統 ○ ○ 

LTI 輸入收斂條件分析 ○ ○ 

LTI 誤差收斂條件分析 × × 

非 LTI 系統 ○ ○ 

非 LTI 輸入收斂條件分析 ○ ○ 

非 LTI 誤差收斂條件分析 × × 

Table 3-1 兩種左反矩陣法適用場域與適用分析條件表 

根據上方對兩種左反矩陣法的介紹，此種算法無論對 LTI 系統還是非 LTI 系

統皆無法分析誤差收斂條件，且學理上都無法直接針對誤差使之衰減，收斂速度可

能受到影響，為了解決這個問題，提出了以下兩個關於右反矩陣的算法。 

3.2.2 Right Inverse Method with Exhaust Transpose 

右反矩陣多次試驗法是以試驗方式調整進入自適應逆濾波系統的訊號，來達

到調整自適應逆濾波結構擬合物的方法。接下來關於右反矩陣多次試驗法的介紹

將會分為針對 LTI 系統與針對非 LTI 系統的兩部分，內容中會包含演算法步驟、收

斂性分析方法與限制。 
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3.2.2.1 LTI system 

 

Fig 3.11 Right MIMO with Exhaust Transpose 演算法方塊圖 

演算法分為三步驟： 

(1) 將控制輸入𝑢𝑘輸入系統𝑔(⋅)以取得其輸出𝑦𝑘與誤差訊號𝑒𝑘。 

(2-1)多次分別將線性系統𝑔(⋅)沿著控制輸入𝑢𝑘線性化成線性時變系統𝐺，經過訊號

重組後取得轉置過後的系統激發輸出𝐺𝑇𝑤𝑘。 

𝑔(⋅) 

𝑔(⋅) 

𝑔(⋅) 

𝑔(⋅) 

𝑢𝑘,1 
𝑢𝑘,2 

𝑢𝑘,1 
𝑢𝑘,2 

𝑢𝑘,1 
𝑢𝑘,2 

𝑢𝑘,1 
𝑢𝑘,2 

𝑤𝑘,1 

𝑤𝑘,1 

𝑤𝑘,2 

𝑤𝑘,2 

𝑦𝑘,1 

𝑦𝑘,2 

𝑦𝑘,2 

𝑦𝑘,1 
𝐺𝑇𝑤𝑘 

(𝐺𝑇𝑤𝑘)1 

(𝐺𝑇𝑤𝑘)2 

2-1) 

- 

- 

− 

- 

𝑔(⋅) 
𝑢𝑘  𝑦𝑘  

𝑟 
𝑒𝑘 

1) 

- 

𝑄 

𝐹𝑅𝑒𝑘 

𝑢𝑘  𝑢𝑘+1 
3) 

𝐺𝑇 𝐹𝑅𝑐
𝑇  

𝑞−𝑑𝑀 
𝑤𝑘  

𝐺𝑇𝑤𝑘 2-2) 

𝑒𝑘 𝐹𝑅𝑒𝑘 
(𝐹𝑅𝑐

𝑇 )𝑇𝑞𝑑 

𝜉 

- 
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(2-2)將步驟(2-1)的輸出𝐺𝑇𝑤𝑘置入自適應逆濾波系統，得出轉置過後系統的左反矩

陣𝐹𝑅
𝑇，再同步轉置其成原系統𝐺的右反矩陣𝐹𝑅作為學習控制器並將誤差訊號𝑒𝑘

同步濾波。 

(3) 使用學習控制器濾波完成的訊號𝐹𝑅𝑒𝑘，更新下一次迭代輸入𝑢𝑘+1。 

自適應濾波過程的數學邏輯如下： 

 min
𝐹𝑅

||(𝑀 − 𝐹𝑅
𝑇𝐺𝑇)𝑤𝑘||2 (3-43) 

假設 MIMO 系統𝑔(⋅)是 LTI 方陣的情形，步驟(2-1)前半有些弔詭，但這是為

了比較在非線性系統𝑔(⋅)使用該演算法的緣故，在 LTI 系統上做線性化確實無效益，

但也不應該影響性能。在本節 3.2 開頭中提到，為了得到系統的右反矩陣𝐹𝑅，以盡

可能提升誤差收斂性能，因為誤差的收斂條件為： 

 ρ = ||𝐐(𝐈 − 𝐆𝐅)||𝟐 < 1 (3-44) 

此演算法使用系統轉置的方式得出： 

 (𝑀 − 𝐹𝑅
𝑇𝐺𝑇)𝑇 = 𝑀 − 𝐺𝐹𝑅 (3-45) 

將置入自適應濾波結構的系統𝐺更改為𝐺𝑇時，如 Fig 3.11 步驟(2-2)，就可以得到轉

置過後的系統𝐺𝑇的左反矩陣𝐹𝑅
𝑇，再將其進一步轉置，就能得到原系統𝐺的右反矩陣

𝐹𝑅。因為系統未知，如 Fig 3.11 步驟(2-1)以雙輸入雙輸出系統為例，使用訊號拆分

重組的共(輸入數×輸出數)次實驗，重組經分散激發的原系統𝐺資訊輸出，合成模擬

轉置後的系統𝐺𝑇行為後，再將其資訊送入自適應逆濾波結構。 
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Fig 3.12 雙輸入雙輸出合成轉置訊號示意 

最後將得出的學習控制器𝐹𝑅
𝑇再次轉置為𝐹𝑅用以實行 ILC，而轉置多變數 FIR 濾波

器如下 Fig 3.13 所示： 

 

Fig 3.13 雙輸入雙輸出 2 taps FIR 濾波器轉置例 

其餘 Fig 3.11 步驟(1)(3)皆與 3.2.1 中步驟相同。 

在收斂性分析中，終於可以分析我們最關心的性能指標，誤差訊號的收斂條件為： 

 ρ = ||𝐐(𝐈 − 𝐆𝐅𝐑)||𝟐 < 1 (3-46) 

若要分析誤差收斂條件ρ，需要假借Δ(𝑧−1)系統，Δ(𝑧−1)可以從演算法步驟(2)自

𝑔(⋅) 

𝑔(⋅) 

𝑔(⋅) 

𝑔(⋅) 

𝑢𝑘,1 
𝑢𝑘,2 

𝑢𝑘,1 
𝑢𝑘,2 

𝑢𝑘,1 
𝑢𝑘,2 

𝑢𝑘,1 
𝑢𝑘,2 

𝑤𝑘,1 

𝑤𝑘,1 

𝑤𝑘,2 

𝑤𝑘,2 

𝑦𝑘,1 

𝑦𝑘,2 

𝑦𝑘,2 

𝑦𝑘,1 
𝐺𝑇𝑤𝑘 

(𝐺𝑇𝑤𝑘)1 

(𝐺𝑇𝑤𝑘)2 

2-1) 

- 

- 

− 

- 

𝐹1,1[0] 𝐹1,2[0] 

𝐹2,1[0] 𝐹2,2[0] 

𝐹1,1[1] 𝐹1,2[1] 

𝐹2,1[1] 𝐹2,2[1] 

𝐹1,1[0] 𝐹1,2[0] 

𝐹2,1[0] 𝐹2,2[0] 

𝐹1,1[1] 𝐹1,2[1] 

𝐹2,1[1] 𝐹2,2[1] 
Transpose 
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適應逆濾波系統的輸入ω𝑘與輸出ξ中求出。 

 

Fig 3.14 Δ方塊圖 

 𝛷𝜉𝑤𝑘
𝛷𝑤𝑘𝑤𝑘

−1 = 𝛥(𝑧−1) = 𝑀 − 𝐹𝑅
𝑇𝐺𝑇 = (𝑀 − 𝐺𝐹𝑅)𝑇 (3-47) 

其中𝛷𝜉𝑤𝑘
為訊號ξ與訊號𝑤𝑘的互功率譜密度(Cross power spectral density)，𝛷𝑤𝑘𝑤𝑘

為

訊號𝑤𝑘的功率譜密度(Power spectral density)。若𝐹𝑅
𝑇𝐺𝑇 ≈ 𝑀，也就是自適應擬濾波

系統的性能精良的情況下，假設Δ(𝑧−1)為 LTI，則收斂條件𝛒可以被轉換成： 

 ||𝐐(𝐈 − 𝐆𝐅𝐑)||𝟐 = ||Q(𝐼 − 𝐺𝐹𝑅)||∞ = 𝑠𝑢𝑝𝜔𝜎̅(Q(𝐼 − 𝐺𝐹𝑅)) (3-48) 

 𝑠𝑢𝑝𝜔𝜎̅(Q(𝐼 − 𝐺𝐹𝑅)) = 𝑠𝑢𝑝𝜔𝜎̅ (Q (𝐼 − 𝑀 +Δ
T
)) (3-49) 

 

3.2.2.2 Non-LTI system 

若𝑔(⋅)不是 LTI 系統，步驟(2)中將激發訊號𝑤𝑘通過一個權重濾波器𝐻，移除低

通濾波器𝑀，並移除步驟(3)ILC 低通濾波器𝑄。 

𝛥 
𝑤𝑘 𝜉 
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Fig 3.15 加入權重濾波器𝐻示意圖 

權重的調整如下： 

 

Fig 3.16 權重濾波器𝐻示意圖 

 

Fig 3.17 𝛥與𝛥′示意圖 

𝑔(⋅) 

𝑔(⋅) 

𝑔(⋅) 

𝑔(⋅) 

𝑢𝑘,1 
𝑢𝑘,2 

𝑢𝑘,1 
𝑢𝑘,2 

𝑢𝑘,1 
𝑢𝑘,2 

𝑢𝑘,1 
𝑢𝑘,2 

𝑤𝑘,1
′  

𝑤𝑘,1
′  

𝑤𝑘,2
′  

𝑤𝑘,2
′  

𝑦𝑘,1 

𝑦𝑘,2 

𝑦𝑘,2 

𝑦𝑘,1 
𝐺𝑇𝑤𝑘

′  

(𝐺𝑇𝑤𝑘
′ )1 

(𝐺𝑇𝑤𝑘
′ )2 

2-1) 

- 

- 

- 

- 

- 

𝐻 𝑤′𝑘  𝑤𝑘  

𝐺𝑇 𝐹𝑅𝑐
′𝑇 

𝑞−𝑑  
𝑤𝑘

′  

𝐺𝑇𝑤𝑘
′  

2-2) 

𝑒𝑘 𝐹𝑅
′𝑒𝑘 

(𝐹𝑅𝑐
′𝑇)𝑇𝑞𝑑 

𝜉′ 

Δ 
𝑤𝑘 𝜉 

Δ′ 
𝑤𝑘 𝜉′ 
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對比有無加上權重濾波器𝐻：  

 𝛷𝜉𝑤𝑘
𝛷𝑤𝑘𝑤𝑘

−1 = 𝛥(𝑧−1) = (𝐼 − 𝐹𝑅
𝑇𝐺𝑇) (3-50) 

 𝛷𝜉′𝑤𝑘
𝛷𝑤𝑘𝑤𝑘

−1 = 𝛥′(𝑧−1) = (𝐼 − 𝐹𝑅
′ 𝑇

𝐺𝑇)𝐻 (3-51) 

𝛷𝜉𝑤𝑘
為訊號ξ與訊號𝑤𝑘的互功率譜密度(Cross power spectral density)，𝛷𝑤𝑘𝑤𝑘

為訊

號𝑤𝑘的功率譜密度(Power spectral density)。 

自適應濾波過程： 

 min
𝐹𝑅

||(𝐼 − 𝐹𝑅
𝑇𝐺𝑇)𝑤𝑘||2 (3-52) 

 min
𝐹𝑅

′
||(𝐼 − 𝐹𝑅

′ 𝑇
𝐺𝑇)𝐻𝑤𝑘||2 (3-53) 

在收斂性分析中，我們在意的性能指標，誤差訊號的收斂性條件： 

 ρ′ = ||(𝐈 − 𝐆𝐅𝐑
′ )||𝟐 < 1 (3-54) 

要分析此收斂條件ρ′，需要假借𝛥′(𝑧−1)，若𝐹𝑅
′ 𝑇

𝐺𝑇 ≈ 𝐼，也就是自適應擬濾波系統

的性能精良的情況下，假設𝛥′(𝑧−1)為 LTI，則收斂條件𝛒′可以被轉換成： 

 ||(𝐈 − 𝐆𝐅𝐑
′ )||𝟐 = ||(𝐼 − 𝐺𝐹𝑅

′ )||∞ = 𝑠𝑢𝑝𝜔𝜎̅(𝐼 − 𝐺𝐹𝑅
′ ) (3-55) 

 𝑠𝑢𝑝𝜔𝜎(𝐼 − 𝐹𝑅
′𝐺) = 𝑠𝑢𝑝𝜔𝜎(𝐻−1𝛥′𝑇) (3-56) 

兩種右反矩陣多次試驗法的適用場域與分析條件限制：

 右反矩陣多次試驗法 

LTI 算法 非 LTI 算法 

LTI 系統 ○ ○ 

LTI 輸入收斂條件分析 × × 

LTI 誤差收斂條件分析 ○ ○ 

非 LTI 系統 × ○ 

非 LTI 輸入收斂條件分析 × × 

非 LTI 誤差收斂條件分析 × ○ 

Table 3-2 兩種右反矩陣多次試驗法適用場域與適用分析條件表 

此兩種右反矩陣多次試驗法的優點在於直接針對誤差訊號使之衰減，使之加快收

斂速度，其也可以對誤差條件進行分析；缺點是需要共(輸入數×輸出數)次試驗，

相當耗時，且可能觸發更多次源自試驗的非理想誤差來源，例如：非連續性的庫

倫摩擦力(Coulomb friction)，LTI 算法針對非方陣 MIMO 系統時也無法使用，因
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為要描述收斂誤差方程式必須滿足𝐐𝐆 = 𝐆𝐐。 

3.2.3 Right Inverse Method with Fast Transpose. 

由於上述方法對於維度較高的多變數系統需要許多實驗才能建構學習函數，在此

提倡一個建構右反矩陣的快速轉置法[32]，主要是利用兩次自適應濾波過程擬合系

統右反矩陣的方法。接下來的介紹會分成針對 LTI 方陣系統與針對非 LTI 系統兩

部分，內容中會包含演算法步驟、收斂性分析方法與限制。 

3.2.3.1 LTI system 

 

Fig 3.18 Right MIMO with Fast Transpose 演算法方塊圖 

𝑔(⋅) 
𝑢𝑘  𝑦𝑘  

𝑟 
𝑒𝑘 

1) 

- 

𝑄 

𝐹𝑅𝑒𝑘 

𝑢𝑘  𝑢𝑘+1 3) 

 

𝑔(⋅) 
𝑤𝑘 𝑢𝑘 𝑦𝑘 

𝐺𝑤𝑘  

𝐺 

𝐺෠ 

𝐺෠𝑐𝑜𝑝𝑦
𝑇  

𝑀𝑞−𝑑 

𝐹𝑅𝑐
𝑇  

𝑤𝑘  
𝐺𝑤𝑘  

- 

𝑤𝑘  

- 
𝜉 

𝑒𝑘 𝐹𝑅𝑒𝑘 
(𝐹𝑅𝑐

𝑇 )𝑇𝑞𝑑 

2-1) 

2-2) 

θ 
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演算法分為三步驟： 

(1) 將控制輸入𝑢𝑘輸入系統𝑔(⋅)以取得其輸出𝑦𝑘與誤差訊號𝑒𝑘。 

(2-1)將線性系統𝑔(⋅)沿著控制輸入𝑢𝑘線性化成線性時變系統𝐺，將受激發系統輸出

𝐺𝑤𝑘經過自適應濾波識別系統擬和系統𝐺෠。 

(2-2)將步驟(2-1)得到的擬和系統𝐺෠轉置後放入自適應逆濾波系統，得出轉置過後 

系統𝐺෠𝑇的左反矩陣𝐹𝑅
𝑇，再同步轉置其成原擬合系統𝐺෠的右反矩陣，作為學習控

制器𝐹𝑅並將誤差訊號𝑒𝑘同步濾波。 

(3) 使用學習控制器濾波完成的訊號𝐹𝑅𝑒𝑘，更新下一次迭代輸入𝑢𝑘+1。 

假設 MIMO 系統𝑔(⋅)是 LTI 方陣的情形，步驟(2-1)前半有些弔詭，但這是為

了比較在非線性系統𝑔(⋅)使用該演算法的緣故，在 LTI 系統上做線性化確實無效益，

但也不應該影響性能。如同前一個小節 3.2.2，此演算法一樣為了得到系統的右反

矩陣𝐹𝑅，利用轉置系統的方式得出，與上一個演算法不同的是，為求轉置過後系統

受激發的訊號𝐺𝑇𝑤𝑘，這裡使用自適應濾波系統識別的方式，擬合轉置過後的系統

𝐺෠𝑇，如 Fig 3.18 一開頭所示。這裡一樣使用 RLS FIR 型自適應濾波器作為擬和過

後的系統。 

 

Fig 3.19 轉置 FIR 擬和系統，雙輸入雙輸出 2 taps 例圖 

在收斂性分析中，誤差訊號的收斂條件為： 

 ρ = ||𝐐(𝐈 − 𝐆𝐅𝐑)||𝟐 < 1 (3-57) 

而在這邊可以一樣使用兩個自適應濾波結構中的訊號構成收斂條件ρ，假借𝛥1(𝑧
−1)

與𝛥2(𝑧
−1)系統：

𝐺෠1,1[0] 𝐺෠1,2[0] 
𝐺෠2,1[0] 𝐺෠2,2[0] 

𝐺෠1,1[1] 𝐺෠1,2[1] 
𝐺෠2,1[1] 𝐺෠2,2[1] 

Transpose 𝐺෠1,1[1] 𝐺෠2,1[1] 

𝐺෠1,2[1] 𝐺෠2,2[1] 

𝐺෠1,1[1] 𝐺෠2,1[1] 

𝐺෠1,2[1] 𝐺෠2,2[1] 
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 ||𝐐(𝐈 − 𝐆𝐅𝐑)||𝟐 = ||𝑄[𝐼 − 𝑀 + 𝑀 − (𝐺 − 𝐺෠ + 𝐺෠)𝐹𝑅]||∞ (3-58) 

 = ||𝑄(𝐼 − 𝑀) + 𝑄(𝑀 − 𝐺෠𝐹𝑅) − 𝑄(𝐺 − 𝐺෠)𝐹𝑅||∞ (3-59) 

 ≤ ||𝑄(𝐼 − 𝑀)||∞ + ||𝑄(𝑀 − 𝐺෠𝐹𝑅)||∞ + ||𝑄(𝐺 − 𝐺෠)𝐹𝑅||∞ (3-60) 

 ||𝑄(𝐼 − 𝑀)||∞ + ||𝑄𝛥2
𝑇||∞ + ||𝑄𝛥1𝐹𝑅||∞ < 1 (3-61) 

𝑠𝑢𝑝𝜔𝜎̅(𝑄(𝐼 − 𝑀)) + 𝑠𝑢𝑝𝜔𝜎̅(𝑄𝛥2
𝑇) + 𝑠𝑢𝑝𝜔𝜎(𝑄𝛥1) ⋅

||𝐹𝑅𝑒𝑘||2
||𝑒𝑘||2

< 1 
(3-62) 

(3-60)的第一項是使用參考模型的性能，第二項是參考模型的匹配誤差，第三項則

是系統識別的加權誤差，每一項𝐻∞ norm 都可以藉由步驟(2)訊號處理得出，其中： 

 

Fig 3.20 𝛥1與𝛥2示意圖 

 𝛷θ𝑤𝑘
𝛷𝑤𝑘𝑤𝑘

−1 = 𝛥1(𝑧
−1) = (𝐺 − 𝐺෠) (3-63) 

 𝛷𝜉𝑤𝑘
𝛷𝑤𝑘𝑤𝑘

−1 = 𝛥2(𝑧
−1) = 𝑀 − 𝐹𝑅

𝑇𝐺෠𝑇 (3-64) 

𝛷θ𝑤𝑘
為訊號θ與訊號𝑤𝑘的互功率譜密度(Cross power spectral density)，𝛷𝑤𝑘𝑤𝑘

為訊號

𝑤𝑘的功率譜密度(Power spectral density)。這裡假設𝐺෠ ≈ 𝐺、𝐹𝑅
𝑇𝐺෠𝑇 ≈ 𝑀，𝛥1(𝑧

−1)、

𝛥2(𝑧
−1)為 LTI。 

3.2.3.2 Non-LTI system 

若𝑔(⋅)不是 LTI 系統， Fig 3.18 步驟(2)中將激發訊號通過一個權重濾波器𝐻，移除

低通濾波器𝑀，並移除 Fig 3.18 步驟(3)ILC 低通濾波器𝑄。 

𝛥2 
𝑤𝑘 𝜉 

𝛥1 
𝑤𝑘 θ 
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Fig 3.21 加入權重濾波器𝐻示意圖 

權重的調整如下： 

 

Fig 3.22 權重濾波器𝐻示意圖 

 

𝐺 

𝐺෠′ 

𝐺෠′
𝑐𝑜𝑝𝑦
𝑇

 

𝑞−𝑑 

𝐹𝑅𝑐
′𝑇 

𝑤𝑘
′  𝐺𝑤𝑘

′  

- 

𝑤𝑘
′  

- 
𝜉′ 

𝑒𝑘 𝐹𝑅
′𝑒𝑘 

(𝐹𝑅𝑐
′𝑇)𝑇𝑞𝑑 

2-2) 

- 𝑔(⋅) 
𝑤𝑘

′  𝑢𝑘  𝑦𝑘  
𝐺𝑤𝑘

′  

2-1) 
𝐻  

𝑤′𝑘  𝑤𝑘  

θ′ 
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Fig 3.23 𝛥1與𝛥2示意圖 

對比有無加上權重濾波器𝐻： 

 𝛷θ𝑤𝑘
𝛷𝑤𝑘𝑤𝑘

−1 = 𝛥1(𝑧
−1) = (𝐺 − 𝐺෠) (3-65) 

 𝛷θ′𝑤𝑘
′ 𝛷𝑤𝑘𝑤𝑘

−1 = 𝛥1
′ (𝑧−1) = (𝐺 − 𝐺෠′)𝐻 (3-66) 

 𝛷𝜉𝑤𝑘
𝛷𝑤𝑘𝑤𝑘

−1 = 𝛥2(𝑧
−1) = (𝐼 − 𝐺෠𝐹𝑅)

𝑇
 (3-67) 

 𝛷𝜉′𝑤𝑘
𝛷𝑤𝑘𝑤𝑘

−1 = 𝛥2
′ (𝑧−1) = (𝐼 − 𝐺෠′𝐹𝑅

′)
𝑇
𝐻 (3-68) 

𝛷θ𝑤𝑘
為訊號θ與訊號𝑤𝑘的互功率譜密度(Cross power spectral density)，𝛷𝑤𝑘𝑤𝑘

為訊

號𝑤𝑘的功率譜密度(Power spectral density)。 

自適應濾波過程： 

 min
𝐺෠

||(𝐺 − 𝐺෠)||2 (3-69) 

 min
𝐺෠′

||(𝐺 − 𝐺෠′)𝐻||2 (3-70) 

 min
𝐹𝑅

||(𝐼 − 𝐺෠𝐹𝑅)
𝑇
||2 (3-71) 

 min
𝐹𝑅

′
||(𝐼 − 𝐺෠′𝐹𝑅

′)
𝑇
𝐻||2 (3-72) 

在收斂性分析中，誤差訊號的收斂條件： 

 ρ′ = ||(𝐈 − 𝐆𝐅𝐑
′ )||𝟐 < 1 (3-73) 

為分析誤差收斂條件ρ′，需要假借𝛥1
′ (𝑧−1)與𝛥2

′ (𝑧−1)系統，若𝐺෠′ ≈ 𝐺、𝐹𝑅
′ 𝑇

𝐺෠′𝑇 ≈ 𝐼，

也就是自適應逆濾波系統的性能精良的情況下，誤差收斂條件𝛒′可以被轉換成： 

 ||(𝐈 − 𝐆𝐅𝐑
′ )||𝟐 = ||(𝐼 − 𝐺𝐹𝑅

′ )||∞ = ||(𝐼 − 𝐺෠′𝐹𝑅
′ − (𝐺 − 𝐺෠′)𝐹𝑅

′)||∞ (3-74) 

𝛥2 
𝑤𝑘 𝜉 

𝛥1 
𝑤𝑘 θ 

𝛥2
′  

𝑤𝑘 𝜉′
 

𝛥1
′  

𝑤𝑘 θ′ 
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 ≤ ||𝐼 − 𝐺෠′𝐹𝑅
′ ||∞ + ||(𝐺 − 𝐺෠′)||∞ ⋅ ||𝐹𝑅

′ ||𝟐 (3-75) 

 𝑠𝑢𝑝𝜔𝜎̅(𝐼 − 𝐺෠′𝐹𝑅
′) + 𝑠𝑢𝑝𝜔𝜎̅ ((𝐺 − 𝐺෠′)) ⋅

||𝐹𝑅
′𝑒𝑘||2

||𝑒𝑘||2
< 1 (3-76) 

 𝑠𝑢𝑝𝜔𝜎̅(𝐻−1𝛥2
′ 𝑇

) + 𝑠𝑢𝑝𝜔𝜎(𝛥1
′ 𝐻−1) ⋅

||𝐹𝑅
′𝑒𝑘||2

||𝑒𝑘||2
< 1 (3-77) 

兩種右反矩陣快速轉置法的適用場域與分析條件限制： 

 右反矩陣快速轉置法 

LTI 算法 非 LTI 算法 

LTI 系統 ○ ○ 

LTI 輸入收斂條件分析 × × 

LTI 誤差收斂條件分析 ○ ○ 

非 LTI 系統 × ○ 

非 LTI 輸入收斂條件分析 × × 

非 LTI 誤差收斂條件分析 × ○ 

Table 3-3 兩種右反矩陣快速轉置法適用場域與適用分析條件表 

此兩種右反矩陣快速轉置法的優點是學理上直接針對誤差訊號使之衰減，加快誤

差收斂速度，且不需要多增加試驗次數；缺點是需要多承受一次自適應濾波誤差，

且 LTI 算法無法在非方陣系統下運作，因為描述收斂誤差方程式必須滿足𝐐𝐆 = 𝐆𝐐。 
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3.2.4 Summary 

三種 MIMO 演算法適用的場域與適用分析條件： 

 左反矩陣法 右反矩陣多次試驗法 右反矩陣快速轉置法 

LTI 算法 非LTI算法 LTI 算法 非LTI算法 LTI 算法 非LTI算法 

LTI 系統 ○ ○ ○ ○ ○ ○ 

LTI 輸入收斂

條件分析 
○ ○ × × × × 

LTI 誤差收斂

條件分析 
× × ○ ○ ○ ○ 

非 LTI 系統 ○ ○ × ○ × ○ 

非 LTI 輸入收

斂條件分析 
○ ○ × × × × 

非 LTI 誤差收

斂條件分析 
× × × ○ × ○ 

Table 3-4 MIMO 演算法適用場域與適用分析條件總表 

三種 MIMO 演算法試驗與自適應濾波次數： 

 左反矩陣法 右反矩陣多次試驗法 右反矩陣快速轉置法 

總試驗次數 1 次 (𝑥𝑖 × 𝑥𝑜)次 1 次 

自適應濾波次數 1 次 1 次 2 次 

Table 3-5 MIMO 演算法試驗與自適應濾波次數表 
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兩種右反矩陣算法優劣關係如下： 

 右反矩陣多次試驗法 右反矩陣快速轉置法 

優勢 

求取系統轉置訊號時只需承受一次自

適應濾波誤差。 

只需一次試驗，省時的同時無觸

發更多源自試驗中的誤差。 

劣勢 

試驗次數隨著系統輸入數與輸出數增

多而增加，費時的同時可能觸發更多

源自試驗的誤差。 

需承受兩次自適應濾波誤差。 

Table 3-6 兩右反矩陣方法優劣關係表 
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3.3 Parameter Design  

此節將詳細介紹關於上述三個演算法的參數設計，開頭會先介紹無論針對 LTI 或

是針對非 LTI 系統算法都適用的參數設計邏輯，接著分別介紹個別演算法獨有的

參數。 

FIR 學習控制器𝐹的長度(taps)𝐿選用邏輯： 

用一個假設系統𝐺𝑓(𝑧
−1)為例： 

 𝐺𝑓(𝑧
−1) =

1

1 − 𝑎𝑧−1
, 𝑎 ∈ 𝑅, 0 ≤ 𝑎 < 1 (3-78) 

若一個穩定的 SISO 受控系統𝐺 = 𝐺𝑓
𝑥(𝑧−1)則學習控制器𝐹應該擬合成： 

 𝐹 ≈ 𝐺−1 = 𝐺𝑓
−𝑥 = (1 − 𝑎𝑧−1)𝑥 (3-79) 

 

Fig 3.24 受控系統𝐺脈衝響應 

從 Fig 3.24 得知，若𝑥越大，𝐺收斂的就越晚；從式(3-79)看出，若𝑥越大，𝐹所需的

長度就越長。以此可以大概理解成，若將𝐺轉換成 FIR 濾波器形式，其有效長度(衰

減至零前)越長，需要被擬合的𝐺−1也就越長，而𝐹選用的長度𝐿就應該更長才能包

含所有資訊。需注意的是，𝐿不是越長越好，因為本論文選用 RLS 自適應濾波器求

取𝐹，而此種自適應濾波器對於過度擬合(over fitting)沒有針對性的解決手段，也因
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此在未來中可以考慮導入 LRLS(Lattice Recursive Least Square) [33]，此種方法有階

數遞迴的特性(order recursive property)，對過度擬合相對不敏感，能減少對此參數

𝐿的設計試錯時間；除此之外過長的 FIR 濾波器也會造成運算負擔，在多變數場域

尤其明顯，因為一個取樣時間𝑇𝑠區間中自適應濾波器擬合𝐹的計算量會以𝑂(𝐿 ×

𝑥𝑖 × 𝑥𝑜)的速度增長，可能導致設計出的 FIR 濾波器無法實際投入應用。若遇到系

統有效脈衝響應時間過長，使得 FIR 濾波器長度𝐿過長時，可以嘗試幾種處置方向： 

(1) 若系統沒有高頻動態可選用較大的取樣時間𝑇𝑠。 

(2) 選用計算更有效率的 LRLS 自適應濾波方法[4]。 

(3) 選用不同基底的濾波器來描述系統，例如：拉蓋爾濾波器(Laguerre filter)[34]。 

 

自適應逆濾波結構中延遲𝑑選用邏輯： 

 

Fig 3.25 自適應逆濾波結構 

𝐹𝑐為因果性 FIR 濾波器，假設一個穩定的 SISO 受控系統𝐺 = 𝑧−𝑣𝐺𝑓(𝑧
−1)， 

 𝐺𝑓(𝑧
−1) = 1 − 𝑏𝑧−1 (3-80) 

若無延遲𝑑，學習控制器𝐹 = 𝐹𝑐需要擬合為： 

 𝐹𝑐𝐺 ≈ 1 (3-81) 

 𝐹𝑐 ≈ 𝐺−1 = 𝑧𝑣𝐺𝑓
−1 = 𝑧𝑣

𝑧

𝑧 − 𝑏
= 𝑧𝑣(1 + 𝑏𝑧−1 + 𝑏2𝑧−2 + ⋯) (3-82) 

𝐺 𝐹𝑐  
𝐺𝑤𝑘 

𝑤𝑘 
𝑞−𝑑  

𝜉 

- 

𝑤𝑘 
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Fig 3.26 反系統𝐺−1脈衝響應 

因為𝐹𝑐為因果性的(causal)，當𝐺的分子分母階數差𝑣越大時，𝐹𝑐能蒐集到的反系統資

訊就越少，於是需要引入延遲d，使得𝐹 = 𝐹𝑐𝑧
𝑑，而𝐹𝑐要擬合成：

 𝐹𝑐𝐺 ≈ 𝑧−𝑑 (3-83) 

 𝐹𝑐 ≈ 𝑧−𝑑𝐺−1 = 𝑧𝑣−𝑑(1 + 𝑏𝑧−1 + 𝑏2𝑧−2 + ⋯) (3-84) 

這裡不寫𝐹 = 𝐹𝑐𝑞
𝑑而寫𝐹 = 𝐹𝑐𝑧

𝑑是因為𝐺 = 𝑧−𝑣𝐺𝑓(𝑧
−1)，𝐺為 LTI，為說明方便，否

則 LTV 的𝐹使用頻域的𝑧做表示不甚恰當。延遲𝑑的選用還有處置𝐺不穩定零點

(unstable zero)的作用，與𝐺的雙邊反系統(two sided-inverse)有關，因為𝐹可以是非因

果性的[35]。 

 填充初始值數(Pad length)選用邏輯： 
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Fig 3.27 2 × 2系統填充零示意 

 

Fig 3.28 激發𝑔(⋅)線性化過程 

為了減少自適應濾波初始誤差的影響，使用填充初始命令值的方式，如 Fig 3.27，

以一個2 × 2的系統為例，紅色箭頭的起始點是真實軌跡的起始點，當置入激發訊

號𝑤𝑘時使用的是填充過的𝑢𝑘
′，減去的也是填充過的𝑦𝑘

′，更新時會再將𝑢𝑘自𝑢𝑘
′中從

填充數目為起點擷取出來。 

LTI 算法中的低通濾波器𝑄選用邏輯： 

根據 LTI 算法輸入與誤差收斂條件： 

 γ = ||𝐐(𝐈 − 𝐅𝐆)||𝟐 < 1 (3-85) 

 ρ = ||𝐐(𝐈 − 𝐆𝐅)||𝟐 < 1 (3-86) 

𝑄的作用是使收斂條件的高頻增益受抑制，因為使用的激發訊號頻段為了保護系統，

有經過一個低通濾波器，也就是說學習控制計𝐹的擬合主要集中於低頻，高頻的響

Real trajectory start 

𝑔(⋅) 
𝑤𝑘 

𝑢𝑘
′  𝑦𝑘

′  
𝐺𝑤𝑘 
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應與系統不甚相關，選用軌跡的頻段也集中於中低頻，所以用𝑄來抑制更新輸入時

的高頻部分。而又根據穩態誤差表現式： 

 𝐞∞ = (𝐈 − 𝐐(𝐈 − 𝐆𝐅))
−𝟏

(𝐈 − 𝐐)𝐫 (3-87) 

𝑄的選用越接近全通，穩態誤差越小，所以必須在收斂速度與穩態誤差之間權衡，

當然前提是可以收斂。下方 Fig 3.29 以針對2 × 2的系統為例，左圖左反矩陣法輸

入收斂條件為式(3-88)，右圖為𝑄的選用頻段。  

 ||𝑄(𝐼 − 𝐹𝐺)||∞ < 1 (3-88) 

 

Fig 3.29 𝑄對收斂條件修整示意 

權重濾波器𝐻選用邏輯： 
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Fig 3.30 非 LTI 左反矩陣法步驟(2) 

以 Fig 3.30 為例，自適應濾波數學邏輯： 

 min
𝐹𝐿

′
||(𝐼 − 𝐹𝐿

′𝐺)𝐻𝑤𝑘||2 (3-89) 

𝐻的選用必須要隨著收斂條件圖調整，像是將最小平方法的運算重心給放在高頻上

一樣，使得高頻處𝐹𝐿
′更接近𝐺−1[36]，下方 Fig 3.31，以2 × 2系統為例，選用的𝐻頻

段，以及對左反矩陣法輸入收斂條件的影響。 

 

Fig 3.31 𝐻對收斂條件影響示意 
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Chapter 4 Results 

本章將對選定的測試系統進行演算法的模擬和實驗結果的比較，以分析兩者之間

的差異及其原因。關於應對非 LTI 系統的演算法，及具有權重濾波器𝐻的演算法，

在頻域上，𝐻的型式類似於高通濾波器，但在機構上輸入高頻激發命令可能引起一

些疑慮，因此在未來，實驗中仍需解決一些相關問題。 

4.1 LTI System 

4.1.1 Test System Introduction 

 

Fig 4.1 測試硬體與命令軌跡圖 

選定一個龍門式𝑥 − 𝑦運動平台與軌跡命令作為測試 LTI 系統演算法之硬體，如 Fig 

4.1，該系統的目標為同時追蹤兩個𝑦軸的軌跡命令，這項測試旨在驗證演算法能夠

解決系統耦合的問題，因為平台在 y 方向上兩𝑦軸有相互耦合的現象。系統耦合的

來源主要來自於機構，當𝑦1軸向前移動時會在龍門重心處施一向上的力矩，𝑦2軸必

須要補償向前的力才能平衡力矩達到兩𝑦軸同步。需要注意的是，龍門的重心不一

定落在兩𝑦軸距離之中點。龍門式架構常見於平台式印表機(flatbed printer)[38][39]，

波型重建平台(waveform replication)[40]，這樣的平台通常具有耦合效性與參數(如

圖中負載的 x 方向位置)變化特性。 

𝒙 

𝒚𝟏 

𝒚𝟐 
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在此測試中，取樣時間為 0.005 秒，及奈氏頻率為 100 赫茲，這個選擇是依據系統

軌跡、馬達與機構限制，因為所需控制信號的頻段主要集中於低頻範圍。控制訊號

藉由控制器發出後，通過控制箱將電壓輸入馬達，所有馬達都連接機構並與各自的

旋轉編碼器提供的迴授輸出形成封閉迴路如 Fig 4.2 所示。  

 

Fig 4.2 系統示意圖 

 

Fig 4.3 系統波德圖 

雖然本論文的方法強調數據驅動，但依舊在學理驗證的需求中，進行系統識別，在
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此是使用系統斜坡軌跡輸出經過二次差分的方式得到一組系統的脈衝響應，再將

其進行離散傅立葉轉換得到系統頻域響應以及一組代表系統的 FIR 濾波器，系統

頻域響應如 Fig 4.3，可以在其中看出系統耦合現象，大概是系統對角線上響應的

負十分之一左右。 

4.1.2 Simulation Results 

此處使用上一小節 4.1.1 提及的 FIR 模擬系統，四個方法都是有低通濾波器𝑄的算

法，軌跡追蹤的方均根誤差如下。 

 

Fig 4.4 軌跡追蹤的方均根誤差 

從 Fig 4.4 中可以看到 SISO 的算法會發散，在這裡是以 SISO 算法分別對兩個𝑦軸

實現運算，因為其忽略了系統耦合之因素，對比 MIMO 的算法將永遠存在耦合帶

來的誤差，但可以從前兩個迭代中可以發現，算法還是有收斂的可能性，只要耦合

效性足夠微小。 
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Fig 4.5 SISO 與 MIMO Exh.四次迭代中頻域的 Adap. Err. 比較 

這裡的頻域因為低通濾波器𝑄的原因，此處設為 8 赫茲，高頻的誤差將不會被帶

進 ILC 當中，故不考慮更高頻的頻域誤差響應，其中自適應逆濾波結構中的低通

濾波器𝑀，此處亦是設置為 8 赫茲，也是為此而設計，將自適應濾波的性能表現

盡可能集中於低頻段，可從 Fig 4.5 看出自適應濾波在沒有考慮耦合的情況，在使

用頻段上將永遠存在識別誤差。 

再次回到 Fig 4.4 中，紅色左反矩陣法對比黃色右反矩陣多次試驗法，可以看出後

者好上一些，但在黃色虛線的右反矩陣快速轉置法，性能卻並不如學理預期，相

較紅色左反矩陣法，性能反而更差，看到演算法方塊圖 Fig 4.6，這是因為右反矩

陣快速轉換法將承受兩次自適應濾波誤差，系統識別轉置一次，學習控制器一

次，這兩次誤差將導致，在此模擬系統中，右反矩陣造成的性能提升不足以蓋過

此兩次誤差帶來的影響。
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Fig 4.6 右反矩陣快速轉換法步驟(2)方塊圖 

 左反矩陣法 右反矩陣多次試驗法 右反矩陣快速轉置法 

自適應濾波次數 1 次 1 次 2 次 

Table 4-1 MIMO 算法自適應濾波次數 

4.1.3 Experiment Results 

下方 Fig 4.7 是實驗結果的軌跡追蹤方均根誤差，可以看出藍色 SISO 算法依舊發

散，而黃色虛線快速轉置法性能反倒對比其他兩個 MIMO 算法而言還要稍微優秀

一些，前一小節 4.1.2 有提及，此算法需要承擔兩次自適應濾波誤差，但在實驗中，

有原先模擬未考量的摩擦力因素，這裡判斷摩擦力是造成性能對比差異的主要因

素，為了確認此論斷，下方將嘗試在模擬中還原摩擦力帶來的影響。 
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Fig 4.7 實驗結果軌跡方均根誤差比較 

𝑄 cut off freq.   

(Hz) 

𝑀 cut off freq. 

(Hz) 

𝑤𝑘 cut off freq. 

(Hz) 

𝑤𝑘 std.  

(mm) 

8 8 8 2 

Pad length  

(Sampling time) 

Learning gain α 

(N A) 

𝐿  

(taps) 

 

400 0.7 64 

Table 4-2 LTI 算法實驗參數使用表 

Table 4-2 中𝑤𝑘的截止頻率使用原因是為了保護系統，使激發的最高頻濾小於 8 赫

茲，而其標準差大小是為了跨越系統靜摩擦力帶來的死區(dead zone)，學習增益

(Learning gain)α則是一個介於數值 0~1 的倍數，加在更新迭代式中的學習控制器前

方，如(4-1)，目的是為了讓輸入更新不太過劇烈，但會放棄一部份收斂速度。

 𝑢𝑘+1 = 𝑄(𝑢𝑘 + α𝐹𝑒𝑘) (4-1) 
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Fig 4.8 LTI+摩擦力模擬系統 

摩擦力模擬的結構如 Fig 4.8，這裡的摩擦力是由黏滯摩擦力與庫倫摩擦力

(Coulomb friction)組成，由原系統位置輸出𝑝𝑜𝑢𝑡差分後得到速度輸出𝑣，再通過摩擦

力模擬方塊𝑓𝑟𝑖𝑐.得到兩種摩擦力輸出，再將此力輸出經由兩次離散積分轉換回位

置訊號迴授。摩擦力方塊中有兩個參數，分別是代表黏滯摩擦力的斜率參數與代表

庫倫摩擦力的平移參數，這裡的兩個參數設置並無透過實驗精確求出，只是為了驗

證不同算法在摩擦力影響下的相對應優劣趨勢。 

 

Fig 4.9 實驗系統(圖左)，LTI+摩擦力模擬系統(圖右)的軌跡追蹤方均根誤差 

𝑔(⋅) 

𝑞 − 1

𝑞
 

𝑝𝑜𝑢𝑡 
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𝑇𝑠

𝑞 − 1
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Fig 4.10 將斜率參數調大(圖左)，將平移參數調大(圖右) 

可以從 Fig 4.10 看出三個算法對實驗系統與摩擦力模擬系統的軌跡追蹤方均根誤

差結果趨勢吻合，摩擦力造成非連續性的響應是主因，在此系統上，多次試驗法會

比其他兩種算法多四次實驗，在線性化訊號重組的過程中必要減去原輸出四次，這

個相減的過程中也將承受四次摩擦力帶來得影響，因為激發訊號會使每一次軌跡

方向改變如 Fig 4.11 都會觸發非連續性摩擦力，而這樣的加減過程中，必定會帶來

誤差，三種算法都會引起，只是右反矩陣多次試驗法引起的次數最多。 

 

Fig 4.11 加入激發訊號的命令訊號𝑢 
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 左反矩陣法 右反矩陣快速轉置法 右反矩陣多次試驗法 

觸發非連續

性誤差次數 

1 次 1 次 4 次 

Table 4-3 演算法觸發非連續性誤差次數表 

最後也提供實驗的收斂條件分析圖，在 MIMO 演算法的狀況下，可以藉由每次迭

代的收斂條件分析圖判斷下一次迭代是否會收斂，而 SISO 算法上無法提供以數據

驅動得出收斂條件分析圖的方法，因為本質上該算法就忽略的耦合效性。 

 

Fig 4.12 左反矩陣法輸入收斂條件分析圖 
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Fig 4.13 多次試驗法誤差收斂條件分析圖 

 

Fig 4.14 快速轉置法誤差收斂條件分析圖 

演算法種類 左反矩陣法 右反矩陣多次試驗法 右反矩陣快速轉換法 

收斂條件 ||Q(𝐼 − 𝐹𝐿𝐺)||∞ ||Q(𝐼 − 𝐺𝐹𝑅)||∞ ||Q(𝐼 − 𝐺𝐹𝑅)||∞ 
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實際算法： 

頻域奇異值 

𝜎(𝑄(𝐼 − 𝑀 + 𝛥)) 𝜎 (Q (𝐼 − 𝑀 +Δ
T
)) 

𝜎 (𝑄(𝐼 − 𝑀))

+ 𝜎 (𝑄Δ
2

𝑇
)

+ 𝜎 (𝑄Δ
1
𝐹𝑅) 

Table 4-4 三種演算法的收斂條件分析 

 

4.2 Non-LTI System 

4.2.1 Test System Introduction 

 

Fig 4.15 測試硬體與命令軌跡圖 

這裡一樣選定原龍門式𝑥 − 𝑦運動平台與軌跡命令作為測試非 LTI 系統演算法之硬

體，目標為同時追上兩個𝑦軸的軌跡命令，這裡與前一節 4.1 不同的是，在𝑥軸上的

滑塊將會在每次迭代的過程中運動，這會造成龍門架的重心隨著𝑥軸上的滑塊軌跡

發生改變，也就是系統將不會再是 LTI，在此情形下 ILC 更新式中有低通濾波器 Q

的演算法雖然誤差會收斂，但在學理上的分析會失效，所以引進權重濾波器𝐻的算

法來針對非 LTI 系統的情形。這裡的目的是除了解決耦合效性之外，還要解決系統

非線性動態。 該系統選擇 0.005 秒作為取樣時間，奈氏頻率 100 赫茲，是依據命

𝒙 

𝒚𝟏 

𝒚𝟐 
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令軌跡、機構與馬達限制，主要使用低頻段，馬達各自穿過機構與編碼器形成封閉

迴路如 Fig 4.16。 

 

Fig 4.16 系統示意圖 

4.2.2 Simulation Results 

為了要模擬非 LTI 系統的特性，有鑑於單變數之算法已證明可微分型非線性系統

已經可以被轉換成線性時變系統[4]，這裡採用了對兩𝑦軸施加浮動增益的手法，雖

並無在實驗上精確證實該增益的參數合理性，但能驗證針對非 LTI 系統的三種演

算法在迭代不變線性時變(Iterative-Invariant Linear Time Varying, IILTV)系統上的正

確性與優劣趨勢。這裡的系統𝑔(⋅)是使用 4.1.1 所提系統識別的 FIR 擬和系統。 

 

Fig 4.17 IILTV 模擬系統 

這裡的𝐾是一個時間的函數，具體𝐾值的設計如下： 

Controller 
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𝑔(⋅) 

Mechanism 

𝑔(⋅) 
𝑝𝑜𝑢𝑡 𝑝𝑖𝑛  

𝑔(⋅)′ 
𝐾 

𝑢 𝑦 



doi:10.6342/NTU202301229

 52 

 K = [
𝐾1[𝑛] 0

0 𝐾2[𝑛]
] (4-2) 

 

Fig 4.18 浮動增益𝐾 

浮動增益𝐾如 Fig 4.18 會隨著𝑥軸的軌跡命令變化浮動，𝐾1與𝐾2差了 90 度相位是為

了模擬隨著𝑥軸的軌跡命令變化的重心對兩𝑦軸的影響。模擬的結果如 Fig 4.19 所

示，左反矩陣法在這個情形下與其他兩個計算右反矩陣的多次試驗法與快速轉置

法的收斂性能較差，在 IILTV 系統中，左右反矩陣算法的性能差異主導了誤差收

斂性能趨勢。在多次試驗法與快速轉置法的比較中，快速轉置法承受了兩次自適應 

 

Fig 4.19 IILTV 系統模擬軌跡追蹤方均根誤差 
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濾波誤差 Table 4-1，造成性能上比多次試驗法差一些，以下是三種不同演算法的

收斂條件分析。 

 

Fig 4.20 左反矩陣法輸入第 30 次迭代收斂條件分析圖 

  

Fig 4.21 右反矩陣多次試驗法誤差第 30 次迭代收斂條件分析圖(圖左)；右反矩陣

快速轉置法誤差第 30 次迭代收斂條件分析圖(圖右) 

演算法種類 左反矩陣法 右反矩陣多次試驗法 右反矩陣快速轉換法 

收斂條件 ||(𝐼 − 𝐹𝐿𝐺)||∞ ||(𝐼 − 𝐺𝐹𝑅)||∞ ||(𝐼 − 𝐺𝐹𝑅)||∞ 
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實際算法： 

頻域奇異值 

𝜎(𝛥′𝐻−1) 𝜎(𝐻−1𝛥′𝑇) 

𝜎 (𝐻−1𝛥2
′ 𝑇

)

+ 𝜎(𝐻−1𝛥1
′ 𝑇

)

⋅
||𝐹𝑅

′𝑒𝑘||2
||𝑒𝑘||2

 

Table 4-5 收斂條件實際算法 

此前也有提到受摩擦力會影響算法性能，下方也將模擬不同算法在具摩擦力的

IILTV 系統下的性能差異，模擬系統結構如下：  

 

Fig 4.22 IILTV+摩擦力模擬系統 

摩擦力方塊𝑓𝑟𝑖𝑐.的參數沒有經過精確的實驗證實，只是用來驗證摩擦力對於算法

的影響， Fig 4.23 中，比較多次試驗法與左反矩陣法，多次試驗法的性能明顯受到

觸發四次摩擦力 Table 4-3 帶來的非連續性誤差影響，而左右反矩陣的性能差異無

法補足摩擦力帶來的誤差；比較快速轉置法與多次試驗法，兩次的自適應濾波誤差

Table 4-1 將無法蓋過四次觸發非連續性摩擦力造成的影響。 
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Fig 4.23 IILTV 系統+摩擦力模擬軌跡追蹤方均根誤差 
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Chapter 5 Conclusions and Future works 

5.1 Conclusions 

本論文為數據驅動迭代學習控制自適應逆濾波演算法從 SISO 推展至 MIMO 場域

提供了三個方法，左反矩陣法、以及兩個右反矩陣法，並分別為其設計了針對 LTI

與非 LTI 的算法，使用右反矩陣的兩個方法雖然比起左反矩陣的方法可以使 ILC

性能提升，但針對 LTI 的多次試驗法與快速轉置法只能在系統輸入數等於輸出數

的場域下實施，否則無法分析收斂條件。  

 LTI 方陣 LTI 非方陣 非 LTI 方陣 非 LTI 非方陣 

左反矩陣法 × × × × 

多次試驗法 ○ × ○ ○ 

快速轉置法 ○ × ○ ○ 

Table 5-1 三種演算法可分析誤差收斂條件的場域 

在 Table 5-1 中，雖然左反矩陣法在任何提出的情形中都無法藉由輸入輸出資訊分

析誤差收斂條件，但實驗的方均根誤差結果卻是收斂的，也就是說雖然在學理上無

法保證其誤差收斂，在實理是有機會可行的。 

 LTI LTI+摩擦力 IILTV IILTV+摩擦力 

左反矩陣法 1 2 3 2 

多次試驗法 2 3 1 3 
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快速轉置法 1 1 2 1 

Table 5-2 三種演算法在方陣系統下收斂速度差異排名 

而針對 LTI 系統的算法雖然在非 LTI 系統場域中學理上無法分析，但在實驗結果

上是可行的，實驗的結果如下，快速轉置法在收斂速度上優於其他兩個算法。 

 

Fig 5.1 IILPV 實驗系統軌跡追蹤方均根誤差 

 

5.2 Future works 

(1) 針對非 LTI 系統的算法中，權重濾波器𝐻會使三種算法的激發訊號包含高頻段

資訊，目前還在研擬在此平台系統上使用高頻段激發命令時不損害機構的方式，並

且需要抵抗摩擦力維持自適應濾波的性能，使用的命令軌跡可能也需要做相應的

調整。 

(2) 在更泛用的 MIMO 系統中，例如：輸入頻道之間物理量尺度不相同等情形，系

統將無法輕易被實驗轉置，需要找到方法調整輸入輸出關係或其他擬和系統右反
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矩陣的辦法。 

(3) 在更快速的時變系統上，三種演算法可能無法勝任，需要使用更快速收斂的自

適應濾波方法，此時可考慮利用過去迭代的濾波誤差加速適應性學習。 

(4) 需要構思摩擦力的補償辦法，針對受往復式激發訊號來偵測系統資訊的方法而

言，靜摩擦力會使標準差過小的高斯白噪音激發訊號失效，演算法性能也將受非連

續性的摩擦力影響。 
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