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Abstract

3D style transfer has been investigated for about two years. Recently developed
methods either used neural radiance field or point-cloud generation to apply for 3D scene
style transfer and they combined novel view synthesis to predict target views. How-
ever, these works are faced with time-consuming problems because they need globally-
consistent optimization. We aim to speed up by applying the learning-based structure-
from-motion(SfM) module to SOTA. The naive combination causes problems due to the
inconsistency of 3D coordinates between different views generated by local-optimized
SfM-learners. To overcome this issue, we use the sliding-window point cloud set that
adds points close to the current view and removes points far away from it to make sure the
results in 3D space won’t be affected by the 3D difference. Stylizing different point cloud
sets may generate flickering results; therefore, we modified the style transfer module we
use to deal with the flickering problem. The experiment shows that our reformed method

can accomplish comparable visual results to the original style transfer module, while we

vi doi:10.6342/NTU202203070



can utilize a much more efficient SfM constructor compared with their method. Besides,

we implement novel view synthesis applications like stereo videos in a Virtual Reality

system for the visual experience.

Keywords: Novel View Synthesis, Style Transfer, Stereoscopic Video, Virtual Reality
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1.1

1.2

2.1

List of Figures

We introduce 3D novel view style transfer using an end-to-end pipeline,
combined with the latest 3D style transfer model and a learning-based 3D

constructor. In this work, we aim to address the efficiency issue in recently

proposed approaches, while maintaining the stylized quality of novel views.

Temporal inconsistency The main difference between Huang et al. [16]
and our work is that the former uses a static point cloud set, while our
method uses the sliding-window point cloud set to overcome the ghost
effect problem. We show that if we directly stylize the image sequences
by Huang’s module, the stylized results may lead to inconsistencies in the
red boxes. The main effect is strong and repetitive changes of contrast that

causes visual discomfort. . . . . . . .. ...

Point feature learning. The diagram explains how PointLSTM learns.
For each point p! in current time ¢, it first finds % nearest points of the
previous time (3 in this example). Then, the model learns pairwise virtual
states (h! ;, & ;) between p! and previous point pi'. Last, it generates the

final states using global pooling among all pairwise virtual states.

4

12
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3.1

3.2

4.1

System Overview Our pipeline consists of point cloud construction and
stylization. For point cloud construction, we first generate the depths and
poses of each frame using Deep3D [22]. Then, we use sliding-window
back projection to assign point cloud sets to each frame by combining 3D
points of adjacent frames. After that, we transfer point cloud sets to the
desired style using the style transformation module. Last, we use differen-
tial rendering proposed by [49] to project 3D features to 2D feature maps
and decode feature maps into RGB images. . . . . . ... ... ... ..
Stylization module The transformation module converts the point cloud
to a specified style by extracting channel-correlated features. For point
cloud, we use PointNet++ to aggregate intra-frame point features since
too intensive points may cause messy results such as unwanted shapes
or textures. Then, the PointLSTM layer aims to learn inter-frame point
relations and it can reduce the flickering problem. For style images, only
CNN is needed to learn compressed features. Both routes are designed
to reduce computational space and get refined representations of features.
In particular, f’; and F's are transformed features of the point cloud set
and style image. cov is the operation to calculate the covariance matrix
of features. One advantage is that the covariance matrix can solve the
issue of different sizes between point cloud features and style features.
The other is that style information can be extracted by finding covariance
statistics between different channels, which is a common way to express a
style. Note that we only add one PointLSTM layer but achieve significant

PIOZIESS. . o v v v e i e e e e e e e e e e

Comparison of State of the Art We compare each work with ours on the
Tanks and Temples dataset. Our work can stylize closer to style images

and preserve enoughcontent. . . . . . . . ... ... ... .. ... ...

X1
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4.2  Further Insight of Stylization The blue box shows noisy patterns of style
image and the red box displays the ignorance of the reflection part of the
pool. Our work not only reduces unimportant noisy patterns but also main-
tains the content of the reflection part of the scene. . . . . . . .. . ... 24
4.3 User Preference The bar chart shows the preference comparison of the
two methods. We let users vote which video shows less flickering and

which video transforms more similarly to the referenced style. . . . . . . 26
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Chapter 1 Introduction

1.1 Introduction of Style Transfer

Style transfer is a technique that transforms any image we capture into an artistic
style. For instance, if we want to make the captured photo look like Van Gogh’s painting
Cafe Terrace at Night, we don’t need to imitate the style and draw the photo manually.
Instead, we can bring the photo and Van Gogh’s painting into the style transformation
model and get the stylized result that keeps the content (e.g. shape, structure) of the photo
but changes the style (e.g. color and texture) to that of Van Gogh'’s painting. The effect
of style transfer can be shown in 1.1. Style transfer can be achieved using deep neural
networks [38]. Image style transfer has been developing for over 5 years, including image-
optimization-based methods [11, 24, 25, 27, 36] and model-optimization-based methods
[3,4,12,17,19,26,32,47]. Video style transfer is concerned not only with stylized quality
but also with temporal consistency between adjacent image frames. To avoid flickering
throughout the stylized video, the results should be similar between frames. Several works
[2, 7,10, 15,23, 38, 48] have done using temporal loss or feature correlation. In recent
years, 3D style transfer becomes a popular and evolving research topic. It combines the
knowledge of both image style transfer and novel view synthesis. Novel view synthesis

aims to generate the results of unseen views, which can be achieved by constructing the

1 doi:10.6342/NTU202203070



3D space from the image set of the scene with different views. Then, the 3D style transfer
aims to transform the style of the reconstructed 3D representation and generate unseen
stylized novel views. The reason why this is popular is that we can experience stereoscopic
stylized 3D scenes through virtual reality (VR) and augmented reality (AR) applications.
Currently, novel view style transfer can be divided into single-image-based [3 1, 46] and

multi-images(video)-based [5, 16, 18] methods.

1.2 Motivations

We focus on video-based novel view style transfer in our work. Our main motivation
is to accelerate the entire pipeline of 3D style transfer methods without losing the visual
quality. Here we discuss the approach we decided to take from two perspectives.
End-to-End Pipeline Recently, SfM-learners have been developed to predict the depths
and camera poses of the given images by using CNN models. Compared to traditional ap-
proaches, SfM-learners can save a lot of time. For single-image novel view style transfer,
many works have achieved the end-to-end pipeline. On the other hand, for multi-image
novel view style transfer, the existing methods rely on the traditional 3D construction ap-
proach, COLMAP [40]. The advantage is that COLMAP generates globally optimized
3D information of the entire scene. That is, the 3D point cloud of different views can be
exactly aligned through a world coordinate system. However, it takes too much time if
we want to generate unseen stylized scenes. We thus aim to develop an end-to-end multi-
images novel view style transfer method for acceleration.
3D Point-cloud-based Method Novel view synthesis can be implemented in two ways.
Explicit methods aim to construct the visible 3D point cloud from 2D images, while im-

plicit methods simply utilize MLP as the scene representation. In our method, we decide

7 doi:10.6342/NTU202203070



to use the explicit stylization approach because of the following two points:

* In our experimental study, current methods using NeRF [29], a notable implicit
scene representation approach, may spend one day to optimize for each scene, which
cannot reach our goal of efficiency. Instead, we choose to use SfM-learners that

construct 3D information of a scene in less than 30 minutes.

* For stylization, NeRF-based methods need to retrain another stylization module if
we want to stylize a new scene. Nevertheless, point-cloud-based methods can di-
rectly apply the stylization module to the new-coming 3D scene since it is trained
on multiple 3D scenes. Moreover, NeRF-based methods should spend about 30 sec-
onds to render a novel view, while the rendering time can be reduced to less than 1

second in our method.

Now we are going to introduce how we implement it. First, we combine the SfM-
learner with the stylization module proposed by Huang et al. [16]. It stylizes point cloud
features using point cloud aggregation modules, and it renders stylized features of novel
views. It shows that it can accomplish novel views style transfer with temporal consistency
between different views. Then, we do some modifications to this pipeline to make it
feasible to generate consistent and content-undamaged results. One of the challenges is
that naively back-projecting the complete point cloud reconstructed by SfM-learners may
cause ghost effects. Ghost effects appear when we render the point cloud that is imperfect-
aligned through a world coordinate system. Current SfM-learners are unavoidable to face
this issue since the 3D point cloud of a frame predicted by SfM-learners is view-dependent.
It cannot ensure the 3D point clouds of different views is consistent. Therefore, we should

adjust the style transfer module to make it suitable for any SfM approaches.

3 doi:10.6342/NTU202203070



Stylized [
Frame *

Figure 1.1: We introduce 3D novel view style transfer using an end-to-end pipeline, com-
bined with the latest 3D style transfer model and a learning-based 3D constructor. In this
work, we aim to address the efficiency issue in recently proposed approaches, while main-
taining the stylized quality of novel views.

We first reduce the ghost effects problem by applying sliding-window back projection
to construct time-variant point cloud sets. For each timestamp, the sliding window adds
the 3D points of the incoming frame and removes 3D points far from the current frame.
Since we observe that 3D consistency between adjacent views of the video is guaranteed
for most SfM-learners, it is feasible to stylize such time-variant point cloud sets to avoid
most of the ghost effects. Nonetheless, it is important to consider that the stylization of
dynamic point clouds may be different in that it will produce flickering output for a video
or a sequence of novel views. Figure 1.2 shows a lot of short-term inconsistency between
adjacent views. Frequent flickering is harmful to the viewer’s eyes. How to deal with this

problem is another important point we need to pay attention to.

One approach we adopt to the style transfer module is long short-term memory [&, 14]
for point cloud sequences (PointLSTM) [30]. It is proposed to find the relation between
different unordered point clouds. Gao et al. [10] shows that ConvLSTM [41] can learn
the temporal information of the image sequence so that stylized patterns with similar fea-
tures remain consistent. We leverage [10]’s idea, but replace image-based LSTM method
with point-cloud-based LSTM method. We add a PointLSTM layer after the point cloud
aggregation module of Huang ez al. [16]. Figure 2.1 simply illustrates how it processes on

4 doi:10.6342/NTU202203070



Figure 1.2: Temporal inconsistency The main difference between Huang ef al. [16]
and our work is that the former uses a static point cloud set, while our method uses the
sliding-window point cloud set to overcome the ghost effect problem. We show that if
we directly stylize the image sequences by Huang’s module, the stylized results may lead
to inconsistencies in the red boxes. The main effect is strong and repetitive changes of
contrast that causes visual discomfort.

5 doi:10.6342/NTU202203070



sequential point cloud sets. In our experiments, PointLSTM can extract temporal features
between different point cloud sets and thus successfully generate consistent stylized novel

views.

1.3 Contribution

Overall, the main contributions of our work are listed below:

* We implement an end-to-end video-to-novel-view style transfer metric. In other
words, we can use all learning-based models to generate stylized images of the de-

sired view.

» We operate 3D style transfer on variable point cloud sets while maintaining style

consistency across the timeline.

* The 3D construction method is not restricted to traditional time-consuming global-
optimized approaches and has similar effects to recent global-optimized style trans-

fer models.

* We also develop stereo video style transfer, a novel view application for a VR system

allowing users to experience immersive 3D stylized scenes.

6 doi:10.6342/NTU202203070



Chapter 2 Related Work

2.1 Image and Video Stylization

The purpose is to transfer a given photo-realistic image or video to a stylized image
or video with content (contour, structure, shape, etc.) similar to the original one and style

(color distribution, texture) similar to the reference style image.

Most neural style transfer methods use VGG [43] model as a feature extractor to
generate feature maps of input images. [11, 24, 25, 27, 36] use image-optimization-based
methods. They use feature and Gram matrix similarity as an optimization function to make
input images look like style images while keeping their contents. Model-optimization-
based methods can efficiently transfer input images to required styles. Huang et al. [17]
proposes AdalN that simply scales the normalized content input with the mean and vari-
ance of style features. Park ef al. [32] introduces SANet that uses normalized VGG
features as attention targets to match content and style feature, and it combines multi-
ple SANet’s outputs as a final stylized feature. Liu et al. [26] is similar to SANet but it

takes both shallow and deep features into account for attention.

Video stylization requires attention to stylization quality and consistency over time.

Chen et al. [2] warps the stylized frame to the previous one and compares the difference

7 doi:10.6342/NTU202203070



between the two frames as a coherent loss. Gao ef al. [10] uses ConvLSTM to improve
the training performance so that it can train on multiple styles. Deng et al. [7] proposes
MCCNet to learn correlations between style features and input features through coherent
loss and it allows similar features from different frames to be transformed into consistent

results.

Image and video stylization are restricted in image or video space. If we want to
generate stylized results of novel views, these methods can’t reach our goal because no

3D information is used.

2.2 Structure-from-Motion

Given a sequence of images, structure-from-motion(SfM) aims to construct 3D in-

formation (like depths, poses, meshes) from 2D motions.

Traditionally, the pipeline of SfM is correspondence search and incremental recon-
struction [40]. The first step includes feature extraction, matching, and geometric verifica-
tion. This step aims to find the same matching points among overlapping images. Then the
second step calculates the depths and camera poses of input images by triangulation [13]
and bundle adjustment [45]. [6, 40, 44, 50] can generate globally-consistent 3D recon-
struction of the entire image set. However, these methods require enormous computation

and therefore cost a lot of time as the number of images increases.

Recently, SfM-learners [1, 22, 28, 52] emerge to predict depths and camera poses
by neural network model. The advantage of these methods is that it solves the efficiency
problem encountered by traditional methods. On the other hand, the drawback is global

consistency cannot be fully maintained because we cannot guarantee that the 3D points of

8 doi:10.6342/NTU202203070



matched 2D features have the same position, even if they are close enough. Such an issue

makes it hard to directly apply to the stylization work using the traditional SfM method.

2.3 Novel View Synthesis

Novel view synthesis (NVS) aims to predict the rendered image given an unseen view.
There are two kinds of sub-problems: single-image NVS [37, 49] and multi-images NVS
[29, 34, 35, 53]. Single-image NVS can generate arbitrary views near the source images.
Synsin [49] estimates the depths of given single images and generates novel views using
3D projection and CNN generator. The main contribution they introduce is differentiable
rendering to make neural-network models trained thoroughly. Naive rendering selects
only the nearest points for each pixel to render; therefore, it only back-propagates over
these points and the model cannot be fully trained. In contrast to naive rendering, Synsin
uses a weighted sum of 3D points based on distance, allowing the model to back-propagate
all points within the Z-buffer. Pixelsynth improves the generation range from Synsin using
Pixel CNN++[39] that can generate masked regions by using unmasked information as a
reference. However, single-image NVS methods are limited to a small range of viewpoints
changing. In addition, given the image of the current frame and the pose of the next
frame, it cannot be ensured that the predicted image of the next frame is the same as
the original image of the next frame. Multi-image NVS methods learn the relationship
between different images. Riegler er al. [34] fuses the wrapped views to the target view
and learned the blended result. NeRF [29] leverages the concept of volume rendering
and lets the neural network learn the scene representation (density and color) with 5D
(position and ray direction) inputs by MLP. It’s no need to know the 3D point information

of each 2D feature of input images. The former method can be applied in arbitrary input

9 doi:10.6342/NTU202203070



scenes, but the depth map is required for each novel view. The latter method can extract
the illumination variance of different angles, yet it is trained per-scene-per-model, which

means retraining is needed if we want to get novel view results of other datasets.

2.4 3D Scene Stylization

3D scene stylization combines modern novel view synthesis methods with style trans-
fer techniques. As with video stylization, 3D scene stylization should take transfer con-
sistency into account among novel views. Tseng et al. [46] first generates photo-realistic
novel views and then applies occlusion-aware consistency loss to ensure the transferred
results between novel views can be consistent. Mu et al. [31] directly stylizes the point
cloud of the input image using AdaAttn to compute attention of features between 3D points
and the style image. After that, the rendering model projects 3D stylized features to 2D
space and decodes the rendered feature map into an RGB image. Both of them propose
single-image-based 3D stylization of a sequence of novel views. However, our input data
is a video, so we should take care of the consistency between generated image and the
original image of the target pose in the video. Neither of these two tasks can handle the

problem if the view changes significantly.

Multi-images-based [5, 16, 18] stylization can yield more diverse viewpoints than
single-image-based methods. [5, 18] use NeRF as novel view generator. They either
directly modify the weights of MLP that predict the appearance of the position or add
a style module to learn stylized features with mutual learning technique. Huang et al.
[16] uses SfM method to generate 3D information and stylizes directly on point clouds.

According to our understanding, NeRF needs retraining when it meets unseen scenes,

10 doi:10.6342/NTU202203070



which makes it waste a lot of time if we want to stylize on variable scenes. [16] seems
to solve the problem because it’s arbitrary-style-per-model and it is trained on multiple
3D scenes. It gives the model the ability to successfully transform unseen 3D scenes to
consistent output in a sequence of views. Nevertheless, the method estimates depths and
poses using the traditional SfM predictor COLMAP, which is time-consuming. Thus, the
work of [16] doesn’t bring too much benefit on time compared to the NeRF-based 3D
stylization module. What we can do to solve the efficiency problem of [16] is to change

COLMAP to any learning-based 3D constructor.

It is worth noting that learning-based 3D constructors have not yet been explored in
combination with style transfer. The most challenging part is that the geometric inconsis-
tency appears between different timestamps. If we directly back-project the point clouds
of all views predicted by SfM-learners, the ghost effect may appear on the rendered im-
age. How to reduce such effects while producing temporally consistent stylized results at
the same time can be investigated in depth. In our work, the local-aggregated point cloud
set mentioned in the introduction is utilized to reduce the ghost effect, while shifting the
point cloud set is necessary for learning-based SfM methods. For example, if we want to
generate target views near frame ¢ of input video, we can project the point cloud set of
frame ¢ to target views. However, project it to target views near frame ¢+ might lose a
lot of information when £ is large. A possible solution is projecting the point cloud set of

frame #+k instead so that the rendered results of target views have less blank space.

11 doi:10.6342/NTU202203070
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Figure 2.1: Point feature learning. The diagram explains how PointLSTM learns. For
each point p! in current time ¢, it first finds & nearest points of the previous time (3 in

this example). Then, the model learns pairwise virtual states (ﬁf j»C; ;) between pj and

previous point pz_l. Last, it generates the final states using global pooling among all
pairwise virtual states.

2.5 PointLSTM

Recurrent neural network(RNN) and long short-term memory(LSTM) are designed
to solve time-related questions such as sentence prediction and video generation. [&, 41]
combine LSTM with CNN model to deal with vision tasks, including video stylization.
Currently, some works [9, 30, 51] discover that neural network model can learn the time-
dependent features on 3D points. PointLSTM first searches the nearest points in the pre-
vious frame for each timestamp of points. Then it extracts intra-frame and inter-frame
features of point clouds. [30] accelerates learning speed of PointLSTM by proposed point-
share states. It’s no need to record independent states of individual points. Instead, it cal-
culates the point-sharing hidden state and cell state for each frame. PointLSTM is mainly
used for 3D point gesture recognition, which means it has the potential to handle tasks
related to point sequences. Dynamic point cloud sets applied in our method change fre-
quently, so adding PointLSTM to the style transformation module we use is considered
in order to find the similarity of point cloud sets of adjacent frames and get consistent

stylized results in overlapped areas.

12 doi:10.6342/NTU202203070



Chapter 3 Methodology

In our work, the end-to-end video-to-novel-view style transfer pipeline aims to per-
form comparable visual quality to current 3D style transfer methods, while enhancing

efficiency. We improve the approach of [16] by :

* Replacing COLMAP with Deep3D [22] for acceleration.

* Applying sliding-window back-projection as the pre-processing of the 3D point

cloud to reduce ghost effects.

¢ Introducing PointLSTM [30] to control temporal consistency.

An overview of our work is shown in Figure 3.1.

3.1 Problem Definition

Given an image sequence {I;}¥, and an arbitrary style image S, our goal is to gen-
erate stylized results of target views that have a similar style to the reference style image
and maintain temporal consistency. To achieve this, we first predict depths {D;}¥ ; and
poses { P}~ | of each frame {;} Y, and then calculate the corresponding point cloud sets

{PC;}¥ | in 3D space. Next, we stylized point cloud sets by using a point-based trans-
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formation module. Finally, we project point clouds to 2D images and generate stylized

results of the novel view sequence.

3.2 3D Point Cloud Construction

Considering the efficiency issue, the 3D constructor we choose is Deep3D stabilizer
proposed by Lee ef al. [22] since the generation speed is significantly faster than most
methods. For each frame {[;}Y ,, it predicts depths {D;}¥, and poses {P;}Y, with a
fixed intrinsic K. After that, we back-project image planes to 3D space. In our obser-
vation, simply projecting all point clouds will cause inconsistent overlapping; therefore,
we use sliding-window back projection to determine the dynamic point cloud sets. Each

frame {I,}¥, has its corresponding point cloud set { PC;} |, where PC; contains dense

t+w
t=t—w"

point clouds of frame {I;

In addition, each 3D point should have its feature representation. In this work, we
use the output from layer relu 3 1 of VGGI19 as the feature source, same as [16]. For
each 3D point p back-projected from pixel (u, v) of frame I, its feature is assigned as the

value at pixel (u, v) of feature map F;.

3.3 3D Scene Stylization

In several studies, stylization can be accomplished through transforming the distri-
bution of input features into the distribution of style features [17, 23, 24]. Similarly, [16]
learns to transform the distribution of point cloud features into the distribution of target

style features. It proposes a point cloud transformation module to optimize the transfor-
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Point Cloud Set ¢
Novel View Stylized Different?able
Rendering Point Cloud Set ¢ Rendering 7

Output view v;

Figure 3.1: System Overview Our pipeline consists of point cloud construction and styl-
ization. For point cloud construction, we first generate the depths and poses of each frame
using Deep3D [22]. Then, we use sliding-window back projection to assign point cloud
sets to each frame by combining 3D points of adjacent frames. After that, we transfer
point cloud sets to the desired style using the style transformation module. Last, we use
differential rendering proposed by [49] to project 3D features to 2D feature maps and de-
code feature maps into RGB images.
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mation matrix T, that converts input point features to stylized features by the following
equation:

£ =Tff - f)+ @3.1)

where f{ and f/° are input features and stylized features of point cloud set PC; respec-

tively, f°and f* are the mean of the input point cloud features and the style image features.

T, is calculated by extracting features of the 3D point cloud and style image. For
style image, CNN, covariance computation, and MLP are applied to calculate style trans-
formation matrix T®. For point cloud, not only covariance computation and MLP but also
PointNet++ [33] is used to calculate content transformation matrix T;. PointNet++ aggre-
gates the whole point cloud to a subset via sampling and grouping. It first chooses a subset
of points as centroids using the iteration farthest point sampling method. Then, for each
centroid, it extracts the local feature by grouping nearby points. The procedure above
determines T; by multiplying T*® and T;. Note that Ty is different between timestamps

because the point cloud set changes sequentially.

The main difference between [ | 6] and our model is that we add PointLSTM [30] layer
at the end of point cloud aggregation module, like Figure 3.2. The reason we add the layer
is that the stylized result using the original transformation module may be inconsistent,
even though the point cloud changes slightly. LSTM can extract temporal information
and it’s able to learn which part is similar between different point cloud sets. Through
obtaining the relationships between different point clouds, stylizing results of different

views consistently is feasible. The next paragraph shows the mechanism of PointLSTM.

For each point p; in PCy, it first searches neighboring points of PC;_;. We mark the

set of these points as IN (p;). Then, for each pair (p;, p;), p; € N (p;), the equation below
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—> PointNet++ —» PointLSTM —> f'i —> cov(f';) —> FC

."—} Convs —> F's —> cov(F's)—> FC 1

Figure 3.2: Stylization module The transformation module converts the point cloud to a
specified style by extracting channel-correlated features. For point cloud, we use Point-
Net++ to aggregate intra-frame point features since too intensive points may cause messy
results such as unwanted shapes or textures. Then, the PointLSTM layer aims to learn
inter-frame point relations and it can reduce the flickering problem. For style images,
only CNN is needed to learn compressed features. Both routes are designed to reduce
computational space and get refined representations of features. In particular, f’; and F'g
are transformed features of the point cloud set and style image. cov is the operation to
calculate the covariance matrix of features. One advantage is that the covariance matrix
can solve the issue of different sizes between point cloud features and style features. The
other is that style information can be extracted by finding covariance statistics between
different channels, which is a common way to express a style. Note that we only add one
PointLSTM layer but achieve significant progress.

formulates how to update hidden states and cell states:

yig = [wi - 33;713 fﬂa

(3.2)
~1 - — _
hijr &= LSTM(yi . by &),
where ! and f; are the 3D coordinate and feature of point p;, h} ™", ;" are states

of point p’;, and h,

Z?]’

¢; ; are pair-wised states of current time ¢ between (p;, p}). [;] is the
operation of concatenation.The full operation of the LSTM function can be expressed as

the following equations (® denotes the Hadamard product):
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i) — U(U(i)y(t) + WORED b(i)),
f(t) — U(U(f)y(t) + WWHRED 4 b(f))7

o) = Uy + WEORED 4 p)

(3.3)

¢ = tanh(UOy® + WEORIY 4 p)),

C(t) — f(t) ® c(t—l) + ’I,(t) ® é(t)7

h® = o0® o M.

After getting pair-wised states, it uses global pooling method to extract k!, ¢! of point
p; from all relevant pair-wised states:
hﬁ = g(iL:,Iv Bz,% ey ﬁin)v

(3.4)

t ~t ~t ~t
c;, = g(cm, Cigs ooy cm).

On above, n is the count of N (p;) and g is the pooling function (max pooling is

applied in our work).

3.4 Novel View Rendering

Given a set of novel views with intrinsic K, and extrinsic matrix P, for each view v,
we project stylized point cloud sets to 2D feature maps using pytorch3d [49]. For simpli-
fication, we generate stereo views, a special case of novel view synthesis by translating

poses P; of each video frame ¢ to left view v} and right view v}. The generated feature
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maps of v! and v] are projected from stylized point cloud set PC;. Finally, a pretrained

decoder is used to transform feature maps into RGB images.

3.5 Training

We conduct three type of losses, content loss L., style loss L, and temporal consis-

tency 10sS Lyepy.

Content Loss To keep the structure and shape between input and output images. We

define the content loss function below:

L. = [|®(1,) — ®(0,)|, (3.5)

where @ is the function that extracts the feature of VGG-19 for each input image and
I; and O; are the input frame and the stylized frame at time ¢. In this work, content loss

uses the output of layer relu 4 1.

Style Loss Style similarity can be evaluated by using Gram Matrix, a method that calcu-
lates the channel-wise correlation of the feature map. Hence, for each style image S and

stylized frame Oy, style loss is computed as:

L, =3 _IG(®:(8)) = G(@:(0))* i €1, (3.6)

where @, is the function that extracts the feature of layer i« of VGG-19, G computes
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Gram matrix, and [, is the set of layers where style loss extracts features. We choose
ly = {relu 1 I,relu 2 1 relu 3 I ,relu 4 1} in our work. Note that the chosen layers

of both style loss and content loss are referred to [16].

Temporal Consistency Loss To prevent flickering effects, we want the transformation
model to form similar results between consecutive point cloud sets. Thus, we propose
a temporal consistency loss. We first introduce short-term consistency loss Lp,,+ at the

following equation:

Lshort = ZJ;_521:_01 HOt - Ot-i-l—)t“ s (37)

where Oy is the stylize result projected from PC} to pose P; and O _,; is the stylize result
projected from PC) to pose P,. We don’t use occlusion mask in [10] because there are
common points in PC; and PCy,,. The advantage of this method is that we don’t need
to recalculate optical flows between frames and handle the disocclusion issue between 2D
images. We also used the original warping loss proposed by [2] to train the stylization
module and found that it learns similarly, which means our temporal consistency loss is

enough.

Moreover, we still want the model to transfer similar results in the long-term temporal

case. To solve this, we utilize long-term temporal loss L;,,,,:

Liong = £/, |00 — O10]| - (3.8)

We set T' = 6 for the trade-off between computational space and duration to keep
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consistent.

Overall temporal loss Ly, is the combination of L., and Ly,,, and total loss

function L is shown as follows:

L= Lc + )\SLS + )\tLtemp
(3.9)

= Lc + )\SLS + )\t(Lshort + Llong);

where )\; and )\, are hyper-parameters to adjust the weight of style loss and temporal

consistency loss, respectively.

3.6 Implementation Details

To show the generality of our method, we choose to train the modules on 7scenes
dataset [42] and test on Tanks and Temples dataset [20]. The device we use is NVIDIA
RTX3090. We train the model for 100000 iterations and it costs about 3 days. For hy-
perparameters, we set A\, = 0.02, \; = 30.0 to balance between temporal consistency and
stylized quality. The optimizer we use is Adam with default parameters of Pytorch. The
learning rate is set to 0.0001 for the first 80000 iterations and is set to 0.00005 for the final

20000 iterations.
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Chapter 4 Experiments

4.1 Qualitative Results

Image Stylization In this part, we show the stylized results of our method compared with
FVMST [10], ReReVST [48], LSNV [16] and Chiang’s ef al. [5] in Figure 4.1. For the
video-based style transfer method, we warp original frames to novel views via 3D projec-
tion before stylization. We find that FVMST and ReReVST can keep the output image
in good shape. However, they both have the disadvantage that the degree of conversion
to the target style is relatively weak, even though some patterns from stylized images are
present. Chiang et al. proposed NeRF-based stylization training, but the content of the
results is lost obviously. Stylizing features on the point cloud can generate more delicate
results. LSNV can stylize results with sharper contours and more colorful visual effects.
The only point is that the output of LSNV does not resemble the specified style, and the
color distribution is quite different from the original image. Our method can produce

stylized images that are not only colorful but also close to style images.

Novel View Stylization In our work, we take stereo videos as an example. We care
about the stylizing consistency as well as the illumination of reality. For the Deep3D-

NVS+FVMST method, we first use Deep3D to generate novel view sequences of original
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Input Style FVMST ReReVST LSNV Chiang Ours
Bland Style Bland Style Less Match Loss Content

Figure 4.1: Comparison of State of the Art We compare each work with ours on the
Tanks and Temples dataset. Our work can stylize closer to style images and preserve
enough content.

videos and then apply FVMST to stylize them. In 4.2, we can discover that Deep3D-
NVS+FVMST can keep consistency in most part of the video and it can take illumination
into account, while the noise exists in some places, which make it uncomfortable for the
eyes. LSNV has no this issue since the model transforms complete scenes in 3D place
and it’s less likely to generate noisy patterns due to point cloud aggression. This solution
makes consistency better. Nevertheless, it cannot handle the issue of illumination. A 3D
point may have different colors when viewed from different angles, but LSNV aggregates
these to the same color. Our method can still address the illumination correctness as the
illumination part of the point cloud sets constructed by our method are similar. Overall,
we take the advantages that we generate few noisy patterns and that we do not neglect the

illumination of the scene.

4.2 Quantitative Results

Temporal Consistency We list the consistency score between previous work and our

method in table 4.1. We also mark the score with or without PointLSTM to show the
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Input & Deep3D+NVS
Style Image FVMST

Left eye

Right eye

Left eye

Right eye

/ &, b a2 ) = L
Figure 4.2: Further Insight of Stylization The blue box shows noisy patterns of style
image and the red box displays the ignorance of the reflection part of the pool. Our work
not only reduces unimportant noisy patterns but also maintains the content of the reflection
part of the scene.
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Table 4.1: Consistency Scores (x1073)

Method Courtroom Truck  Train Meetingroom Panther
Deep3D-NVS + FVMST 1.8961 1.2973 1.5634 1.8451 1.0565
LSNV 3.8639 23725 2.1843 2.1197 2.3950
Ours w/o PointLSTM 3.3646 3.2081 5.2779 3.8838 4.3307
Ours 2.6209  2.2512 2.9528 2.7886 2.0083

Temporal Consistency Loss Here we use the flow warping error proposed by [21] be-
tween neighboring frames as our evaluation metric. The best score is in bold and the
second is underlined. Note that our method is tried to get close scores to LSNV since dy-
namic point cloud sets are unavoidable to face the stylized difference as the time distance
stretches.

improvement of our work. First, there is indeed a significant improvement in adding
PointLSTM when using sliding-window point cloud sets. Then, it’s obvious that Deep3D-
NVS+FVMST has the lowest error compared with other methods. On the other hand, our
method is competitive with LSNV. Although the error of Deep3D-NVS+FVMST is the
lowest, the visual quality isn’t necessarily higher than any other method. Notably, our re-
sults are similar to LSNV, which means that our method can produce comparable output
by using sliding-window point cloud sets constructed by a learning-based method, rather

than using a huge point cloud reconstructed by traditional methods.

4.3 User Preference

In this part, we aim to find out the feeling of the user’s experience. We recruited 15 par-
ticipants for our study. Each participant watched 12 different types of stylized videos.
Each type of stylized video includes our stylized result and that from one of the compared
methods. Participants are asked which result is more consistent and which result has a
more similar style to the referenced image. Figure 4.3 shows that our method has higher

consistency than Deep3D-NVS+FVMST but is lower than LSNV. Such a finding is in our

25 doi:10.6342/NTU202203070



Consistency Stylization

100% 100% _
90% 90%
80% 80%+
70% 70%
60% 60%
50% 50%
93%

40% 40%
30% 58% 30% 4
20% 20% 46%
10% L 10%

0% 0%

V.5, FVMST V.5 LSNV v.s. FVMST V.5 LSNV
Ours Compared

Methods

Figure 4.3: User Preference The bar chart shows the preference comparison of the two
methods. We let users vote which video shows less flickering and which video transforms
more similarly to the referenced style.

expectation because the 3D scene of LSNV is completely static and it’s difficult to beat
the consistency score using the dynamic point cloud set. However, we got a significantly
higher preference for stylization compared with LSNV although we lose a little bit from
Deep3D-NVS+FVMST. We can see that our approach allows for a trade-off between ef-
ficiency, consistency, and stylization. For efficiency, we will illustrate the experiment

results in the next part.

4.4 Efficiency

We also show our execution efficiency in Table 4.2. For 3D construction, we test the
execution time using a video with 500 frames and a resolution of 640*480. For stylization,
we compute the total execution time of the entire video and divide it by the number of
frames. Obviously, Deep3D performs much better than COLMAP as a 3D constructor
since it’s at least 10 times faster. In addition, we focus on the execution time among all

the different methods. Chiang cost at least 30 seconds per frame, which is extremely slow.
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Table 4.2: Execution Time

Method 3D Construction (min) Stylization (s/frame)
Chiang 259 (COLMAP) > 30
LSNV 259 (COLMAP) 3.47
Deep3D-NVS + FVMST 24 (Deep3D) 0.64
Ours 24 (Deep3D) 0.72

We analyze the runtime of both 3D construction and stylization. The best score is in bold
and the second is underlined. Deep3D performs much more efficiently than COLMAP,
which means SfM-learners are helpful for the acceleration of the stylization pipeline.
Moreover, we modify the method of LSNV, yet we perform better than it, which means
we bring some progress.

The efficiency problem is a big issue among recent implicit 3D stylization approaches.
Compared to these approaches, stylizing 3D point clouds runs faster. However, it costs
3 seconds per frame using LSNV. Our method and Deep3D-NVS+FVMST can run for
less than 1 second per frame. As a result, our work performs similarly to video-based
methods and outperforms current 3D-based methods in efficiency. Note that the stylization
time of Deep3D-NVS+FVMST does not include the novel view generation time from
original videos, and our method may become even faster than Deep3D-NVS+FVMST if

the runtime of the novel view generation is considered.

4.5 Discussion

The first approach we tried is adding a temporal consistency loss function to deal with
the flickering issue. However, this approach is not sufficient to solve it since the trans-
formation module cannot handle time-related problems. It deserves noticing that there
are two kinds of techniques to cope with temporal information. One is the self-attention
module to let the model transform overlapped parts similarly, and the other is to apply

a recurrent layer to remember time-variant features as the hidden states. We choose the
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latter one as our approach. We found that adding PointLSTM in the stylize module can
successfully deal with the consistency issue compared to adding the loss function only.

As the result, hidden states are needed to control temporal information.

Even though we solve the flickering issue by using the proposed pipeline, it’s ap-
parent that our consistency is still lower than video-based stylization after novel view
synthesis. The main reason might be that after point aggression in PointNet++, the struc-
ture of aggregated points differs. We can’t add the PointLSTM layer before point cloud
aggregation since the capacity of the memory is not huge enough to find the previous
point and extract features over 100M points. Therefore, we put it after the point aggrega-
tion module as a trade-off between consistency and memory space. Another reason may
be that the correctness of the 3D constructor affects the training. In our experiment, we
train the model using point cloud sets reconstructed by Deep3D in order to achieve an
end-to-end pipeline. Note that the point cloud constructed by Deep3D is not as consistent
as COLMAP, while Deep3D generates 3D results that are closer to other learning-based
3D predictors or even RGB-D datasets. Training on point cloud sets from Deep3D can
apply to other methods than training on that from COLMAP. Both of the reasons can be

investigated more in our future work.
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Chapter S Conclusion

In this work, we introduce an end-to-end pipeline for 3D scene style transfer. Our ap-
proach accomplishes the following improvements. First, we use the SfM-learner method
instead of traditional 3D constructors to make the entire pipeline much faster. Second,
we apply sliding-window back-projection as the pre-processing of the 3D point cloud,
which is useful to reduce ghost effects. Finally, we use PointLSTM to control the tempo-
ral consistency of different point cloud sets. Overall, we save a lot of time compared with
existing multi-image 3D scene style transfer approaches, while still producing favorable
results. Besides, our method can flexibly choose different learning-based 3D reconstruc-
tion methods in our implementation, and can also be extended to using RGB-D images as
inputs. One limitation is that our stylization module costs much memory and time in the

training stage although the inference stage is faster.

We discuss some possible applications and extensions of our work in AR/VR. One of
the applications that have been realized is that we can generate binocular stylized videos
and put them into the VR showroom. This application allows users to experience a stereo-
scopic effect. Another potential application is that we can extend our approach based on
a 360 surrounding video of a scene. After that, we do 3D stylization of the captured video
instantly. Finally, we can add the stylized point clouds of keyframes to the AR system and

users can watch novel views’ style transfer directly. With these potential applications, our
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work can serve as a useful tool with better efficiency in 3D reconstruction.

In the future, we will try to improve the diversity of novel views so that we not only
use this work for stereo video generation but also arbitrary traveling. The primary issue
is how to decide which point cloud sets should be projected to target views. Probably,
several tools such as pose graphs can deal with the relationship between the current view
and keyframes. If we make a breakthrough in these issues, it will be very helpful in VR/
AR application mentioned above. In summary, our method has the opportunity to become

more useful and it might become very promising.
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