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Abstract

We use the data sample corresponding to an integrated luminosity of 711 £~ and con-
tain 772 x 10° BB pairs collected around Y(4S) with Belle detector at the super KEKB
asymmetric-energy et e~ collider to search for B — p¥® 7~ and measure B® — pA n~
for the confirming of theoretic prediction of branching fraction and study of the thresh-
old enhancement, polarized angle distribution. We measured the signal branching fraction
0.86703£0.07 x 10~® with 3.5 & in threshold enhancement region (M ,; < 2.8 GeV /c?)
which indicates the hint of threshold enhancement, and set upper limit 1.2 x 10~® with 90
C-L. Also, we update the branching fraction 3.15J_r8:§i +0.16 x 107°, and the differential

branching fraction of M,z and cos6), dimensions respectively in B — pAm~ channel.

Keywords: Belle, B meson, Baryonic decay
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Chapter 1

Introduction

1.1 Belle Experiment

1.1.1 KEKB Accelerator

KEKB is a two-ring(3016 m), asymmetric-energy, electron(8-GeV) - positron(3.5-
GeV) collider and is aiming at producing B meson pair as in a factory which serves as a
beam producer in Belle experiment. This design produces center-of-mass energy at 10.58
GeV which is equal to the mass of the Y(4S). The two rings cross at one point with
a crossing angle 11 rad in Tsukuba experiment hall, called the interaction point (IP),
where electrons and positrons collide. The Belle detector surrounds the interaction point
to collect the particle produced from collision. The following sections will introduce Belle

detector. Fig 1.1 shows the configuration of KEKB accelerator.
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KEKB

Tsukuba

Positrons
Electrons

HER

e 8.0 GeV
e' 3.5 GeV

e 1.7 GeV

Figure 1.1: Configuration of KEKB accelerator

1.1.2 Belle Detector

The belle detector is configured around a 1.5T superconducting solenoid and iron
structure surrounding the KEKB beams at the Tsukuba interaction region. The whole

Belle detector consists of a group of sub-detectors which are SVD, EFC, CDC, ACC,
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TOF, ECL and KLM. The configuration of Belle detector is shown in Fig 1.2.

Belle
150° CDC

1 2 3(m)

l | 1 I 0

Figure 1.2: The configuration of Belle detector

1.1.2.1 Beam Pipe

One of features of Belle experiment is the precise measurement of decay vertex.
The whole design of beam pipe is focused on the main factors affecting the vertex de-
tector which are multiple coulomb scattering in the beam-pipe wall and beam-induced
heat. Thus, the minimization of the beam-pipe thickness and an active cooling system are
necessary. The detailed numerical information of beam pipe is shown in Ref[ 1]. Fig 1.3

shows the cross-section and thickness parameters of beam pipe.
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P
HER™ = ' LER
~ LN\
P

Inner Be (20.0mm<R<20.5mm)

Outer Be 23.0mm<R<23.5mm

Figure 1.3: The cross-section of the beryllium beam pipe at the interaction point

1.1.2.2 Extreme Forward Calorimeter (EFC)

In order to improve the experimental sensitivity to some specific physics decay like
B — tv, Extreme Forward Calorimeter (EFC) is designed to extend the polar angle cov-
erage by ECL (17° < 68 < 150°). The EFC covered range is 6.4° to 11.5° in the forward
direction and 163.3° to 171.2° in backward direction. In addition to expand EFC polar an-
gle, EFC is required to serve as a beam mask to reduce backgrounds of CDC, and a beam
monitor for KEKB control, also a luminosity monitor for the Belle experiment. EFC is
made of BGO(BisGe301,) because of its radiation-hard property. The dimensional view

of EFC is shown in Fig 1.4.
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Figure 1.4: Dimensional view of EFC

1.1.2.3 Silicon Vertex Detector (SVD)

Silicon Vertex Detector (SVD) is designed to measure the difference of z-vertex po-
sitions for B meson pairs which is a essential factor of CP violation measurement. Also,
SVD is useful for measuring the vertex of particle decay like D and contributing to the
tracking. The design of SVD is constraint by the multiple-Coulomb scattering, in partic-
ular, the innermost layer of the vertex detector must be placed as close to the interaction
point as possible, the support structure must be low in mass but rigid, and high radiation-

hard.
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SVD sideview

CDC _—

SVD endview

Figure 1.5: Detector configuration of SVD

The detailed numerical information of SVD is shown in Ref[I]. The configuration
of SVD is shown in Fig 1.5. In 2003 summer, SVD2 is developed to replace SVDI as a
new vertex detector which included 4 layers with radii 20, 43.5, 70, 80mm and 6, 12, 18,

18 ladders in each layer respectively.

1.1.2.4 Central Drift Chamber (CDC)

Central Drift Chamber (CDC) is designed to reconstruct charged particle track which

used to precisely measure particle momentum. Also, CDC is expected to provide the im-

portant charged particle identification information which is ‘é—f measurements. The de-

tailed numerical information of CDC is shown in Ref] |]. Fig 1.6 shows the configuration

of CDC.
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Figure 1.6: Overview of CDC structure

All planned physics measurement require a momentum resolution about o, /p; ~
0.5 %W for all measurable charged particle with p; > 100MeV /¢, and because the
momentum of the majority of decay particles from B meson momentum is lower than 1
GeV/c, resolution is easily affected by multiple coulomb scattering. Therefore, low-Z gas
is chosen to be the material of drift chamber to minimize multiple scattering. The chamber

gas is a mixture of 50% helium and 50% ethane which has a long radiation length.
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Figure 1.7: ‘i—i vs. momentum observed in collision data

1.1.2.5 Aerogel Cherenkov Counter System (ACC)

Aerogel Cherenkov Counter System (ACC) is designed to provide the information
for particle identification which has the ability to distinguish 7% from K also extend the
momentum coverage beyond the reach of dE /dx and time-of-flight measurement. Fig
1.8 shows the configuration of ACC at the central part of Belle experiment. The detailed

numerical information of ACC is shown in Ref[ 1 ].
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Figure 1.8: The arrangement of ACC at the central part of Belle detector

The refractive indices of aerogels are chosen to be between 1.01 to 1.03 based on
their polar angle for the better performance of 7% K separation for whole kinematic
range. Fig 1.9 shows a typical ACC module, one or two fine mesh-type photomultiplier
tubes (FM-PMTs) are attached directly to the aerogels at the sides of the box to collect

Cherenkov light effectively, .
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a) Barrel ACC Module

Aluminum container
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Finemesh PMT

=
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FM-Phototube

Air light guide (CFRP)
Aerogel CFRP(0.5mm thick)

Goretex Reflector
Figure 1.9: Schematic drawing of a typical ACC counter module: (a) barrel and (b) end-

cap ACC.

1.1.2.6 Time of Flight (TOF)

Time-of-flight counters (TOF) is designed to measure the flight time of particles
which is very powerful information for particle identification. With a 1.2 m flight path,
the time resolution of the TOF system is about 100 ps for particle momentum lower than

1.2 GeV /¢ which covers 90% of the particles in Y(4S) decay. The TOF counters also pro-
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vide fast timing signals for the trigger system, and TOF signals trigger frequency must be
under 70 kHz to prevent pile-up in the trigger queue. In order to achieve this requirement,
the TOF counters should be augmented by thin trigger scintillation counters (TSC) based

on simulation studies.

Backward Forward

-915 -805 -725 I 182.5 190.5

i TSC 05t x 120W x 2630L R4117.5
—282.0 L
—287.0
Light guid i I N 'A
- R=117.5 e 175

Figure 1.10: Dimensions of a TOF/TSC module

Fig 1.10 shows the modules configuration of TOF, and those modules are individually

connected on the inner wall of the barrel ECL container.

1.1.2.7 Electromagnetic Calorimeter (ECL)

Electromagnetic Calorimeter (ECL) is designed to detect the photon from B meson
decay with high efficiency and good resolution in energy and position. The energy reso-
lution plays important role in the design propose of ECL. The decay modes like B — K*y
and B — 1’70 produce photons energies higher than 4 GeV level and require good energy
resolution to eliminate background from other channels. Also, good electromagnetic en-
ergy resolution performs better hadron rejection, and the separation of two nearby photons

produced by high momentum 7°.

In order to to achieve above requirements, ECL consists of Csl crystal which has a
large photon yield with silicon photodiode readout. The whole calorimeter covers polar

angle between 17° and 150° which shown in Fig 1.11.
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Figure 1.11: Overall configuration of ECL

1.1.2.8 K and u Detection System (KLM)

K1 and muon detection system (KLM) is designed to identify K7 and muon with high
efficiency over a broad momentum range greater than 600 MeV/c. When K} interacts with
in the iron of KLLM will produces a interaction shower which can provide the direction of
K1.. Because of the fluctuation of the size of shower shape , we can’t measure Ky, energy
precisely. In addition to K;, detection, The multiple layers of charged particle detectors

and iron provide the information of discrimination between muon and charged hadron.
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1.2 Motivation

1.2.1 b — s Transition Decay

There are several theoretical predictions[2][3] based on QCD model for the branching
fraction of B — pX%n~ and B — pAn~ and showing B® — pX%zn~ has larger branching
fraction than B — pAm~. The previous Belle measurement of B — pAn~ showed the
branching fraction deviation which make us have better theoretical approach to predict the
similar channel B — pX°z~ about 1.6 x 1075. In our analysis, we are interested in the

accuracy of QCD prediction for B — pZ9z~. Fig 1.12 shows the Feynman diagram of

BY — pXn—.
Sy
b < § o
i 30
d
0 <d
B i p
<u
ﬁ f—
d > a”

Figure 1.12: A possible b — s penguin diagram of B® — pX0z~

1.2.2 Threshold Enhancement Study

In previous Belle result[4] for B — pAz~ channel, we observed the distribution of
invariant mass of baryonic pair has a peak near the position of summation of two baryons
mass instead of flat distribution. Such phenomenon called ”threshold enhancement”, and
the theoretical prediction in Ref[5] based on B — pAzn~ observation indicates the same
phenomenon in B® — p¥°n~ channel. Fig 2.2 shows M DA distribution for B — pAx~ in
previous Belle study in Ref[4] and theoretical prediction of M5 distribution for baryonic

decay channel in Ref[5]
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Figure 1.13: M 5 distribution for B — pAn~ with 414fb~! Belle data in previous Belle
study (Left).The shaded distribution shows the expectation from a phase-space MC sim-
ulation, and the blue line is the function of baryon-antibaryon pair mass. Theoretical

prediction of M, distribution for baryonic decay channel (Right)

1.2.3 cos6, Asymmetry

The other stunning result of previous B — pAm~ is the cos6, distribution anomaly,
0, is the angle between the proton direction and the oppositely charged meson direction
in baryon pair rest frame which shown in Fig 1.14. Fig 1.15 in Ref[4] shows the signal
events close to -1 which indicates the proton moves faster than the accompany A. That is
against the intuitive b — sg picture of the BY — pArn~ decay that the s quark should be
energetic. So we want to see this anomaly in B — pX%z~ and use more data to confirm

the cos6), distribution of B — pAm—.

T

Figure 1.14: Baryon pair rest frame 6, schematic diagram in B — pAm~ channel
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Figure 1.15: The distribution of cos8),, for B — pAn~ in previous Belle study
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Chapter 2

Event Reconstruction and Selection

2.1 Data Sample

2.1.1 Belle Data Sample

In our analysis, we used full Belle data set collected by Belle detector at the KEKB
asymmetric-energy e e~ collider around Y (4S) resonance, with the integrated luminosity

of 711 fb~!. The total number of BB event is 771.5814-10.566 million.

2.1.2 Signal Monte Carlo

All the signal Monte Carlo samples are generated by the EvtGen package[6] , and
the response of Belle detector is simulated by the GEANT3 package[7]. The on-resonance
experiment including Exp7 to Exp65 are generated with corresponding proportions. Our
each signal event of BB pair only one of them will decay to our signal channel, and the other
one will decay generically. Due to our ignorance of true physics of signal and comparison
the efficiency and fitting variables distribution, we generate two types signal Monte Carlo
which are threshold enhancement and phase space decay. For the signal Monte Carlo
following threshold enhancement decay, we define the virtual particle Xj;, listed in Tab
2.3 to mimic baryon pair pA and p¥ in threshold enhancement. For the signal Monte
Carlo following phase space decay, we just make our signal directly decay to three body.

The details of generation of Monte Carlo are listed in Tab 2.1 and Tab 2.2. In our analysis,
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we assume our signal events all follow threshold enhancement decay, and consider the

difference of two type decay as systematic uncertainty finally. In order to estimate expect

yield, we assume our signal branching fractionis 1.9 x 10~°. Fig 2.1. shows the difference

between threshold enhancement and phase space in the distribution of invariant mass of

baryon pair.
Decay Model used Events generated
Y(4S) — B°B0 | VSS BMIX dm
B’ = Xy~ | PHOTOS PHSP 771 x103
Xpp — pL° | PHOTOS PHSP
Y(4S) — B°B® | VSS BMIX dm
B — X,,m~ | PHOTOS PHSP 771 x103
Xp» — pA | PHOTOS PHSP

Table 2.1: EvtGen decay models for signal MC sample with threshold enhancement

Decay Model used Events generated
Y(4S) — B°B® | VSS BMIX d
45) ~ B8 2771 <108
B — p¥Xim PHOTOS PHSP

Table 2.2: EvtGen decay models for signal MC sample with phase space

Pseudo-particle (pA) | (pE)
Mass (GeV /c?) 2.05 | 2.18
Mass width (GeV/c?) | 0.3 | 0.3

Table 2.3: The mass and mass width of pseudo-particle for simulate threshold enhance-

ment
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[ Phase space B%-»p5°m~

Threshold enhancement B%-p3°r ~

MpalGeV]

Figure 2.1: Comparison of M A normalized distribution for signal MC in phase space and

threshold enhancement

2.1.3 Background Monte Carlo

Background Monte Carlo includes generic BB, the continuum ¢g and rare B decay.

The dominated background is expected to be continuum gg. Generic BB and rare decay

include mixed and charged but excluded our signal channels. Those background samples

are officially generated by Belle collaboration with EvtGen and GEANT-based simulation.

The details of background type and events generated are listed in Tab 2.4.

Background type Physics type Events generated
Generic BB b — ¢ transition mixed and charged 10 x data
Continuum ¢g ete™ — qg(ui,dd,cc,ss) 6 x data
Rare B decay | b — s transition mixed and charged 50 x data

Table 2.4: Type of background MC used
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2.2 Reconstruction of Candidate

Because the energy of photon radiated from X particle is as low as background photon
which is hard to efficiently classify background and signal photons. To avoid this problem,
we only reconstruct signal with charged tracks like p* and 7. In our analysis, we partially
reconstructed B — pZ7n~ candidates with p, A, 7&, and measure B — pAx~ simulta-
neously as a control sample to make sure the precision of measurement of B® — pX0z—.

Fig 2.2 shows the distribution of photon energy for signal and background.

le6
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0.8 3000

0.6
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0.4

1000
0.2

0.0

0.6 0.8 1.0

0.4 . 0.4 0.6
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0.0 0.2

Figure 2.2: Photon energy for self-crossfeed background(Left) and signal photon(Right)

2.3 Event Selection

2.3.1 p* and 7T Selection

The charged track selection criteria are based on the information obtained from the
tracking system (SVD + CDC) and the hadron identification system (CDC + ACC + TOF).
We reject the highly electron-like (£, > 0.95) and muon-like (£}, > 0.95) track first,
also require the impact parameters of charged track in radial direction |Ar| < 0.3 cm and
in beam direction |Az| < 4 cm for 7, and |Ar| < 0.3 cm |Az| < 2 cm for proton. For
the proton likelihood ratio selection, we set selection criteria .%),/(.%), + Zx) > 0.6 and
Ly /(ZLp+ZLx) > 0.6 to choose the proton-like track. For 7 likelihood ratio selection,

we set selection criteria 27 /(%L + Zk) > 0.6 to choose 7-like track.
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Figure 2.3: Proton likelihood ratio of Lambda daughter before pre-selection cut (a)

Generic BB (b) Rare decay (c) Continuum ¢g (d)B° — pZ°7~ in PHSP (e) B — pAn~

(H) B — pE7~ in TE

2.3.2 A Selection

The A selection is using MdstVee2 bank. We apply goodlambda selection to choose

truth A ((goodLambda () >0) ) and the details of goodA index is described in Belle Note

684[%]. The invariant mass of A candidate is required to be within 1.111 GeV /c? to 1.121

GeV/c?, and the criteria of proton likelihood ratio of A’s daughter proton is set to be

greater than 0.6 (£, / (£, + Zk) > 0.6 and .Z), / (£, + Z%) > 0.6) in order to reduce any

possible combinatorial background. The selection performance is shown in Tab 2.5.
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Figure 2.4: M, distribution before and after proton and 7 ID selection (a)B? — pAr~ (b)
PHSP B — pX%zn~ (c) Generic BB (d)TE B — pL97~ (e) Continuum ¢4 (f) Rare decay

Type Before | After
PHSP signal efficiency | 13.96% | 12.99%
TE signal efficiency | 18.39% | 16.13%

Table 2.5: Performance of A selection
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2.4 Kinematic Variables

The BY candidates are reconstructed from four momentum combination of pAn ™, we
use distribution of two kinematic variables in the CM frame to classify our signal candi-
dates from background : the beam-energy-constrained mass M., and energy difference

AE which are given as :

My = Elzeam - p%econ 2.1)
and
AE = Epeam — Erecon (2-2)

where Ep, 18 beam energy, precon, Erecon are the momentum and energy of our B can-

didates. The distribution of two variables of signal MC is shown in Fig 2.5.

50 200
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Threshold enhancement B%-p3°m ~ 175 Threshold enhancement B%~p3°m -~
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Figure 2.5: Comparison of AE vs M}, normalized histogram between PHSP and TH for

B — pion_

The fitting region and the signal region are shown in Fig 2.6. The whole region is

fitting region and the red region is signal region.
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Figure 2.6: AE and M, scattering plot for B — pZ7~ following phase space decay(Left)
and B® — pL%n~ following threshold enhancement(Right). The red line is signal region

which is —0.14 GeV < AE < 0.00 GeV and 5.26 GeV/c? < My, < 5.29 GeV /c?.

2.5 Selection Summary

Selection
Charged Particle ZLpjx > 0.6 2,k > 0.6 for p*
Lk > 0.6, %, <0.95, % <0.95 for m*
|Ar| < 0.3 ¢cm, |Az| <4 cm for 7= come from B candidate
|Ar| < 0.3 cm , |Az| <2 ¢m for 7% come from B candidate

A Selection goodlambda> 0
1.111 GeV/c? < Mpz < 1.121 GeV /c?

ZLpix >0.6 2,k > 0.6 for p* from A
Selection Region —0.14 GeV < AE < 0.2 GeV ,
5.23 GeV/c? < My < 5.29 GeV /c?
Signal box for B — pAn~ —0.05 GeV < AE < 0.05 GeV ,
5.27 GeV/c? < My, < 5.29 GeV/c?
Signal box for BY — pXOm— —0.14 GeV < AE < 0.00 GeV ,

5.26 GeV/c? < My, < 5.29 GeV/c?

Table 2.6: Summary of Selection
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Chapter 3

Background Study

3.1 Overview of Background Study

In our analysis, there are three main type background which shown in Fig 3.1: the
generic BB spherical events and the jet-like continuum gg events and rare B decay. The
dominated background is expected to be continuum ¢g. In generic BB background, we
apply A veto to eliminate the peaking background formed by B® — pA_ channel in sec
4.4. Also, we study the rare decay MC to evaluate the possibility of peaking background

formed by rare decay.

Figure 3.1: Background schematic diagram, LHS is continuum ¢4 and RHS is generic BB
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3.2 Continuum Suppression

The dominated background is expected to be continuum ¢g. In contrast of generic BB
and rare B decay, continuum gg can be well-distinguished by their shape variables, and
we hire a multivariate package which is based on neural network named NeuroBayes[9]
to classify our signal and background. The following subsections are the details of train-
ing input variables, the output of NeuroBayes vary from -1 to +1, where the value being
close to +1 is signal-like, -1 is background-like. Fig 3.2 shows the normalized output of
NeuroBayes. We determine the cut of NeuroBayes output to optimize the proportion of

signal and background by figure of merit (FOM).

[ Threshold enhancement B®—»p5°m -
B%—pAn-

44 [==1 Phase space B®—p3°n-

[ Continuum qq

-1.00 -0.75 -0.50 -0.25 0.00 025 050 075 1.00

CSMVA_Output

Figure 3.2: Normalized MVA output

3.2.1 Sideband Data and Monte Carlo Comparison

To make sure there is no significant discrepancy of performance of CSMVA output be-
tween data and Monte Carlo, we compare the CSMVA output of sideband data (AE >0.1(GeV))

with sideband continuum ¢4, and the result is shown in Fig 3.3.

26 doi:doi:10.6342/NTU202203205


http://dx.doi.org/doi:10.6342/NTU202203205

3.2. Continuum Suppression

[ Sideband continuum qq
Sideband Data

e ——
T T T T T T T T T
-1.00 -0.75 -0.50 -0.25 0.00 0.25 050 0.75 1.00

CSMVA_Output

Figure 3.3: Comparison of CSMVA output between sideband data and sideband continuum

qg with normalized histogram

322 AZ

AZ is the vertex difference between B candidate and accompanying B. Because of
color confinement, there is no free quark which means AZ of ¢g event is narrower than

BB. Fig 3.4 shows the AZ distribution of B — pXzr~ signal and continuum background.

0.35

03 — Signal

— Background
0.2
0.15

0.

i

0.05

RN AR
—%.4 -03 -0.2

Figure 3.4: The normalized distribution of AZ for signal and background
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3.2.3 cosOp

03 is the angle between reconstructed B flight direction in the beam axis in the Y(4S5)
rest frame. Since Y (4S5) is vector particle (spin=1) and BB are two pseudoscalar particles
(spin=0), so the angle distribution of 8z can be represented by 1 — cos?6jp, and the distribu-
tion of ¢gg is approximately uniform. The distribution difference of signal and continuum

background is shown in Fig 3.5 .

0.018

— Signal
0.016
— Background

0.014

0.012

0.01

0.008

0.006

0.004

\‘\
-02 0 02 04 06 08 1

Figure 3.5: The normalized distribution of cos6p for signal and background

3.2.4 Thrust angle

Thrust angle is the angle between two thrust axis. One of thrust axis is obtained from
the momentum of B candidate, and the other is constructed by remaining particles in event.
The definition of thrust axis is given as

T =max(T) = maxw (3.1)

Xi|pil
where p; is momentum of i-th particle in B candidate or rest of event. The distribution
of cos6,y,,; Will be peaking near -1 for continuum events because of their jet-like event

shape, and for generic events cos0;,,,,; Will be uniform due to the spherical event shape.

The distribution of cos6,j,,s is shown in Fig 3.6.

28 doi:doi:10.6342/NTU202203205


http://dx.doi.org/doi:10.6342/NTU202203205

3.2. Continuum Suppression
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Figure 3.6: The normalized distribution of cos6,j,,, for signal and background

3.2.5 Sphericity

Sphericity is the measurement of how closely the shape of an object approaches that
of a mathematically perfect sphere. Therefore, the distribution of generic B decay is closer
to +1 than continuum ¢g event. Fig 3.7 shows the sphericity distribution of signal and
continuum background normalized histogram. The formula of sphericity tensor is given
as

p2phP
Sa#} — lel Pl (32)

Y |pil?
where @, B mean x,y,z direction. The eigenvalues of the sphericity tensor are 41, A, and

A3(A1 > Ay > A3). The sphericity (S) and aplanarity (A) are given as

3 3
S = E(lz—i—)@) = 5(1 —7L1)
: (3.3)
A=k

For spherical distribution of BB event, the eigenvalues should be closed to % due to
the isotropic distribution which makes S and A are close to 1 and % For the continuum
background, A3 is about 1 due to the angular distribution, so the S and A are closed to 0.

In our training, we only take S as our training variable.
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0.024
—— Signal
—— Background

0.022
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0.016
0.014
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0.002
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Sphericity

o

Figure 3.7: The normalized distribution of sphericity for signal and background

326 g-r

We also use flavor tagging quality g - r which is shown in Fig 3.8 to judge how likely

a B candidate is B meson. The value of the preferred flavor q, equals +1 for particle B or

BT, and -1 for anti-particle B® or B~. The value of tagging quality r varies between 0 to
+1 .g-ris given as . i

o

where N(B°) and N(B®) are the numbers of B and B°. The value of g - r of background

events is closed to 0 since they are not correctly reconstructed, and correctly reconstructed

B candidates is distributed between 0 to +1.
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Figure 3.8: The normalized distribution of g - r for signal and background

3.2.7 Fox-Wolfram moments

Fox-Wolfram moment[ 0] H; is defined as
N
H; =Y |pillpj|Pi(cosb; ) 3.5
iJ
where P, is 1-th Legendre polynomial, 6; ; is the opening angle between the i-th and j-th

particle, p; and p is the i-th and j-th final state particle. In our analysis, we use normalized

Fox-Wolfram moment instead of H;, normalized Fox-Wolfram moment is defined as

H,

R =
Hy

(3.6)

In Fox-Wolfram moment, we only use R; as training variable.

3.2.8 Kakuno Super Fox-Wolfram (KSFW)

KSFW variables are useful to separate signal from continuum gg events, which in-
cludes 6 normalized Fox-Wolfram moments. The distributions are not same in different

missing mass region. Missing mass is given as

Ny Ny
MM?* = (Ex@y— Y E)* =Y Ipil® (3.7)
i=1 i=1
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where separated into 7 region as Table 3.1.

Region 1 2 3 4 5 6 7
MM?(GeV?/c*) | < —0.5| —=0.5~03 | 03~1.0| 1.0~2.0 | 2.0~3.5|3.5~60 | >6.0

Table 3.1: The MM? regions

KSFW is defined as :

4

KSFW =Y R}’ Z +yZ | (3.8)

=0 n=1

where the superscript s denotes the hadronic particle from reconstructed B candidate, and
o denotes which from rest of event. F; is the transverse momenta of all particles, N; is the

number of tracks in an event, ¥ is fisher coefficient. R’ is defined as :

RY? = ofH)” + o' H)" + o"H; "™ (3.9)
Epeam — AE
where ¢, n and m stand for charged, neutral and missing.
Forl=1,3
H” = B ).}, 0iQ,lpilPi(cos6y;) (3.10)
i
and Hlso’("’m) =0.
Forl=0,2,4
HM = Bpoy " Y | pili(cos6) (3.11)
i
and
H* (c.n.im) ﬁ”ZZ|pl|Pl cos0;;) (3.12)

where i denotes the particle from B candidate, j iterates over the same category (charged,
neutral, missing)tracks of others;Q;, Q; are the electric charges of particle i and particle i
respectively; P, is legendre polynomial; 6;; is angle between particle i and particle j; o

and B are fisher coefficient.

R?° is defined as

Forl=1,3
PO L; Xk QiOk|pjll pilPi(cosOjx)
(Ebeam _AE)Z

RY = (3.13)
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Forl=0,2,4
ROO _ 5100 Y4k ’PjHPk|Pl(Cosejk) (3.14)
! (Ebeam - AE)2 .
Rj? is defined as
R?O _ (XICH;O,L —F(XlnH;O’n—i—(leH;O’m (315)

Ebeam —AE

where a,f3 are fisher coefficient, and Ej.,,,, is beam energy.

3.2.9 Other training variables

Except for the variables we mentioned before, we also put the missing energy E,;ss
and missing mass squared into training. In summary, we put 28 variables into NeuroBayes

training which are shown in Table 3.2.

Eiss Hlso’c,l =0,1,2,3,4
Ry Er Hlso’n,l:0,2,4
Thrust angle of cos6,), H"", =24
BY polar angle of cos6p Hp?,1=3,4
Sphericity S R, 1=1,2,3
AZ RP.1=2734
Missing mass squared MM?> RF1=1,2
q-r

Table 3.2: Summary of training variables
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3.3 Best FOM

After NeuroBayes training and testing, we have to decide the best background sup-
pression cuts for our NeuroBayes output. Therefore, we apply Figure of Merit (FOM) to

estimate performance of corresponding CSMVA output. FOM is defined as

Nsig

\ Nsig + kag

where Ny;, is numbers of signal and Ny, is numbers background which have been nor-

FOM = (3.16)

malized to sideband data, and this optimization was performed in the signal region. To
estimate Nj;g, we use half upper limit of branching fraction 1.9 x 107 in previous mea-
surement. In order to show the performance of background rejection of both types signals,
we also draw the ROC(Receiver operator characteristic) curve which is shown in Figure

3.9.

ROC Curve
—— Threshold enhancement B%-p3°m~ 1.0 —
Phase space B%~»p3°n~
4
0.8
3 0.6
= g
Qo Y
2 ~ 0.4
1 0.2
—— Threshold enhancement B%-p3°r~
0 0.0 Phase space B%-»p3°m -
-1.0 -0.5 0.0 0.5 1.0 0.0 0.2 0.4 0.6 0.8 1.0
CSMVA_Output Esig
(a) (b)

Figure 3.9: (a) Figure of Merit plot (b) ROC

To eliminate most continuum background and keep enough signal efficiency, we
choose CSMVA output at 0.8 as best FOM cut which can cut off about 99% continuum

background events and leave 45% signal efficiency.
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3.4.1 Generic BB

3.4. Peaking Background Veto

In generic BB background event, we discover that there is peaking background in our

signal region, and pined down those event mostly come from B® — pA_ decay after our

investigation, so we introduce A" veto method to kill those events. Because A — An™

and Al — X7, we reconstruct the invariant mass M, which is shown in Fig 3.10 as

veto variable.

Fig 3.11 shows the result of My, fitting, the red line is B — pA_ (A — Am™), so

the peaking position is exact A, mass value. The brown line part is contributed by B —

pAZ(A; — Z%77), because we only capture A and 7 which make the peaking position

shifted. In order to remove the peak and keep enough efficiency, we decide to cut off the

region of My, at 2.15 GeV /c? < Mp, < 2.3GeV /c? about £26 of brown line gaussian

in A, mass region. The performance of veto is shown in Fig 3.12.

1.6
141
124
1.01
0.8 q
0.6
0.4

0.2 1

0.0

[ Threshold enhancement B°-p3°n -
Phase space B®-»p3°n~

—/

15 2.0 2.5 3.0

Ml GeV/c?]

3.5

4.0

4.5

Figure 3.10: M- normalized distribution for BY — pZm~
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Generic BB MC
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Figure 3.11: Fitting result of My, in generic background sample to decide veto region.
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Figure 3.12: The performance of A" veto in generic BB background (a)M,. (b)AE
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3.4.2 Rare B Decay

In b — s rare decay events, we also discovered peaking background which listed in
Table 3.3 in our signal region. In order to check the effect of those decay channels, we
cut off the region in Mz greater than 4.95 GeV/ c? and the region in M, smaller than
1.121 GeV//c?, the result is shown in Fig 3.14. After our study of rare decay, we found
those channels are in the specific region but their yields are overrated by decay table. So

we won’t apply the veto in the real data.

Decay channel | %(107) in decay table | (107%) in PDG
Bt — pA 0.37 0.2410-0¢ +0.03
Bt — px° 1.5 -

Bt — pAp° 5.7 4.7810¢7 £0.6

Bt = AAn*t 2.8 <0.9
B — AA 0.3 <03
BY — AX0 1.0 -

B? — x03%0 1.0 -

Table 3.3: Main rare decay background list

o
=]
=3

IS
=)
=3

w
=3
=3

N
o
=3

Candidates per 0.04 GeV/c?
Candidates per 0.04 GeV/c?

-
o
=3

20 2.5 3.0 35 4.0 4.5 5.0 1.0 15 2.0 2.5 3.0 35 4.0

MpAlGeV/c?] Mpn[GeV/c?]
(a) (®)

Figure 3.13: (a) M5 and (b) M) distribution of rare decay background
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x102

B AE> -0.3GeV
mm AE> —0.14GeV
B AE > -0.14GeV with all veto

Candidates per 0.0003 GeV
N w S ul

iy

5.23 5.24 5.25 5.26 5.27 5.28 5.29
Mp[GeV/c?]

Figure 3.14: Performance of rare decay veto

3.5 Best Candidate Selection

To remove multiple candidate event, we reconstruct A vertex first then use p,7 tracks
and A vertex to get B vertex and choose the minimum B vertex x> obtained by ExKfitter
for each event as best candidate selection criteria. Fig 3.15 shows the performance of best
candidate selection, there are about 1.18% multiple candidate events before best candidate

selection. The distribution of M. and AE after the all selection are shown in Fig 3.16.

Candidate Count Candidate Count

50000/

count
Entries 53470
1

Std Dev 0

40000

30000

20000

10000

10 10
candidate/event candidate/event

(a) (b)

Figure 3.15: Best candidate performance for TE B® — pX%n~(a) Before best candidate

selection (b)After best candidate selection
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3.6 Conclusion of Background Study

After all selection cut to kill any possible background, we make the predicted plot

of data distribution with all kind of Monte Carlo sample according to same luminosity

which are shown in Fig 3.16 and compare the M}, and AE distribution between sideband

data and Monte Carlo sample whose results are shown is Fig 3.17. In summary, there

is no significant difference in distribution, but the background yield is larger than our

expectation, and we show the details of each cut in section 3.7.
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Figure 3.16: M. and AE distribution after all selection (a)Mp,., (b)AE
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Figure 3.17: Comparison between sideband data and MC for M}, and AE distribution after

all selection cut
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3.7 Table of selection counting

Before Continuum Suppression

, B’ — p=n~ { BY= pAn~
Type Whole Region | ) 5 ]
Signal Region | Signal Region
efficiency of B — pE°n~ (PHSP) 11.66% 11.51% -
Expected yields for B — pZ’n— (PHSP) 171 169 -
Self-crossfeed for B — pZz~(PHSP) 8.69% 3.77% -
efficiency of B® — pE°n~ (TE) 15.79% 15.67% -
Expected yields for B — pX%n~ (TE) 232 230 -
Self-crossfeed for B — pX0n~(TE) 2.41% 1.9% -
efficiency of B — pAn~ 22.67% - 21.99%
Expected yields for B — pAm~ 549 - 532
Self-crossfeed for B — pAm~ 2.70% - 1.37%
Generic BB 354 93 25
Continuum gg 137559 27600 5357
Rare decay 381 130 35
After Continuum Suppression
Type Whole Region B,O - pzo#_ 1'30 - pA?_
Signal Region | Signal Region
Efficiency of B — pX%n— (PHSP) 6.08% 6.01% -
Expected yields for B — pZ%n~ (PHSP) 89 88 -
Self-crossfeed for B — pZz~ (PHSP) 5.31% 2.57% -
Efficiency of B — pX’n~ (TE) 7.08% 7.03% -
Expected Yield for B® — pX’z~ (TE) 104 103 -
Self-crossfeed for B — p£7~ (TE) 1.92% 1.65% -
Efficiency of B® — pAn~ 10.25% - 9.98%
Expected yields for B® — pAn~ 248 - 241
Self-crossfeed for BY — pArn~ 2.11% - 1.25%
Generic BB 100 33 19
Continuum gg 2167 430 180
Rare decay 90 35 8
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After Peaking Background Veto

, B — p=n~ | BY— pAn—
Type Whole Region | ) : ]
Signal Region | Signal Region
Efficiency of B — pX%n— (PHSP) 5.76% 5.70% /
Expected Yield for B — pZz~ (PHSP) 84 83 5
Self-crossfeed for B — pZ7~ (PHSP) 5.12% 2.53%
Efficiency of B — pX%n~ (TE) 7.05% 7.00% -
Expected Yield for B — pX®n~ (TE) 103 102 -
Self-crossfeed for B — pX°n~ (TE) 1.91% 1.65%
Efficiency of B — pAn~ 10.20% - 9.93%
Expected Yield for B — pAn~ 247 - 241
Self-crossfeed for B — pAm~ 2.08% - 1.24%
Generic BB 69 14 3
Continuum gg 2092 416 175
Rare decay 82 33 8
After Best Candidate Selection
Type Whole Region B_O - pZO7'r* 1?0 - pAéi
Signal Region | Signal Region
Efficiency of B — pL£97~ (PHSP) 5.65% 5.56% -
Expected yields for B — pL£°n~ (PHSP) 83 82 -
Self-crossfeed for B® — pZz~ (PHSP) 3.63% 1.97% -
Efficiency of B — pX’n~ (TE) 7.00% 6.92% -
Expected yields for B — pX%n~ (TE) 102 101 -
Self-crossfeed for B — p£O7~ (TE) 1.40% 1.29% -
Efficiency of B — pAn~ 10.06% - 9.80%
Expected yields for B® — pAn~ 256 - 237
Self-crossfeed for B — pArn~ 1.81% - 1.14%
Generic BB 63 14 3
Continuum gg 1828 416 151
Rare decay 76 32 7
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Chapter 4

Yield Extraction

4.1 Introduction

In the analysis, we use unbinned maximum extend likelihood (UML) fit method to
extract the signal yields. The likelihood function which is made of 2 dimension(AE,Mp,.)
1s given as

ef(NA'*FNb)

N
& = TT(NP{(Mpe, AE) + Ny Py(Mpe, AE)) (4.1)

!
N

where N is number of events in our fit, i denotes the i’ event, and Pj is probability density
functions (PDF) of signal and, background. At first, we will introduce the PDF for each

component, then the result of fitter test.

4.2 Correlation Check

In order to decide the PDF, we check the correlation factor of each component.The
2D distributions of each component are shown in Fig 4.1 and Fig 4.2. In B® — pEOn~
channel, because of the low correlation between M;,. and AE, we use 1D x 1D histogram
PDF to model our signal whether it’s following threshold enhancement or phase space. In

summary, all component correlation numbers are listed in Table 4.1.
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Figure 4.1: AE vs M, for (a) background and (b) B — pAm~
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Figure 4.2: AE vs My, for B — pX%7~ for (a)Threshold enhancement and (b) phase space

Type Correlation
PHSP B? — pX%n~ Signal 0.035
TE B® — pXzn~ Signal 0.024
BY — pAm~ -0.006
continuum ¢g 0.005
Generic BB 0.043

Table 4.1: Summary of correlation
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4.3 PDF Modeling

Our 2D fitter can be divided into those components:B® — p¥Oz~, B® = pAzn—, rare

decay excluded our signal, and background which is combined with continuum ¢g and

generic BB whose distribution is similar to continuum event. The proportion of self-cross

feed is about 2% which is extremely lower than our statistic error, so we just ignore it in

our fitter. All PDF which we choose for each component are listed in Table 4.2. Table

4.3 shows all the floated fitting parameters for PDFs. The fitting result of signal and other

background are shown as Fig 4.3 to Fig 4.7, then Fig 4.8 shows the fitting result of one

psudoexperiment.
M, AE

BY — pXOn~ 1D HistPDF 1D HistPDF
Double Gaussian Triple Gaussian

BY — pPATT™ with same mean with same mean

and different width | and different width
Self-crossfeed of B — pAn~ 2D Kernel PDF
Continuum g + Generic BB + Rare B decay | ARGUS Function | 2nd order Polynomial

Table 4.2: Summary of PDF
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Component Fitting Parameter
BY — pEon~ Npo_, psor- 1s floated
B? — pAn~ Npo_, par— 1s floated

Self-crossfeed of B — pA%m—

Nicy =1atioXNpo_, 5, ratio is fixed

Continuum gg+Generic BB+Rare B decay

Npie and ARGUS shape parameter are floated

Table 4.3: Fitting parameter
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Figure 4.8: Fitting plots of one pseudo-experiment (a) M. and (b) AE
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Fitting parameter Fitting result | Expected result
Npo_, p507 58.18715-28 65
Npig 2203.84739-38 2203
16.40
Ngo_s pin 192331 2 190
ARGUS shape variable | —22.37731¢ -26.07

Table 4.4: Fitting result of PDF parameters

4.4 Fitter Test

In order to see the performance of our fitter, we perform the fitter test to check
whether there is any bias in our fitting model. The fitter test includes Gsim ensemble
test and toyMC ensemble test with two generated ways, the gsim sample is extracted from
randomly selecting MC as input, and the toyMC sample is generated with PDFs. We de-
termine the input number with Poisson distribution with mean value equal to the expected
number of signal and background in full Belle luminosity. The mean value of input num-
ber of B® — pX7~ is varied from 35 to 95, the mean value of input number of B® — pAn~
is fixed at 190, and Ny, is obtained from the background MC. Then the fitting result in-
formation is collected repeatedly 5000 times to check the pull distribution whether it is a
standard Gaussian (¥ = 0, o = 1 ), the definition of pull is given as

Yield — Expect yield
Ofit

Pull = (4.2)

where o7;; 1s statistical uncertainty. Except gsim and toyMC fitter test, we also perform
linearity test for the yield of B® — pZ7~ to confirm our fitting yield is linear with different

Nsig.

4.4.1 ToyMC ensemble test

Our results of toyMC ensemble test are shown in Fig 4.9 and Table 4.5, Table 4.6.
Overall, Pullyean, Pull,q, and Nie all cover the expect value within 1 ~ 36 for both
channel. Table 4.5 and Table 4.6 show the detailed information of ToyMC ensemble test

for B — pAn~ and B® — pX°n~. The performance of linearity test for toyMC sample
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is shown in Fig 4.10 which shows the slope and intercept cover the value within 1 ~ 3c.

Each pull, yield, and error fitting result is shown in Appendix B.
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Figure 4.9: Pull mean and pull width plot of toyMC ensemble test for each input signal
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Figure 4.10: ToyMC linearity test. The p0 is slope and the pl is intercept of Ist order

polynomial.
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Nﬁ;;;p Er Nf;%p Ew Pul l,?,i;p B Pul lﬁ?;hp B errorﬁ(;;ip L7
95 95.894+0.27 | —0.036 0,014 | 1.005+0.010 | 18.68+0.01
85 85.654+0.26 | —0.024+0.014 | 1.012+0.010 | 18.33+£0.01
75 75.724+0.25 | —0.0284+0.014 | 0.992+0.010 | 17.9940.01
65 65.15+£0.25 | 0.005+0.014 | 1.0014+0.010 | 17.61+0.01
55 55.91+0.25 | —0.0394+0.014 | 1.012+£0.010 | 17.264+0.01
45 45.36£0.24 | —0.008 £0.014 | 1.0024+0.010 | 16.87+0.01
35 3525+0.23 | —0.0014+0.014 | 1.005+0.010 | 16.47+0.01

Table 4.5: Detailed result of toyMC ensemble test for B — pZVz~

5;;17 S lef;%p Az Pul l,’f,(;;f’ AR Pullﬁ?;hp 53 errorﬁizf AR
95 189.92+0.23 | 0.022+0.014 | 0.9874+0.010 | 16.294+0.01
85 189.86£0.23 | 0.026+0.014 | 0.995+0.010 | 16.284+-0.01
75 189.76 £0.22 | 0.031+0.014 | 0.980+0.010 | 16.2740.01
65 190.29+£0.23 | —0.001 +0.014 | 0.981£0.010 | 16.274+0.01
55 190.26 £0.22 | 0.0014+0.014 | 0.979+0.010 | 16.26+0.01
45 190.244+0.22 | 0.0014+0.014 | 0.960+0.010 | 16.254+0.01
35 190.824+0.23 | —0.0344+0.014 | 0.9804+0.010 | 16.254+0.01

Table 4.6: Detailed result of toyMC ensemble test for B — pAx~

4.4.2 Gsim ensemble test

Our results of Gsim ensemble test are shown in Fig 4.11 and Table 4.7, Table 4.8.
Overall, Pullyean, Pull,,;q, and Nyig all cover the expect value within 1 ~ 36 for both
channel. Table 4.7 and Table 4.8 show the detailed information of Gsim ensemble test for
B — pAn~ and B — pE%7~. The performance of linearity test for gsim sample sample
is shown in Fig 4.12. which shows the slope and intercept cover the value within 1 ~ 3.

Each pull, yield, and error fitting result is shown in Appendix C.
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Figure 4.11: Pull mean and pull width plot of toyMC ensemble test for each input signal
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Nﬁ;;;p Er Nf;%p Ew Pul l,?,i;p B Pul lﬁ?;hp B errorﬁ(;;ip L7
95 95.304+0.26 | —0.005+0,014 | 0.983+0.010 | 18.98+0.01
85 84.734+0.27 | 0.029+0.014 | 1.018+0.010 | 18.64+0.01
75 75.89+0.26 | —0.0364+0.014 | 0.999£0.010 | 18.3540.01
65 65.50+0.25 | —0.0154+0.014 | 0.980+£0.010 | 18.144+0.01
55 54.79+0.25 | 0.024+0.014 | 0.991£0.010 | 17.604+0.01
45 44.87+0.24 | 0.0224+0.014 | 0.9854+0.010 | 17.22+0.01
35 3541+0.24 | —0.0104+0.014 | 1.018£0.010 | 17.03£0.01

Table 4.7: Detailed result of gsim ensemble test for B® — pXOzn—

5;;17 S lef;%p A Pul l,’f,(;;f’ A Pullﬁ?;hp 53 errorﬁizf AR
95 190.334+0.23 | —0.004+0.014 | 0.9934+0.010 | 16.364+0.01
85 189.97+0.23 | 0.018+0.014 | 0.989+0.010 | 16.354+0.01
75 190.16 £0.23 | 0.007+0.014 | 1.004+0.010 | 16.3440.01
65 190.004+0.23 | 0.017£0.014 | 0.9974+0.010 | 16.334+0.01
55 190.60+0.23 | —0.021+0.014 | 0.973+0.010 | 16.324+0.01
45 190.26 0.23 | 0.0014+0.014 | 0.985+0.010 | 16.304+0.01
35 190.40+0.23 | —0.007+0.014 | 1.014+£0.010 | 16.304+0.01

Table 4.8: Detailed result of gsim ensemble test for B — pAm~

4.5 M, Distribution Study with MC Sample

In order to show how we claim which decay type our signal follows, we apply 2D
fitting we mention above in different M A bin region. In this part, we only use MC sample
to see whether our fitting yields are consistent with expected distribution. Table 4.9 and

4.10 show the detail of fitting result in each M,z bin.
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M x(GeV/ c¢?) | Fitting Yield(signal) | Expected Yield(signal)
2.0-2.2 51.64+ 8.62 49
2.2-24 21.60+ 7.25 18
2.4-2.8 14.384+ 7.58 14
2.8-3.4 19.19+ 7.43
3.4-5.0 7.37+8.77

Table 4.9: B — pXOz~ fitting yield in each M5 bin

M, ;(GeV /c?) | Fitting Yield(B® — pAn~) | Expected Yield(B° — pAr~)
2.0-2.2 121.264 11.52 118
2.2-2.4 59.024 8.32 60
2.4-2.8 32.014 6.32 32
2.8-3.4 14.33+ 4.74 14
3.4-5.0 11.824+ 5.10 8

Table 4.10: B — pArn~ fitting yield in each M »A bin
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Figure 4.13: Comparison plot of expected yield and fitting yield for B — pZ%z~ and
B — pArm~ channels in different M »A bin. The green shaded one is obtained from sig-
nal MC and expected branching fraction, and the data points are fitting result of pseudo-

experiment of each M A bin.

Fig 4.14 to 4.18 are pseudo-experiment fitting plots for each bin where blue line is

total PDF, red dashed line is signal PDF, purple dashed line is background PDF,
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dashed line is

Events / ( 0.0035 )
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and black dashed line is B® — pAm—
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Figure 4.16: Pseudo-experiment plot in M5 bin3
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Figure 4.18: Pseudo-experiment plot in M 5 bin5
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Chapter 5

Control Sample

In order to determine the implicit systematic uncertainty of our analysis, we tend to
apply it on some well-measured decay mode which have similar property of our signal as
control sample and follow the similar steps to see its accuracy and error. For the calibration
of efficiency drop of background suppression, we decide to use B® — D~ n+ and D~ —

Kgﬂ:_ which has topologically similar final states with B” — pAzm~ and larger statistics.

5.1 Data Sample

Signal MC and background MC are generated following the list in Table 5.1 and
Table 5.2.

Decay Model used Events generated
Y(4S) — BB | VSS BMIX dm
B - D xt PHSP 771 x 103
D™ — Kn~ PHSP

Table 5.1: EvtGen decay mode for control sample signal MC

Background type Physics type Events generated
Generic BB b — c transition mixed and charged exclude B — D™zt 10 x data
Continuum ¢g ete” — qq(uit,dd,cé,s53) 6x data

Table 5.2: Background type used for control sample
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5.2 Event Selection

The selection criteria of B — D~z tis listed in Table 5.3.

Particle type Selection
nt Lk x < 0.4 for n* come from D~ and B°
|dr| < 0.3 cm, |dz| < 3 cm for 7 come from D~ and B°
K? goodKshort = 1, 0.488 GeV/c? < Mz, < 0.508 GeV /c?
X2p < 20.
D~ 1.84 GeV/c? < Mppz < 1.9 GeV/c?

Table 5.3: Particle basic selection for B — D7+

5.3 Background Suppression

In order to calibrate the efficiency drop of our mode, we hire NeuroBayes package

again and use the same training algorithm generated in continuum suppression section,

then we cut the same value of NeuroBayes output as we mention before, all variables are

listed in Table 3.2 .

5.4 PDF Modeling

We still use 2D fitting here. The components of our fitting PDF are listed in Table

5.4, the proportion of self-crossfeed is very low and is hard to be model so we use 2D

histogram PDF to model it. The fitting result of signal and background are shown in Fig

5.1to Fig 5.3.

Mbc

AE

Signal

One Gaussian

Double Gaussian

continuum ¢g

ARGUS Distribution

2nd Order Chebyshev Polynomial

Generic BB

2D smooth HistPDF

Self-cross feed

2D smooth HistPDF

Table 5.4: PDFs modeling for B — D~ n+
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5.5 Fitting Result

To obtain the branching fraction and efficiency drop, we divide our data 'sample into
two samples, the first one is the data greater than CSMVA cut 0.8, and the second one is
the sample lower than 0.8, then we apply simultaneous fit with those two sample to fit
branching fraction and efficiency drop directly. Here is how we define signal yield for

each sample, and the fitting results are shown in Fig 5.4 and Fig 5.5.

. 1 JCSMVA>0.8
Yieldgg = Ngg X Bpsp-n+ X Bp k- X Ep-n+ X Edrop X (CPID)

.1)
Yield MV 4<0% = Nyg x By -z X Bpkn- X €p-n+ X (1= Earop) X (Cpip)

Finally, we obtain the branching fraction 2.55 x 107 and efficiency drop 50.52%
which are listed in Tab 5.5.
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Belle 711fb* Belle 711fb ™"
—~ 2400FFTT [ TT I T T T T T T T T T —~ S I B B B B B R IR
& E q @ r 1
S 2200~ — Total PDF fu S [ Total PDF ]
2 Foomeen Signal 1 S 2500 ===~ Signal -
% 2000 -~ Continumm ¢g = = Fomee- gominurgmgqﬁ b
= r P i o r - - Generic ]
§ 1800 --+ Generic BB - S L Self-cross feed ]
o = Self-cross feed E & 2000 —e— Data 7
1600~ —#— Data E F B
1400 4 [ ]
1200 E 1500 ]
1000 3 L ]
800F- = 1000~ 7
600 E L ]
400F" E 5001 .
200 = i ‘ ]
E = 3 B b T T T M R T LT (IR
§3075°05615-01-005 0 005 0.1 0.15 0.2 053 524 525 526 527 528 50 53
A E[GeV] M, [GeV/c?]

Figure 5.5: Fitting result of control sample data CSMVA > 0.8
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5.6. Calibration on Continuum Suppression Efficiency

5.6 Calibration on Continuum Suppression Efficiency

In order to calibrate the efficiency drop between signal MC and data, we compare
both efficiency drop to calculate the ratio as the calibration factor, the detail of calibration

is shown in Table 5.5.

Fitting Parameter Fitting Result
efficiency drop 50.52£0.94%
Branching fraction | (2.55+0.05) x 1073

Table 5.5: Fitting parameter result

MC Data
Ratio (After/Before) | 51.10+0.57 % | 50.524+-0.94 %
Calibration Factor 0.989+£0.024
Uncertainty 2.43%

Table 5.6: Calibration on continuum suppression

5.7 Conclusion

We obtained the calibration factor of continuum suppression with control sample
BY — D~ m™. In order to validate the correction of our fitting, we measure the branching

fraction of B — D™z, the formula of Branch fraction is given as

Yield
BB’ D )= 5.2
(B"—=D7n™) 771581000 x (E f ficiency) x 0.0156 x (PIDfactor) (52)

where 0.0156 is branch fraction of subdecay D~ — Kgir_ according to the PDG value[ | 1],
and the PID factor is the calibration factor for PID selection which is 0.954 and 0.958 for
rID selection. The measurement of the branching fraction of our fitting is equal to 2.55 +

0.05 x 1073 which is consistent with the PDG value[12] which is 2.51 +0.08 x 103
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Chapter 6

Unblind Results

6.1 Fitting Results

Fig 6.1 and 6.2 show the unblind results with whole M ,; region. We measure 50.29f{§:gg

BY — pOz~ signal yield and 215.457173S B — pAx yield, and the detailed fitting
and open box results are summarized in Tab 6.4. In order to obtain higher significant
signal yields, we also try to fit the yields in the threshold enhancement region Mz <
2.8 GeV /c? which is shown in Fig 6.3 and 6.4. In the threshold enhancement region
(M5 <2.8GeV /c?), we measure the B — pEOn~ signal yield 36.7071 152, 184.8271329
B — pAn~ vyield, and also obtain the increasing significance. The result also shows the

evidence of exist of threshold enhancement in B — pZ®7~ channel.
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Figure 6.1: M), (left) and AE (right) plots of unblind results in whole M,z region
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Figure 6.2: M) (left) and AE (right) projected plots of unblind results in whole M 5 region.
The projected regions are —0.14 < AE < —0.05 GeV for M, plot and M, > 5.26 GeV /c?
for AE plot.
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Figure 6.3: M), (left) and AE (right) projected plots of unblind results in M 5 region <
2.8 GeV/c?.
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My, > 5.26 GeV /c? for AE plot.
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6.2 Threshold Enhancement Result

In order to study threshold enhancement in our signal modes, we obtain the yields
in different M5 bin and calculate the branching fraction with calibrated efficiency in
each bin. Because we don’t measure enough yields in B® — pZ7~ channel to calculate
precise differential branching fraction, we only observe a convincible result in B® — pAm~
channel. Fig 6.5 shows the Mz distribution, and Fig 6.6 to 6.13 are the fitting result of
each M A bin where blue line is total PDF, red dashed line is signal PDF, purple dashed
line is background PDF, dashed line is and black

dashed line is B — pAn~.
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Figure 6.5: Differential branching fraction for B — pAzn~ on M,x dimension from
threshold to limit, the green shadowed one is obtained from signal MC and the data points

are obtain from fitting yields of data and corresponding signal efficiency of each M,z bin.
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6.2. Threshold Enhancement Result
B — pAm~ B — p¥im—

M,;(GeV/c?) | Yield | B(107°°) | &7(%) Yield B(107%) ~ &,71(%)
Threshold-2.2 | 71.171330 | 1.047013 | 10.07 | 13.247333 | 0271011 & 7.14
2.2-2.4 71254990 | 1041013 | 10.09 | 11.33%880 | 0.245513 | 7.05
2.4-2.6 19517337 | 0297009 | 9.97 | 5.96%%1 | 0.137013 | 6.93
2.6-2.8 21.81137% | 03219000 | 1005 | S.11t373 | 01275 | 6.52
2.8-3.4 18.077387 | 0257088 | 1057 | 12,7053 | 0.29701% | 6.50
3.4-4.0 7.62752 1 0111008 | 10.10 | —9.02%385 | —0.227013 | 5.98
4.0-4.6 4397388 1 0.07100¢ | 923 | 8567718 | 023752 | 555
4.6-limit. | 3.82%377 | 0.09700° | 597 | 3.8677% | 0.11193% | 5.10

Table 6.1: Yields, efficiencies and measured branching fractions in different M 5 bin for

BY — pAn~ and B® — p¥On—
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6.3 cos6, Asymmetry

We also do the cos6), asymmetry study for B — pAm~, in order to draw the cos6,
distribution, we obtain the differential branching fraction with signal yields and calibrated
efficiency in each cos0), bin. Fig 6.14 shows the cos6,, distribution and we also observe the
cos6), asymmetry with more data than previous study. Tab 6.2 shows the fitting detailed

information in each cos6,, bin.
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Figure 6.14: Differential branching fraction for B® — pAn~ of cos6), in baryon pair rest

frame in M5 < 2.8 GeV/c?

BY — pAm~ BY — pXOn—
cos6, Yield | Z(107%) | e.4r(%) | Yield | B(107%) | &.47(%)
-1.0-0.6 | 43237135 1 0797013 | 8.19 | 9.09%3%% | 0207013 | 6.79
0.6-0.2 | 46.077183 1 0707012 | 9.84 | 1172738 | 023710 | 7.39
0202 | 46317770 1 0.647010 | 10.76 | 4.66132° | 0.097010 | 7.47
0.20.6 | 33.05753) | 0441000 | 1118 | 8.22733% | 0.177015 | 7.18
0.6 1.0 | 17.257319 | 0257007 | 1036 | 2247555 | 0.05751) | 6.48

Table 6.2: Yields, efficiencies and measured branching fractions in different cos6,, bin for

B’ — pAn~ and B® — pXOn~
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6.4. PDF Uncertainty

6.4 PDF Uncertainty

In order to consider the uncertainty caused by PDF, first, we fit the yield 1000 times
by changing the PDF fixed parameters with random uniform distribution and take the
maximum deviation as the uncertainty. Second, we change our AE background PDF into
third order polynomial, then combine those two uncertainty as one PDF uncertainty. Table

6.3 shows the systematic uncertainty estimation.

BY — pEon~ | B® = pAn~
Signal PDF uncertainty 3.16% 0.81%
Background PDF uncertainty 0.90% 1.11%
PDF uncertainty 3.29% 1.37%

Table 6.3: PDF uncertainty

6.5 Significance Estimation

The significance estimation is done by profile likelihood corresponding to the param-
eter 6y, where 0y is the parameter we are interested in like signal yields. The estimation

function of significance is given as

L(6)
L(6o)

Significance = [ —2log( ) (6.1)

where @) denotes fitting result of the parameter we interested in, and 6 is the null hy-
pothesis (Fitting yield = 0 ). Since there is non-negligible systematic error caused by PDF
modeling, we need to consider it into the significance estimation by a smeared likelihood

function which is given as

—(n—n/)2

oo e 202

Lonearln) = [ 20

—oco 2wo

dn’ (6.2)

where o is PDF modeling systematic error. Fig 6.15 shows the log likelihood ratio plot.
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Figure 6.15: log likelihood ratio distribution for B® — pZ97~, the red line is only consid-

ered statistical error, and the blue line is likelihood smeared with systematic error. LHS

is TE region and RHS is whole region

6.6 Summary

The summary of unblind result is shown in Table 6.4 and 6.5.

Channels Yield Significance(Stats error) | Significance(Stats+Sys error)
B® — pEOn~ | 50.291{39¢ 3.000 2.980
BY — pAn~ | 215.457739 21.120 18520

Table 6.4: Whole M 5 region fitting results for unblind result

Channels Yield Significance(Stats error) | Significance(Stats+Sys error)
B — pEOn~ | 36.701]}85 3.560 3510
BY — pAn~ | 184.847133) 23.800 18.55¢

Table 6.5: TE region fitting results for unblind result
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Chapter 7

Systematic Uncertainty

7.1 Number of BB pairs uncertainty

According to official release, there are (771.581410.566) x 10° BB pairs in real data

from exp7 to exp65, and the systematic error is 1.37% from reference[|3].

7.2 Tracking Uncertainty

In Belle Note 1165[ 14], tracking reconstruction of charged particle is studied by using
partially reconstructed D** — DO(n~ 7" KQ)nt decay sample. Comparing the tracking
efficiency between data and signal MC, the systematic uncertainty has been evaluated to be
(—0.13+0.30(stat.) £ 0.10(syst.) )% per track. The suggestion of systematic uncertainty
is 0f 0.35% per track which is applied in our analysis. There are four tracks in B® — pX0z~

and B — pAm~, so the systematic uncertainty is 1.4%.

7.3 Charged Particle Identification Uncertainty

Proton and 7 identification are studied by various control samples in Belle-Note 779
and Belle-Note 1279[15][16] respectively, the former one is D** — D°(K~ ")z and
the later one is A — pm~. The systematic uncertainty are estimated by using the official

table which is provided by the PID joint group to calculate the calibration factor between
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data and signal MC. The uncertainty and calibration factor has been evaluated in Tab 7.1

statistical error
mean value

7.2, and the systematic uncertainty is defined by

Channel Calibration Factor | Uncertainty
B — pAn~ | 0.94540.006 0.63%
B — pEozn~ |  0.940+0.006 0.64%

Table 7.1: Calibration factor and uncertainty on Proton Identification

Channel Calibration Factor | Uncertainty
B = pAn~— | 0.9434+0.007 0.74%
B — pyon— 0.943 +0.007 0.74%

Table 7.2: Calibration factor and uncertainty on 7 Identification

7.4 A Selection Uncertainty
A selection is according to goodA selection in Belle-Note 684[&]. We use the number

of signal MC in three different A mass regions which is based on belle note 684 to obtain

the systematic uncertainty 3.4%.

7.5 Secondary Subdecay Uncertainty

The systematic error from subdecay is calculated by the ratio of uncertainty to the
corresponding branching fraction in PDG :BR(A — pn~) = (63.9+0.5)%[17] , so the

subdecay systematic error is 0.8%.

7.6 Continuum Suppression Uncertainty

We have estimated the systematic uncertainty of continuum suppression in chapter 5,

and the value is listed in Tab 5.6. The systematic uncertainty is 2.43% based on our study.
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7.7. MC Modeling

7.7 MC Modeling

Because of our ignorance of true physics about the signal, we need to quote the sys-
tematic uncertainty for the MC modeling. In order to obtain the uncertainty, we take the
efficiency difference from the two signal MC which we generated with PHSP and TE as
systematic uncertainty which is listed in Tab 7.3. According to our open box result, we
discover about 70% signal yields in threshold enhancement region (M5 < 2.8(GeV/ c?))
with 3.5 o significance. That shows the evidence that our signal more follows threshold

enhancement. Base on this premise, we modify this systematic uncertainty by

ere — (ratiox erg + (1 — ratio) * epsp)

(7.1)

Modified uncertainty = -
TE

Yield (TE region)

where ratio is Yield (Whole region)

€pusp | €re | Maximum uncertainty % Modified uncertainty
BY — pEOn~ | 5.65% | 7.00% 19.28% 5.21%

Table 7.3: Comparison between phase space and threshold enhancement for signal channel

For B — pAn~ channel, in order to correct the MC model, we obtain the systematic
uncertainty of MC modeling by reweight each M,z bin contribution, and the reweighted

efficiency and the systematic uncertainty are listed in Tab 7.4.

€rr | Reweighted €,¢¢ | Uncertainty
B — pAn~ | 10.06% 9.98% 0.8%

Table 7.4: MC modeling uncertainty for B — pAm~

7.8 PDF Uncertainty

We have estimated the PDF uncertainty in Sec 6.4 which is listed in Tab 6.3.
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7.9 Summary of Systematic Error

The all kinds of systematic uncertainty are listed in Table 7.5 for both channels.

Source B — pAn~ | B — pXOn~
Number of BB 1.37% 1.37%
Tracking 1.40% 1.40%
Proton ID 0.63% 0.64%
1D 0.74% 0.74%
Subdecay 0.80% 0.80%
A Selection 3.40% 3.40%
Continuum Suppression 2.45% 2.45%
MC Modeling 0.8% 5.21%
PDF Modeling 1.37% 3.29%
Summary 5.04% 7.80 %

Table 7.5: Summary of Systematic Uncertainty

7.10 Summary of Calibration Factor

Source B — pAn~ | B — pXOn~
Proton ID 0.945 0.941
rwID 0.943 0.943
Continuum Suppression 0.989 0.989
Summary 0.881 0.878

Table 7.6: Summary of Calibration Factor
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Chapter 8

Conclusion

In B® — pX%z~ channel, we measure 3.50 signal yield which disobeys the current
QCD model prediction, and set an upper limit on the branching fraction in threshold en-
hancement region. In B® — pAzm~ channel, we update the branching fraction and dif-
ferential branching fraction on M5 and cos8), dimension, and observe the asymmetry of
cos6,. The measurement results of each decay channel are listed in Tab 8.1. The formula

of branching fraction is given as

B Yields
- 771581000 x ESig X CgpID X (gCSMVA

(8.1)

where &, is signal efficiency, €p;p is PID calibration factor, and Gcsyya is continuum

suppression calibration factor.

8.1 Upper Limit Estimation

Since we don’t observe significant signal yield, we evaluate the 90% confidence level
Bayesian upper limit of branching fraction which is obtained by integral likelihood func-

tion given as.

NUpper oo
/ Z(n)dn = 0.9/ Z(n)dn (8.2)
0 0

where .Z(n) is likelihood corresponding to the fitting yield shown in Fig 8.1. Also the
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likelihood is smeared by the systematic error. We determine the upper limit of branching

fraction of B® — pX%7n~ to be 1.2 x 10~® with 90% confidence level.

g g
] B H i =
3 - Hikeihood fen 3 1 Likelihood fcn
[ Smeared likelihood fen i Smeared likelihood fcn
0.8 0.8
0.6/~ 0.6/~
0.4~ 0.4~
0.2 0.2
ol A R R N T— R R
=50 0 0 100 150 200 =50 100 150 200

'sig sig

Figure 8.1: likelihood ratio distribution for B® — pX°z~, the red line is only considered
statistical uncertainty, and the blue line is likelihood smeared with systematic error. LHS

is TE region and RHS is whole M, region

8.2 Summary

Channel B(107) Upper Limit (90%C-L) | Significance
B — pEOn~ | 0.867533 +£0.07 <1.2x107° 350
BY — pAn~ | 3.15%0334+0.16 - 18.55 ¢

Table 8.1: Summary of the measurement
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Appendix

Trianing Variable
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Figure A.1: Shape variables
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Figure A.3: SFW
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Appendix B

ToyMC Fitter Tes
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Figure B.2: ToyMC fitter result for Ny = 45
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Figure B.3: ToyMC fitter result for Ny, = 55
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Figure B.4: ToyMC fitter result for Ny;, = 65
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Figure B.5: ToyMC fitter result for Ny;, = 75
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Figure B.6: ToyMC fitter result for Ny;, = 85
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Figure B.7: ToyMC fitter result for Ny;, = 95
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Appendix C

Gsim Fitter Test
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Figure C.2:

Gsim fitter result for Ny;e = 45
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Figure C.5: Gsim fitter result for Ny, = 75
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Figure C.7: Gsim fitter result for Ny;, = 95
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