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中文摘要 

最佳成長投資組合（GOP）是在任何時間範圍內都具有最大期望增長率的投資組

合，隨著時間範圍的增加，這種投資組合肯定會勝過其他任何不同的投資策

略。在本文中，我使用了非母數統計方法和統計機器學習工具來估計市場數據

的分佈。此外，模擬了平穩型數據和非平穩型數據以表示市場數據，通過了解

市場分佈，我建立了最佳成長投資組合。GOP的文獻綜述在第 1節中、理論研

究在第 2節中介紹、方法將在第 3節中簡要介紹且在第 4節中做出模擬結果。 

 

關鍵字：Kelly 公式、最佳成長投資組合、核迴歸、局部多項式估計、支持向量

迴歸 
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Abstract 

The growth-optimal portfolio (GOP) is a portfolio which has a maximal expected 

growth rate over any time horizon. As a consequence, this portfolio is certain to 

outperform any other significantly different strategy as the time horizon increases. In 

this thesis, I used nonparametric statistic and machine learning tools to estimate the 

distribtuion of market data. Also, simulated both stationary and nonstationary data to 

represent market data. Through understanding the distribution of market, I built up the 

growth-optimal portfolio. The literature reviewing of GOP are in section 1. The 

theoretical studieso are presented in section 2. Methodology will be briefly introduced 

in section 3. Simulation results are in section 4. 

 

Key words: Kelly Formula, Growth Optimal Portfolio, kernel regression, local 

polynomial, support vector regression 
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1 Introduction

1.1 Literature Review

The growth-optimal portfolio (GOP) is a portfolio which has a maximal expected growth rate
over any time horizon. As a consequence, this portfolio is certain to outperform any other
significantly different strategy as the time horizon increases. The origins of the GOP have
usually been tracked to the paper [Kelly(1956)], hence the name ”kelly criterion”, which is
used synonymously.

Kelly’s motivation came from gambling and information theory, and his paper derived a
striking but simple results: there is an optimal gambling strategy, such that, with probability
one, this optimal gambling strategy will accumulate more wealth than any other different
strategy. However, GOP is a portfolio with several aspects, one of which is the maximization
of the geometric mean. In this respect, the history might be said to have its origin in [Williams
(1936)], who considered speculators in a multi-period setting and reached the conclusion that,
due to compounding, speculators should consider the geometric and not the arithmetic mean.
[Breiman (1960, 1961)] expanded the analysis of [Kelly (1956)] and discussed applications for
long-term investment and gambling in a more general mathematical setting.

Calculating the GOP is generally very dicult in discrete time and is treated in [Bellman and
Kalaba (1957)], [Elton and Gruber (1974)] and [Maier et al. (1977b)], although the diculties
disappear whenever the market is complete. This is similar to the case when jumps in asset
prices happen at random. In the continuous-time continuous-diusion case, the problem is
much easier and was solved in [Merton (1969)]. Today, solutions to the problem exist in a
semi-explicit form and, in the general case, the GOP can be characterized in terms of the
semimartingale characteristic triplet.

1.2 Growth-Optimal Portfolios

In this project, we focus on the discrete type GOP. Consider a market consisting of a nite
number of non-dividend paying assets. The market consists of d+1 assets, represented by a
d+1 dimensional vector process, S, where

S = {S(t) = (S(0))(t), · · · , S(d)(t), t ∈ {0, 1, · · · , T}}

Define the return process

R = {R(t) = (R0(t), · · · , Rd(t)), t ∈ {1, 2, · · · , T}}

by Ri(t) =
S(i)(t)

S(i)(t− 1)
− 1. Often, it is assumed that returns are independent over time, and,

for simplicity, this assumption is made in this section.
Investors in such a market consider the choice of a strategy

δ = {δ(t) = (δ(0))(t), · · · , δ(d)(t), t ∈ {0, · · · , T}}

where δ(i)(t) denotes the number of units of asset i that are being held during the period
(t, t+1]. We need to give some rational constraints on strategy. Firt, the strategy cannot use
future information. Second, we require investor to remain solvent. Third, we request investor
re-invest all money in each time step. This kind of strategy is defined as below:

1
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Definition A trading strategy, δ, generates the portfolio value process Sδ(t) = δ(t)S(t)T .
The strategy is called admissible if it satisfies the three conditions below.

• Non-anticipative: The process δ is adapted to the filtration F , meaning that δ(t) can
only be chosen based on information available at time t.

• Limited liability: The strategy generates a portfolio process Sδ(t) which is nonnegative.

• Self-financing: δ(t − 1)S(t) = δ(t)S(t), t ∈ {1, · · · , T} or equvalently △Sδ(t) = δ(t −
1)△ S(t).

Consider an investor who invests a dollar of wealth in some portfolio. At the end of period
T, his wealth becomes

Sδ(T ) = Sδ(0)
T∏
i=1

(1 +Rδ(i)),

where Rδ(t) is the return in period t. If the portfolio fractions are xed during the period, the
right hand side is the product of T independent and identically distributed (i.i.d.) random
variables. The geometric average return over the period is then

(
T∏
i=1

(1 +Rδ(i)))

1

T

Because the returns of each period are i.i.d., this average is a sample of the geometric mean
value of the one-period return distribution. For discrete random variables, the geometric
mean of a random variable X taking (not necessarily distinct) values x1, · · · , xS, with equal
probabilities, is dened as

G(X) = (
S∏

s=1

xs)

1

S = (
K∏
k=1

x̃k
fk) = exp(E[log(X)])

where x̃k are the distinct values of X and fk is the frequency at which X = xk, that is
fk = P (X = xk). In other words, the geometric mean is the exponential function of the
growth rate gδ(t) = E[log(1 +Rδ(t))] of some portfolio. Generally, one defines the geometric
mean of an arbitrary random variable by

G(X) = exp(E[log(X)])

assuming the mean value E[log(X)] is well-dened. Over long stretches, intuition dictates that
each realized value of the return distribution should appear, on average, the number of times
dictated by its frequency, and hence, as the number of periods increase, it would hold that

(
T∏
i=1

(1 +Rδ(i)))

1

T = exp(

∑T
i=1 log(1 +Rδ)(i)

T
) → G(1 +Rδ(1))

As T → ∞. This states that the average growth rate converges to the expected growth rate.
Hence, we can define our growth-optimal portfolio by the following.

2
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Definition A solution of sup
S(δ)(T )∈Θ

E[log(
S(δ)(T )

S(δ)(0)
)] is called a GOP.

The objective given above is often referred to as the geometric mean criteria. It is con-
venient to infer some properties of the GOP strategy by viewing it as a logarithmic return.
Hence, the theorem below is nature.

Theorem 1 The GOP strategy has the following properties:

• The fractions of wealth invested in each asset are independent of the level of total wealth.

• The invested fraction of wealth in asset i is proportional to the return on asset i.

• The strategy is myopic

The r-st part is to be understood in the sense that the fractions invested are independent
of current wealth. Moreover, the GOP strategy allocates funds in proportion to the excess
return on an asset. Myopic means shortsighted and implies that the GOP strategy in a given
period depends only on the distribution of returns in the next period. Hence, the strategy
is independent of the time horizon. Despite the negative connotations the word myopic can
be given, it may, for practical reasons be quite convenient to have a strategy which only
requires the estimation of returns one period ahead. It seems reasonable to assume that
return distributions further out in the future are more uncertain. To see why the GOP
strategy depends only on the distribution of asset returns one period ahead, note that

E[log(S(δ)(T ))] = log(S(δ)(0)) +
T∑
i=1

E[log(1 +R(δ)(i))]

In general, obtaining the strategy in an explicit closed form is not possible. This involves
solving a non-linear optimization problem. Since, by Theorem 1, the GOP strategy is myopic
and the invested fractions are independent of wealth, one needs to solve the problem

sup
δ(t)

Et[log(
S(δ)(t+ 1)

S(δ)
(t))]

for each t ∈ {0, 1, · · · , T − 1}, where Et denotes the conditional expectation with respect to

Ft. Using the fractions πi
δ(t) =

δ(i)(t)S(i)(t)

S(δ)(t)
, the problem can be written

sup
πδ(t)∈Rd

E[log(1 + (1−
n∑

i=1

πi
δ)R

0(t) +
n∑

i=1

πi
δ(t)R

i(t))]

Through this way, the problem becomes to solve the optimal weight of logarithmic return.

3
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2 Emperical Log-Optimal Portfolio Selection

In this section, we will show that under memoryless assumption about the underlying process
generating the asset prices, the best rebalancing is the log-optimal portfolio, which achieves
the maximim asymptotic average growth rate. We will discuss the different between constant-
rebalanced and dynamic portfolio section. Under the stationary assumption, we will show it
is the same thing.

Consisder a market consisting of d assets. The evolution of the market in time is repre-
sented by a sequence of price vectors S1, S2, · · · ∈ Rd

+, where

sn = (s(1)n , · · · , s(d)n )

such that the j-th component s(j)n of sn denotes the price of the j-th asset on the n-th trading

period. In order to normalize, put s
(j)
0 = 1. {sn} has an exponential trend:

s(j)n = enW
(j)
n ≈ enW

(j)

with average growth rate (average yield)

W (j)
n =

1

n
ln s(j)n

and with asymptotic average growth rate

W (j) = lim
n→∞

1

n
ln s(j)n

The static portfolio selection is a single-period investment strategy. A portfolio vector is
denoted by bn = (b(1), · · · , b(d)). The j-th component b(j) of b denotes the proportion of the
investors capital invested in asset j. We assume that the portfolio vector b has nonnegative
components and sum to 1. The set of portfolio vectors is denoted by

△d = {b = (b(1), · · · , b(d)); b(j) ≥ 0,
d∑

j=1

b(j) = 1}

The aim of static portfolio selection is to achieve max
1≤j≤d

W (j).

2.1 Constantly-Rebalanced Portfolio Selection

In case of constantly-rebalanced portfolio, we fix a portfolio vector b ∈ △d , i.e., we are
concerned with a hypothetical investor who neither consumes nor deposits new cash into his
portfolio, but reinvests his portfolio each trading period. Note that, in this case, the investor
has to rebalance his portfolio after each trading day to corrigate the daily price shifts of the
invested stocks.

Let S0 denote the investors initial capital. Then, at the beginning of the r-st trading
period, S0b

(j) is invested into asset j, and it results in return S0b
(j)x

(j)
1 . Therefore, at the end

of the r-st trading period, the investors wealth becomes

S1 = S0

d∑
j=1

b(j)x
(j)
1 = S0 < b,x1 >

4
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For the second trading period, S1 is the new initial capital

S2 = S1 < b,x2 >= S0 < b,x1 >< b,x2 >

By induction, for the trading period n, the initial capital is Sn−1. Therefore,

Sn = Sn−1 < b,xn >= S0

n∏
i=1

< b,xi >

The asymptotic average growth rate of this portfolio selection is

lim
n→∞

1

n
lnSn = lim

n→∞
(
1

n
lnS0 +

1

n

n∑
i=1

ln < b,xi >) = lim
n→∞

1

n

n∑
i=1

ln < b,xi >

If the market process {Xi} is memoryless, i.e., it is a sequence of independent and iden-
tically distributed (i.i.d.) random return vectors, then we show that the best constantly-
rebalanced portfolio (BCRP) is the log optimal portfolio

b∗ = arg max
b∈△d

E[ln < b,X1 >]

This optimality means that, if S∗
n = Sn(b

∗) denotes the capital after day n achieved by a log
optimal portfolio strategy b∗, then, for any portfolio strategy b with finite E[(ln < b,X1 >)2]
and with capital Sn = Sn(b), and for any memoryless market process {Xn}∞−∞,

lim
n→∞

1

n
lnSn ≤ lim

n→∞

1

n
lnS∗

n almost surely

and maximal asymptotic average growth rate is

lim
n→∞

1

n
lnS∗

n = W ∗ = E{ln < b∗,X1 >} almost surely

2.2 Time-Varying Portfolio Selection

For a general dynamic portfolio selection, the portfolio vector may depend on the past data.
As before, xi = (x

(1)
i , · · · , x(d)

i ) denotes the return vector on trading period i. Let b = b1 be
the portfolio vector for the r-st trading period. For initial capital S0 , we obtain

S1 = S0 < b1,x1 >

For the second trading period, S1 is the new initial capital, the portfolio vector is b2 = b(x1),
and

S2 = S0 < b1,x1 >< b(x1),x2 >

For the n-th trading period, the portfolio vector is bn = b(x1, · · · ,xn) = b(xn−1
1 ) and

Sn = S0

n∏
i=1

< b(xi−1
1 ),x1 >= S0e

nWn(B)

5

doi:10.6342/NTU202100742



with average growth rate

Wn(B) =
1

n

n∑
i=1

ln < b(xi−1
1 ), xi >

With the assumption of stationary process, we can use the conditionally log optimal
portfolio to show that B∗ = {b∗()} is the best possible choice. More precisely, on trading
period n, let b∗() be such that

E{ln < b∗(Xn−1
1 ),Xn >| Xn−1

1 } = max
b()

E{ln < b(Xn−1
1 ),Xn >| Xn−1

1 }

If S∗
n = Sn(B

∗) denotes the capital achieved by a log optimal portfolio strategy B∗, after n
trading periods, then, for any other investment strategy B with capital Sn = Sn(B) and with

sup
n

E{(ln < bn(X
n−1
1 ),Xn >)2} < ∞

and for any stationary and ergodic process {Xn}∞−∞,

lim sup
n→∞

(
1

n
lnSn −

1

n
lnS∗

n) ≤ 0 almost surely

and

lim
n→∞

1

n
lnS∗

n = W ∗ almost surely

, where
W ∗ = E{max

b()
E{ln < b(X−1

−∞),X0 >| X−1
−∞}}

is the maximum possible growth rate of any investment strategy. Note that, for memoryless
marlets, W ∗ = max

b
E{ln < b,X0 >} which shows that, in this case the log optimal portfolio

is the BCRP.
The optimality relations above give rise to the following denition:

Denition An empirical (data driven) portfolio strategy B is called universally consistent
with respect to a class C of stationary and ergodic processes {Xn}∞−∞ if, for each process in
the class,

lim
n→∞

1

n
lnSn(B) = W ∗ almost surely

With the definition above, let us recapitulate the definition of log optimal portfolio:

E{ln < b∗(Xn−1
1 ),Xn >| Xn−1

1 } = max
b()

E{ln < b(Xn−1
1 ),Xn >| Xn−1

1 }

For a fixed integer k ≥ 0 large enough, we expect that

E{ln < b(Xn−1
1 ),Xn >| Xn−1

1 } ≈ E{ln < b(Xn−1
1 ),Xn >| Xn−1

1 }

and
b∗(Xn−1

1 ) ≈ bk(X
n−1
n−k) = max

b()
E{ln < b(Xn−1

1 ),Xn >| Xn−1
1 }

6
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Because of stationary,

bk(x
k
1) = argmax

b()
E{ln < b(Xn−1

n−k),Xn >| Xn−1
n−k = xk

1}

=argmax
b()

E{ln < b(xk
1),Xk+1 >| Xk

1 = xk
1}

=argmax
b

E{ln < b,Xk+1 >| Xk
1 = xk

1}

which is the maximization of the regression fuction

mb(x
k
1) = E{ln < b,Xk+1 >| Xk

1 = xk
1}

Thus, a possible way for asymptotically optimal empirical portfolio selection is, based on past
data, sequentially estimate the regression function mb(x

k
1) and choose the portfolio vector,

which maximizes the regression function estimate.

3 Methodology

In this section, we will briefly introduce three methods that we use in our project. The first
and second method we used are traditional nonparametric methods – kernel smoothing and
local polynomial. The third method we use is a popular machine learning method – support
vector regression. We compare three methods and show the results in next section, before
that, we want ot mention some coditions of this kinds of method. Because we focus on time
series data, the data we use is not independent. If we want to apply the method, we need to
put some mixing conditions on data. That makes us guarantee the asymptotic properties.

3.1 Mixing condtions

The classical asymptotic theory in statistics is built on the central limit theory and law of
large numbers for the sequence of independent random variables. A mixing time series can be
viewed as a sequence of random variables for which the past and distant future are asymptotic
independent. For mixing sequences, both the law of large numbers and central limit theorem
can be established. In this section, we only introduce mixing condition for strictly stationary
processes. The idea is to define mixing coefficients to measure the strength of dependence for
the two segments of a time series that are apart of each other in time. For n = 1, 2, · · · , define

α(n) = sup
A∈F0

−∞,B∈F∞
n

| P (A)P (B)− P (A ∩B) |

β(n) = E{ sup
B∈F∞

n

| P (B)− P (B | X0, X−1, X−2, · · · ) |}

ρ(n) = sup
X∈L2(F0

−∞)Y ∈L2(F∞
n )

| Corr(X, Y ) |

φ(n) = sup
A∈F0

−∞,B∈F∞
n

| P (B)− P (B | A) |

where F j
i denotes the σ-algebra generated by {Xt, i ≤ t ≤ j} and L2(F j

i ) consist of F j
i -

measure random variables with finite second moment. When at least one of the mixing
coefficients converges to 0 as n → ∞, we may say the process {Xt} is asymptotically inde-
pendent.

7
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3.2 Kernel Regression Smoother

Consider the pair data (X1, Y1), . . . , (Xn, Yn), which form an independent and identically
distributed sample from a population (X, Y ). We now regard the data as being generated
from the model:

Y = m(X) + ε,

where E(Y |X = x) = 0, V ar(Y |X = x) = σ2(x), and X and ε are independent. Of interest
is to estimate the regression function

m(x0) = E(Y |X = x0).

Without assuming a specific form of the regression function m, a datum point remote
from x carries little information about the value m(x). Thus, an intuitive estimator for the
conditional mean function m(x) is the running local average. An improved version of this is
the locally weighted average

m̂(x0) = arg min
m(x0)

n∑
i=1

(Yi −m(x0))
2 w(Xi, x0)

=

∑n
i=1w(Xi, x0)Yi∑n
i=1 w(Xi, x0)

,

where w(Xi, x0) is the weight function.

Nadaraya-Watson esimator
Let K be a real-valued function assigning weights. The function K is usually a symmet-

ric probability density and is called a kernel function. Let h be a bandwidth (also called a
smoothing parameter), which is a nonnegative number controlling the size of the local neigh-
borhood. Denote Kh(·) = K(·/h)/h. The Nadaraya-Watson kernel regression esimator is
given by

m̂h(x0) =

∑n
i=1 Kh(Xi − x0)Yi∑n
i=1Kh(Xi − x0)

.

Three common examples are the box kernel:

K(u) =
1

2
· 1(|u| ≤ 1),

the Gaussian kernel:

K(u) =
1√
2π

exp{−u2/2},

and the Epanechnikov kernel:

K(u) =
3

4
(1− u2) · 1(|u| ≤ 1).

Bandwidth selection
A natural question is how wide the local neighborhood should be so that the local model

is valid. This is equivalent to asking how large the bandwidth parameter h should be taken.
If we take a very small h, the modelling bias (approximation error) will be small. However,

8
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since the number of data points falling in this local neighborhood is also small, the variance
of the estimated local parameter m̂h(x0) will be large. On the other hand, if the bandwidth
h is large, it can create a large modelling bias and small variance.

As illustrated above, there is a bias and variance trade-off in selecting the bandwidth h.
A data-analytic approach is to let data choose a bandwidth that minimizes the risk of an
estimated curve. Since

E
[
(Yi − m̂h(X))2

]
= E

[
(Yi −m(X) +m(X)− m̂h(X))2

]
= E

[
(Yi −m(X))2

]
+ 2E [(Yi −m(X))(m(X)− m̂h(X))] + E

[
(m(X)− m̂h(X))2

]
,

where E
[
(Yi −m(X))2

]
is independent of h, and E [(Yi −m(X))(m(X)− m̂h(X))]

= EE [(Yi −m(X))(m(X)− m̂h(X))|X] = E [(m(X)− m̂h(X))E [(Yi −m(X))|X]] = 0.

Hence, the data-driven criterion is defined by optimize the following cross-validation func-

tion ĥopt = argmin
h

1

n

n∑
i=1

(
Yi − m̂

(−i)
h (Xi)

)2
.

3.3 Local Polynomial Regression

Consider the same model as in Section 3.1, of interest is to estimate the regression function
m(x0) = E [Y |X = x0] and its derivatives m′(x0), m′′(x0), . . . , m(p)(x0). Suppose that
the (p + 1)th derivative of m(x) at the point x0 exists. We then approximate the unknown
regression function m(x) locally by a polynomial of order p. A Taylor expansion gives, for x
in a neighborhood of x0,

m(x) ≈ m(x0) +m′(x0)(x− x0) +
m′′(x0)

2!
(x− x0)

2 + · · ·+ m(p)(x0)

p!
(x− x0)

p.

Let βr =
m(r)(x0)

r!
. This polynomial is fitted locally by a weighted least squares regression

problem: minimize
n∑

i=1

(
Yi −

p∑
j=0

βj(Xi − x0)
j

)2

Kh(Xi − x0),

where, as in Section 3.1, h is a bandwidth controlling the size of the local neighborhood, and
Kh(·) = K(·/h)/h with K a kernel function assigning weights to each datum point.

Denote by β̂j, j = 1, . . . , p, the solution to the least squares problem above. It is clear that

m̂r(x0) = r!β̂r is an estimator for m(r)(x0), r = 0, 1, . . . , p. To estimate the entire function
m(r)(·) we solve the above weighted least squares problem for all points x0 in the domain of
interest. It is more convenient to work with matrix notation. Denote by X the design matrix:

X =

1 (X1 − x0) · · · (X1 − x0)
p

...
...

. . .
...

1 (Xn − x0) · · · (Xn − x0)
p

 ,
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and put

y =

Y1
...
Yn

 and β̂ =

β̂0
...

β̂p

 .

Further, let W be the n× n diagonal matrix of weights:

W = diag{Kh(Xi − x0)}.

Then the weighted least squares problem can be written as

min
β

(y −Xβ)⊤W(y −Xβ),

with β = (β0, . . . , βp)
⊤. The solution vector is provided by weighted least squares theory

and is given by
β̂ = (X⊤WX)−1X⊤Wy.

Hence, the estimator for m(x0) is given by

m̂h(x0) = β̂0.

3.4 Support Vector Regression

Suppose we have are given training data {(x1, y1), · · · , (xl, yl)}, X ⊆ R, where X denotes the
space of the input patterns.

Our goal is to find a function f(x) that has at most deviation from the actually obtained
targets yi for all the training data, and at the same time, is as flat as possible. In other words,
we do not care about errors as long as they are less than ϵ, but will not accept any deviation
larger than this.

For pedagogical reasons, we begin by describing the case of linear functions f ,taking the
form

f(x) =< w, xi > +b, with w ∈ X, b ∈ R

Formally we can write this problem as a convex optimization problem by requiring:

minimize
1

2
∥ w ∥2

subject to

{
yi− < w, xi > −b ≤ ϵ
< w, xi > +b− yi ≤ ϵ

Sometimes, however, this may not be the case, or we also may want to allow for some
errors. Analogously to the soft margin loss function, one can introduce slack variables ξi to
cope with otherwise infeasible constraints of the optimization.

minimize
1

2
∥ w ∥2 +C

l∑
i=1

(ξi + ξ∗i )

subject to


yi− < w, xi > −b ≤ ϵ+ ξi
< w, xi > +b− yi ≤ ϵ+ ξ∗i
ξi, ξ

∗
i ≥ 0
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The constant C determined the trade off between the flatness of f and the amount up to which
deviations larger than ϵ are tolerated.

The key idea to slove the otimization problem is to construct the Lagrange function
from both the objective function and the coresponding constraints. By introducing a set
of varaibles, it can be showed that this function has a saddle point with respect to the primal
and dual variables at the optimal solution. As follow:

L :=
1

2
∥ w ∥2 +C

l∑
i=1

(ξi + ξ∗i )−
l∑

i=1

αi(ϵ+ ξi − yi+ < w, xi > +b)

−
l∑

i=1

α∗
i (ϵ+ ξ∗i + yi− < w, xi > −b)−

l∑
i=1

(ηiξi + η∗i ξ
∗
i )

After using the lagrange function, we can transfer it to a dual optimization problem.

maximize


1

2

l∑
i,j=1

(αi − α∗
i )(αj − α∗

j ) < xi, xj >

−ϵ
l∑

i=1

(αi + α∗
i ) +

l∑
i=1

yi(αi − α∗
i )

subject to

{ ∑
(αi − α∗

i ) = 0

αi, α
∗
i ∈ [0, C]

The next step is to make the SV algorithm nonlinear. This, for instance, could be achieved
by simply preprocessing the training patterns xi by a map Φ : X 7→ F into some feature space
F, and then applying the standard SV algorithm. The dual optimization problem becomes :

maximize


1

2

l∑
i,j=1

(αi − α∗
i )(αj − α∗

j )k(xi,xj)

−ϵ
l∑

i=1

(αi + α∗
i ) +

l∑
i=1

yi(αi − α∗
i )

subject to

{ ∑
(αi − α∗

i ) = 0

αi, α
∗
i ∈ [0, C]

After the procedure, we can get our estimate:

f̂(x) =
l∑

i=1

(αi − α∗
i )k(xi, x) + b

4 Simulation

In this section, we simulate three different kinds data. One is classical time series AR(1). An-
other is brownian motion. The other is nonlinear time series data. Although brownian motion
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is not strictly stationary process, we want to test how our methods perform in nonstationary
series. Three kinds of data are specialized as follow:

Xt = 0.5Xt−1 + ϵ

Xt = Xt−1 + ϵ

Xt = (0.3 +Xt−1)e
−4X2

t−1 + ϵ

We simulate 1000 data of each series, use the former 800 to be the training data and the
latter 200 be testing data. The badwith we selected is using cross validation. The results are
follow:

The first row of graph is using kernel smoothing, the second raw is using local polynomial
and the last raw is using support vector regression. The data of second column is brownian
motion, it is clear that three methods perform worse when the data is not stationary. Below
is the residual sum of square.

AR process brownian motion nonlinear time series
Kernel smoothing 207.7414 non 208.7118
Local polynomial 202.8692 non 208.9454

Support Vector Regression 88.34536 59817.76 240.3199

We can see the results that support vector regression perform well in linear model, lose
in nonlinear time series data. It may because the data is not well separated in nonlinear
time series and the parameter we selected may also affect the accurancy in support vector
regression. Anyway, according to the results, we suggest when facing nonlinear time series
data, local polynomial using cubic spline may be a good estimation method; However, facing
the AR process data, Support Vector Regression may be a good method.
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