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## Abstract

In this thesis, we study the existences of travelling waves of the diffusive FitzHughNagumo system (DFHN) in $\mathbf{R}^{N}$. This system has a skew-gradient structure as defined by Yanagida as well as a non-local gradient structure. In addition, by a suitable transformation, it also has a monotone-system structure on some parameter ranges. For bounded domains, the variational approach is applied to construct steady states of (DFHN) with Dirichlet or/and Neumann condition. For unbounded cylindrical domains, we study the travelling wave solutions via all of the three structures mentioned above when the diffusion coefficients in the equations are equal. By using the nonlocal variational energy, we establish the existence of a travelling front solution for (DFHN). Our existence result also obtains a variational characterization fors the wave speed. On the other hand, using the skew-gradient structure, we give a-mini-max formulation of the travelling wave and its speed. For whole domains, we employ the method of super- and subsolutions to establish the existence of monostable-type traveling wave solutions in $\mathbf{R}^{N}$. Moreover, we construct infinitely many standing periodic solutions in $\mathbf{R}^{1}$ based on the reflection method.
keywords: FitzHugh-Nagumo system; travelling waves; skew-gradient structure; variational method; the method of super- and subsolutions
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## Chapter 1

## Introduction

In this thesis, we are concerned with the diffusive FitzHugh-Nagumo system (DFHN) in $\mathbf{R}^{N}$.

$$
\begin{align*}
& u_{t}=u_{\xi \xi}+\Delta_{y} u+f(u)-v,  \tag{1.0.1}\\
& v_{t}=d\left(v_{\xi \xi}+\Delta_{y} v\right)+\delta(u-\gamma v), \tag{1.0.2}
\end{align*}
$$

where $(\xi, y) \in \Omega:=\mathbf{R}^{1} \times \Omega_{y}$ with $\Omega_{y}$ being $\mathbf{R}^{N-1}$ or being a bounded $C^{2, \alpha_{0}}$ domain in $\mathbf{R}^{N-1}, d \geq 0, \delta, \gamma>0$, and $f(u)=u(1-u)(u-\beta)$ for $0<\beta<\frac{1}{2}$. Moreover, if $\Omega_{y}$ is a bounded domain, we impose the Dirichlet or Neumann boundary condition on it.
(DFHN), a typical model for excitable media, arises as a simplification of the HodgkinHuxley for nerve-impulse propagation ( $[8], 12$, and [32]). Here $u$ is the membrane potential of the nerve cells and $v$ represents the effects of sodium ions and potassium ions. In the past decades, (DFHN) has become one of the frequently-used reaction-diffusion systems to describe different phenomena in many fields, such as physics, chemistry and biology ([13], [27], [34], [35] and \$37]).

Here we interest in the existence of steady states, standing waves and travelling waves in $\mathbf{R}^{N}$. By setting $x=\xi-c t$, ( DFHN ) is reduced to a elliptic system with a unknown variable $c$, called the "wave speed".

$$
\begin{align*}
u_{x x}+\Delta_{y} u+c u_{x}+f(u)-v & =0,  \tag{1.0.3}\\
d\left(v_{x x}+\Delta_{y} v\right)+c v_{x}+\delta(u-\gamma v) & =0 . \tag{1.0.4}
\end{align*}
$$

Among variant interesting structures related to (DFHN), we list three ones we used in this thesis as follows.

1. The skew-gradient structure

For variational approach, the functions $u$ and $v$ need to be in the same weighted space, i.e., $d=1$. Moreover, setting $v=\sqrt{\delta} \tilde{v}$ and dropping the tilde we obtain system (1.0.3)-(1.0.4) enjoying the skew-gradient structure defined by Yanagida [45]; namely, the system

$$
\begin{array}{r}
u_{x x}+\Delta_{y} u+c u_{x}+f(u)-\sqrt{\delta} v=0 \\
v_{x x}+\Delta_{y} v+c v_{x}+\sqrt{\delta} u-\delta \gamma v=0 \tag{1.0.6}
\end{array}
$$

satisfying $\frac{\partial}{\partial v}(f(u)-\sqrt{\delta} v)=-\frac{\partial}{\partial u}(\sqrt{\delta} u-\delta \gamma v)$.

The corresponding energy of the above system (1.0.5)-(1.0.6) is

$$
E_{1}[u, v]=\frac{1}{2} \int_{\Omega} e^{c x}\left(u_{x}^{2}-v_{x}^{2}\right)+\frac{1}{2} \int_{\Omega} e^{c x}\left(\left|\nabla_{y} u\right|^{2}-\left|\nabla_{y} v\right|^{2}\right)+\int_{\Omega} e^{c x} H(u, v),
$$

where $H(u, v)=F(u)+\sqrt{\delta} u v-\frac{1}{2} \gamma \delta v^{2}$ and $F(u)=-\int_{0}^{u} f(s) d s=\frac{1}{4} u^{4}-\frac{\beta+1}{3} u^{3}+\frac{\beta}{2} u^{2}$.
2. The nonlocal-gradient structure

Observing that (1.0.6) is a linear equation, we can formally solve $v$, expressed in term of $u$. Denote $v$ by $B_{c}[u]$. Consequently, system (1.0.5)-(1.0.6) is reduced to a single equation

$$
\begin{equation*}
u_{x x}+\Delta_{y} u+c u_{x}+f(u)-B_{c}[u]=0 . \tag{1.0.7}
\end{equation*}
$$

Moreover, equation (1.0.7) is the Euler-Lagrange equation of the nonlocal gradient energy $E_{2}[u]$, defined by

$$
E_{2}[u]=\frac{1}{2} \int_{\Omega} e^{c x}\left(u_{x}^{2}+\left|\nabla_{y} u\right|^{2}\right)+\int_{\Omega} e^{c x} F(u)+\frac{\sqrt{\delta}}{2} \int_{\Omega} e^{c x} u B_{c}[u] .
$$

## 3. The monotone-system structure

For technical restriction, we assume $d$. By transforming $w=-v+\sigma u, \sigma>0$ determined later, system (1.0.3)-(1.0.4) is rewritten ass

$$
\begin{align*}
& u_{x x}+\Delta_{y} u+c u_{x}+f(u)-\sigma u+w=0,  \tag{1.0.8}\\
& w_{x x}+\Delta_{y} w+c w_{x}+\sigma(f(u)+(\delta \gamma-\delta \cap) u)+(\sigma-\delta \gamma) w=0 . \tag{1.0.9}
\end{align*}
$$

Usually, we expect the solution $u$ is bounded, for example $0 \leq u \leq 1$. To ensure system (1.0.8)-(1.0.9) is monotone, we impose $A=f^{\prime}(u)-\left(\delta \gamma-\sigma-\frac{\delta}{\sigma}\right) \geq 0$ on $u \in[0,1]$. The condition that $\gamma \geq \frac{1}{\sigma}+\frac{\sigma}{\delta}+\frac{1-\beta}{\gamma}$ is sufficient and necessafy for $A \geq 0$ on $u \in[0,1]$. By choosing $\sigma=\sqrt{\delta}$, we obtain a optimal parameter range for $\gamma$ such that system (1.0.8)(1.0.9) is a monotone system on $u \in[0,1]$.

The above three structures will be discussed more in chapter $2-5$. This thesis is organized as follows. In chapter 2, we survey the existence of waves from literature and focus on the statements of the main theorems and simple descriptions of proofs. Next, in Chapter 3, the steady states of (DFHN) in a bounded domain are established. We employ the direct method to obtain nontrivial minimizers and use the reflection method to construct periodic solutions in $\mathbf{R}^{1}$. By applying the method of sub- and supersolutions, Chapter 4 is devoted to the existence of monostable-type travelling waves for (DFHN). By using the nonlocal structure of (DFHN), the existence of travelling frons is established in Chapter 5. Moreover, we obtain a variational characterization for the wave speed. From the skew-gradient structure, we set a mini-max formulation of the travelling wave and its speed.

## Chapter 2

## Literature review

Among variant interesting problems related to (DFHN), the existence of wave solutions is one of the main issues. There has been tremendous work on this problem.

Assume $N=1$. When $d=0$, Rinzel and Terman [40] completely analyzed critical values of $\gamma$ based on the results of Carpenter [2], Casten et al. [4] and Keener [18]. If $\delta$ is small, they showed that travelling pulles, fronts and back waves exist for $\gamma \in\left(0, \gamma_{1}\right)$, $\gamma \in\left(\gamma_{0}, \infty\right)$ and $\gamma \in\left(\gamma_{0}, \gamma_{2}\right)$ respectively (See Fig. 2.1 for the definition of $\gamma_{i}, i=0,1,2$. ).


Figure 2.1: There are three critical values $\gamma_{0}, \gamma_{1}$ and $\gamma_{2}$ of $\gamma$, which are defined as follows: $v=\frac{1}{\gamma_{i}} u$ is the line passing through the origin and $I_{i} \in\{v=f(u)\}$ for $i=0,1,2$, where $I_{0}$ and $I_{1}$ are the local maximum and the inflection point of the curve $v=f(u)$ respectively and $I_{2}$ satisfies the condition that the line $I_{1} I_{2}$ is parallel to the $u$ axis.

By a direct calculation, $\gamma_{1}=\frac{9}{2 \beta^{2}-5 \beta+2}$. As one will see, this $\gamma_{1}$ is also a crucial critical value in our main theorem.

### 2.1 Steady states on bounded domains

In this section, assume $\Omega$ is a bounded smooth domain and the steady states of (DFHN) satisfy the Dirichlet boundary condition. Let $\epsilon=\delta / d$. The system we study is as follows:

$$
\begin{align*}
& \Delta u+f(u)-v=0,  \tag{2.1.1}\\
& \Delta v+\epsilon(u-\gamma v)=0,  \tag{2.1.2}\\
& \left.u\right|_{\partial \Omega}=\left.v\right|_{\partial \Omega}=0 . \tag{2.1.3}
\end{align*}
$$

The corresponding energy of system (2.1.1)-(2.1.3) is

$$
\begin{equation*}
\Phi[u]=\frac{1}{2} \int_{\Omega}|\nabla u|^{2}+\int_{\Omega} F(u)+\frac{1}{2} \int_{\Omega} u B[u], \tag{2.1.4}
\end{equation*}
$$

where $B[u]=\epsilon(-\Delta+\epsilon \gamma)^{-1}[u]$.

### 2.1.1 Bistable cases

The existence results of the steady states for system (2.1.1)-(2.1.3) were constructed first by Klaasen and Mitidieri [20]. According to variational approaches, they obtained two pairs of solutions for (DFHN), where one is a minimizer of the energy and the other is a mountain pass solution. The main theorems in [20] are stated as follows.
THEOREM 2.1.1. ([20]) Assume $\gamma>\frac{9}{2 \beta^{2}-5 \beta+2}=: \gamma_{1}$. There exists $R_{0}>0$ such that if $\Omega$ contains a ball $B_{R_{0}}$ with the radias $R_{0}$ then system (2.1.1)-(2.1.3) has a nontrivial $C^{2}$-solution pair $\left(u_{1}, B\left[u_{1}\right]\right)$ which satisfies

$$
\begin{equation*}
\inf _{H_{0}^{1}(\Omega)} \Phi[\bar{w}]=\Phi\left[u_{1}\right]<0 \tag{2.1.5}
\end{equation*}
$$

Moreover, there exists another nontrivial $\bar{C}^{2}$-solution pair $\left(\bar{u}_{2}, B\left[u_{2}\right]\right)$ which satisfies

$$
\begin{equation*}
\inf _{\sigma \in \Sigma} \max _{0 \leq s \leq 1} \Phi[\sigma(s)]=\Phi\left[u_{2}\right]>0 \tag{2.1.6}
\end{equation*}
$$

where $\Sigma=\left\{\sigma \in C\left([0,1] ; H_{0}^{1}(\Omega)\right) \mid \sigma(0)=0, \sigma(1)=u_{1}\right\}$.
On the other hand, nonexistence theorems were also established in [20].
THEOREM 2.1.2. ([20]) If $\Omega$ is a ball $B_{R}(0)$ and one of the following assumption is supposed:
(i) $\epsilon, \gamma>0$ are fixed and $R>0$ is sufficiently small;
(ii) $\epsilon \gamma^{2} \geq 1, \gamma<\frac{4}{(1-\beta)^{2}}$ and any $R>0$;
(iii) $\epsilon \gamma^{2}<1,2 \sqrt{\epsilon}-\epsilon \gamma>\frac{4}{(1-\beta)^{2}}$ and any $R>0$.

Then system (2.1.1)-(2.1.3) has no nontrivial weak solutions.
Alternatively, Reinecke and Sweers [39] obtained the existence of steady states of system (2.1.1)-(2.1.3) by considering the following eigenvalue problem.

$$
\begin{align*}
& \frac{1}{\lambda} \Delta u+f(u)-v=0,  \tag{2.1.7}\\
& \frac{1}{\lambda} \Delta v+\epsilon(u-\gamma v)=0,  \tag{2.1.8}\\
& \left.u\right|_{\partial \Omega}=\left.v\right|_{\partial \Omega}=0 . \tag{2.1.9}
\end{align*}
$$

According to their existence results, the "boundary layer solution" of system (2.1.7)(2.1.9) was established by transforming (2.1.7)-(2.1.8) to a quasimonotone system. Consequently, the new system enjoys the maximum principle. By this structure, a pointwise estimate was obtained. Let

$$
\gamma^{(\epsilon)}= \begin{cases}\frac{1-\beta}{\epsilon}+\frac{2}{\sqrt{\epsilon}} & \text { if } 0<\epsilon<\gamma_{1}^{2}  \tag{2.1.10}\\ \frac{1-\beta}{\epsilon}+\frac{\gamma_{1}}{\epsilon}+\frac{1}{\gamma_{1}} & \text { if } \epsilon \geq \gamma_{1}^{2} .\end{cases}
$$

When $\gamma$ is greater than $\gamma^{(\epsilon)}$, the existence theorem was established as follows.
Theorem 2.1.3. ([39]) Assume $\partial \Omega$ is $C^{3}$. For all $\epsilon>0$ and $\gamma>\gamma^{(\epsilon)}$, there exist $\lambda^{*}>0$ and a function $\Lambda \in C^{1}\left(\left[\lambda^{*}, \infty\right), C^{2}(\bar{\Omega}) \times C^{2}(\bar{\Omega})\right)$ such that $\left(u_{\lambda}, v_{\lambda}\right):=\Lambda(\lambda)$ is a pair of positive solution of system (2.1.7)-(2.1.9) for all $\lambda \geq \lambda^{*}$. Moreover, $p_{1}<\max _{\Omega} u_{\lambda}<p_{2}$, $\frac{p_{1}}{\gamma}<\max _{\Omega} v_{\lambda}<\frac{p_{2}}{\gamma}$ and $\lim _{\lambda \rightarrow \infty} \Lambda(\lambda)=\left(p_{2}, \frac{p_{2}}{\gamma}\right)$ uniformly on all compact subsets of $\Omega$, where $0<p_{1}<p_{2}$ and $p_{1}, p_{2}$ solve $u^{2}-(\beta+1) u+\left(\beta+\frac{1}{\gamma}\right)=0$.

Remark. By scaling for space variables, that $\lambda$ is large in Theorem 2.1.3 is equivalent to that $\Omega$ contains a large ball in Theorem 2.1.1.

As $\gamma \gg 1$, Reinecke et al. [39] and Ǩlaasen et al. [20] obtained the solutions of system (2.1.1)-(2.1.3) by different approaehes. It is natural lo ask what relations are between those solutions. Consequently, Matsuzawa [26] proved that the global minimizer in [20] identifies the boundary layer solution in [39] under the following conditions.
(C1) $\gamma>\max \left\{\frac{1}{\beta}, \frac{2}{\sqrt{\epsilon}}+\frac{\beta}{\epsilon}\right\}$
(C2) $\epsilon \gamma-2 \sqrt{\epsilon}>M:=\frac{(1-\beta)^{2}}{2}+\frac{1+\beta}{2} \sqrt{(1-\beta)^{2}}+\frac{4}{\gamma}+\frac{3}{\gamma}$.
(C3) $\frac{2 \beta^{2}-5 \beta+2}{9}>\frac{\epsilon \gamma-M}{2}-\frac{1}{2} \sqrt{(\epsilon \gamma-M)^{2}-4 \epsilon}$.
THEOREM 2.1.4. ([26]) If the conditions (C1)-(C3) hold, then there exists $\lambda^{b}>0$ such that $u_{\lambda}$ in Theorem 2.1.3 concides with the global minimizer in Theorem 2.1.1 for all $\lambda>\lambda^{b}$.

### 2.1.2 Monostable cases

For monostable case $\left(0<\gamma<\frac{4}{(1-\beta)^{2}}\right)$, by the nonexistence theorem (see Theorem 2.1.2), if $\Omega$ is sufficiently small or $\epsilon:=\frac{\delta}{d} \geq \frac{1}{\gamma^{2}}$ then system (2.1.1)-(2.1.3) only has trivial solution. Klaasen [19] obtained a sufficient condition to insure the existence of steady states of (2.1.1)-(2.1.3).

THEOREM 2.1.5. ([19]) Let $0<\gamma<\frac{4}{(1-\beta)^{2}}$ and $\delta>0$. If $R$ and $d$ are chosen such that

$$
\begin{equation*}
\left(\left(\frac{R}{R-1}\right)^{N}-1\right)\left(1+\frac{\delta R^{4}}{d+\delta \gamma R^{2}}+\frac{\beta^{3}}{6}(2-\beta)\right)<\frac{1-2 \beta}{6} . \tag{2.1.11}
\end{equation*}
$$

Then for all smooth domain containing $B_{R}$ system (2.1.1)-(2.1.3) has two nontrivial classical solutions.

### 2.2 Travelling waves in $\mathbf{R}^{1}$

In this section, we consider the following travelling wave equation.

$$
\begin{align*}
u_{x x}+c u_{x}+f(u)-v & =0,  \tag{2.2.1}\\
d v_{x x}+c v_{x}+\delta(u-\gamma v) & =0 . \tag{2.2.2}
\end{align*}
$$

### 2.2.1 Bistable cases

For the bistable case, there are also various types of solutions. By the shooting method, Klaasen and Troy [22] obtained the existences of standing pulses and infinitely many periodic solutions. The main theorem is stated as follows.

THEOREM 2.2.1. ([22]) Let $\gamma>\max \left\{\gamma_{1}, \frac{2}{\sqrt{\delta}}+\frac{1-\beta}{\delta}\right\}$. Then system (2.2.1)-(2.2.2) with $c=0$ has a nonconstant pair $(u, v)$ satisfying $\left(u, u_{x}, v, v_{x}\right)( \pm \infty)=0$ and $\left(u_{x}, v_{x}\right)(0)=0$. Moreover, system (2.2.1)-(2.2.2) with $c=0$ has an infinite number of periodic solution.

The global bifurcation structure of front and back waves were studied by Ikeda, Mimura and Nishiura [17] when

ThEOREM 2.2.2. ([17]) Let $\bar{d}=\frac{\pi}{\sigma}, \delta=\tau \sigma$ and $\mathcal{\alpha}=s \tau$, where $\tau, \sigma>0$ and $s \in \mathbf{R}$ are parameters. Assume $\tau=O(\sigma)$ or $O\left(\frac{1}{\sigma}\right)$, then there exists $\sigma_{0}>0$ such that for all $0<\sigma \leq \sigma_{0}$ the "following bifurcation phenomena"(see Fiq. 2.2) holds.
(A)
(C)

(D)


Figure 2.2: (A) $\gamma \geq \gamma_{2}(\mathrm{~B}) \gamma_{1}<\gamma<\gamma_{2}(\mathrm{C}) \gamma=\gamma_{1}(\mathrm{D}) \gamma_{0}<\gamma<\gamma_{1}$

### 2.2.2 Monostable cases

For the monostable case, Ermentrout, Hastings and Troy [7] proved the existence of two standing pulses by using the shooting method. Later Dockery [6] obtained a similar result by a different approach: a geometric singular perturbation.

Theorem 2.2.3. ([6] and [7]) Let $0<\gamma<\frac{4}{(1-\beta)^{2}}$. If $\delta / d$ is sufficiently small, system (2.2.1)-(2.2.2) with $c=0$ has least two nonconstant, bounded solutions satisfies the following:
(i) $\lim _{|x| \rightarrow \infty}\left(u, u_{x}, v, v_{x}\right)=(0,0,0,0)$;
(ii) $u(x)$ and $v(x)$ have exactly one relative maximum in $\mathbf{R}$ which occurs at $x=0$.

Moreover, system (2.2.1)-(2.2.2) with $c=0$ has a continuum of periodic solutions.

### 2.3 Standing waves in $\mathbf{R}^{N}$

For the higher dimension case $\Omega=\mathbf{R}^{N}$ and $\gamma$ is large, symmetric standing waves were obtained by Reinecke et al. [38] and Wei et al. [44]. The system in $\mathbf{R}^{N}$ is that

$$
\begin{equation*}
\Delta u+f(u)-v=0, \tag{2.3.1}
\end{equation*}
$$

$\Delta v+\epsilon(u-\gamma v)=0$,
where $\epsilon=\delta / d$.
Reinecke and Sweers $[38]^{2}$ constructed a entire solution of system (2.3.1)-(2.3.2) by using solutions to the system (2.3.1)-(2.3.2) with Dirichlet boundary condition on the ball $B_{R}$ and letting $R \rightarrow \infty$. The main theorem is stated as follows.

THEOREM 2.3.1. ([38])If $\gamma>\max \left\{\frac{2}{\sqrt{\epsilon}}+\frac{1-\beta}{\epsilon}, \frac{9}{2 \beta^{2}-5 \beta+2}+\frac{2 \beta^{2}-14 \beta+11}{9 \epsilon}\right\}$, there exists $a$ pair of positive solution $(u, v) \in C^{\infty}\left(\mathbf{R}^{N}\right) \times C^{\infty}\left(\mathbf{R}^{N}\right)$ for system (2.3.1)-(2.3.2). Moreover, $u$ and $v$ are radially symmetric, decreasing and satisfy $p_{1}<\max _{x \in \mathbf{R}^{N}} u(x)<p_{2}$ and $\max _{x \in \mathbf{R}^{N}} v(x)<\frac{p_{2}}{\gamma}$.

By a perturbation for $\delta$, Wei and Winter [44] established the following existence.
ThEOREM 2.3.2. ([44]) For all $\alpha \in(0, \beta)$, there exists a $\epsilon_{0}=\epsilon_{0}(\alpha, \beta)$ such that for all $0<\epsilon<\epsilon_{0}$ and $\gamma=\frac{\alpha}{\epsilon}$ system (2.3.1)-(2.3.2) has a unique standing wave $\left(u_{\epsilon}, v_{\epsilon}\right)$ in $\mathbf{R}^{N}$. Moreover, $u_{\epsilon}$ and $v_{\epsilon}$ are radially symmetric.


## Chapter 3

## Steady states on bounded domains and periodic solutions in $\mathbf{R}^{N}$

### 3.1 Introduction

In this chapter, we are interested in using a variational approach to study the steady states of (DFHN) on a bounded domain $\Omega$ in $\mathbf{R}^{N}$. Let $\epsilon=\delta / d$. The system we study is as follows:

where $\nu$ is the outer normal of $\Omega$.
In [20], the nonexistence theorem (see Theorem 2.1.2) suggests us that $\Omega$ is sufficiently large and $\epsilon$ is small if we would like to look for a nontrivial solution as $\gamma \leq \gamma_{1}$. Some arguments in proving the existences of a minimizer and a mountain pass solution will be omitted if the proofs have showed in [20] and [19]. Our main theorem is stated as follows.

THEOREM 3.1.1. Assume $\gamma \leq \gamma_{1}$. There exists $R_{0}=R_{0}(\beta, N)>0$ such that if $B_{R_{0}} \subset \Omega$, then we have the following existence result.
(i) There exists $\epsilon_{0}=\epsilon_{0}(\beta, N, \gamma,|\Omega|)$ so that for all $0<\epsilon \leq \epsilon_{0}$ system (3.1.1)-(3.1.2) with Dirichlet condition has two pair of classical solutions.
(ii) There exist $k_{1}=k_{1}(\beta, N, \gamma)$ and $\epsilon_{1}=\epsilon_{1}(\beta, N, \gamma, \Omega)$ such that for all $\Omega$ satisfying $|\Omega| \geq k_{1}$ and for all $0<\epsilon \leq \epsilon_{1}$, system (3.1.1)-(3.1.2) with Neumann condition has two pair of classical solutions.

In addition, we can construct the following existence theorems of periodic solutions in $\mathbf{R}^{1}$ by applying the above theorem to the domains $\Omega=\left[0, L_{1}\right]$.

Corollary 3.1.2. Assume $\gamma \leq \gamma_{1}$ and $\Omega=\boldsymbol{R}^{1}$. Then there exists $\epsilon_{2}=\epsilon_{2}(\beta, \gamma)>0$ such that for all $0<\epsilon<\epsilon_{2}$ system (3.1.1)-(3.1.2) has infinitely many periodic solutions.

### 3.2 Proof of the main theorem

We first observe that from (3.1.2), $v$ can be solved formally expressed in term of $u$. With $v$ expressed in terms of $u$, system (3.1.1)-(3.1.2) is reduced to the single equation

$$
\begin{equation*}
\Delta u+f(u)-B[u]=0, \tag{3.2.1}
\end{equation*}
$$

where $v=B[u]$ is a solution of (3.1.2). In this section, we consider (3.2.1) under either the Dirichlet or Neumann condition. When the Dirichlet (resp., Neumann) problem of (3.2.1) is taken into account, we denote $v=B_{0}[u]$ (resp., $v=B_{1}[u]$ ) by the solution of (3.1.2). With no cause for ambiguity, we continue to denote $B[u]$ by replacing $B_{0}[u]$ or $B_{1}[u]$.

For Dirichlet (resp., Neumman) problem, we define the energy functional $\Phi_{0}[u]$ : $H_{0}^{1}(\Omega) \rightarrow \mathbf{R}\left(\left(\right.\right.$ resp., $\left.\Phi_{1}[u]: H^{1}(\Omega) \rightarrow \mathbf{R}\right)$ by

$$
\begin{equation*}
\Phi_{i}[u]=\frac{1}{2} \int_{\Omega}|\nabla u|^{2}+\int_{\Omega} F(u)+\frac{1}{2} \int_{\Omega} u B_{i}[u], i=0,1 \tag{3.2.2}
\end{equation*}
$$

where $F(u)=-\int_{0}^{u} f(s) d s=\frac{1}{4} u^{4}-\frac{\beta+1}{3} u^{3}+\frac{\beta}{2} u^{2}$. With no cause for ambiguity, we continue to denote $\Phi_{0}[u]$ or $\Phi_{1}[u]$ by $\Phi[u]$.

From the a priori estimate for a classical solution $u$, Klaasen and Mitidieri [20] modified $F(u)$ such that the growth of $F(u)$ is not greater than the quadratic function $k u^{2}$ for some $k>0$ as $u \rightarrow \pm \infty$, i.e. for large $\left\lvert\, \frac{\mid \downarrow}{} \uparrow\right.$, we have

$$
\begin{equation*}
|F(u)| \leq k u^{2} \tag{3.2.3}
\end{equation*}
$$

We denote the modification of $F(u)$ in $[20]$, by $\tilde{F}(u)$. Let $\tilde{\Phi}[u]$ be the energy, replacing the term $F(u)$ by $\tilde{F}(u)$ in $\Phi[u]$. Then $\tilde{F}(u)$ and $\tilde{\Phi}[u]$ enjoy the properties that $\tilde{\Phi}[u]$ is weakly lower semicontinuous and $\int_{\Omega} \tilde{F}(u)=\frac{\beta}{2} \int_{\Omega} u^{2}+o\left(\|u\|^{2}\right)$ at $u=0$. The second statement benefits the geometry of $\Phi[u]$ in mountain passitheorem.

The following lemma asserts that $B[u]$ is a boundedcoperator in $L^{2}$ space and the operator norm of $B[u]$ tends to 0 as $\epsilon \rightarrow 0$, which is curial in showing that the term $\int_{\Omega} u B[u]$ in $\tilde{\Phi}[u]$ is small as $\epsilon$ is smanl.
LEMMA 3.2.1. Let $\lambda_{1,0}$ (resp., $\lambda_{1,1}$ ) be the first eigenvalue of $-\Delta$ with Dirichlet (resp., Neumman) condition on the $\partial \Omega$. Then $\left\|B_{0}[u]\right\|_{2} \leq \frac{\epsilon}{\lambda_{1,0}(\Omega)+\epsilon \gamma}\|u\|_{2}$ and $\left\|B_{1}[u]-\frac{\int_{\Omega} u}{\gamma|\Omega|}\right\|_{2} \leq$ $\frac{\epsilon}{\lambda_{1,1}(\Omega)+\epsilon \gamma}\|u\|_{2}$.
Proof. Let $\lambda_{n, 0}$ (resp., $\lambda_{n, 1}$ ) be the positive eigenvalue sequence of $-\Delta$ with Dirichlet (resp., Neumman) boundary condition and $w_{n, 0}$ (resp., $w_{n, 1}$ ) be the corresponding eigenfunction with $\left\|w_{n, i}\right\|_{2}=1$ for $i=0,1$. Then

$$
B_{0}[u]=\Sigma_{n=1}^{\infty} \frac{\int_{\Omega} \epsilon u w_{n, 0}}{\lambda_{n, 0}+\epsilon \gamma} w_{n, 0} \text { and } B_{1}[u]=\frac{\int_{\Omega} u}{\gamma|\Omega|}+\Sigma_{n=1}^{\infty} \frac{\int_{\Omega} \epsilon u w_{n, 1}}{\lambda_{n, 1}+\epsilon \gamma} w_{n, 1} .
$$

Therefore, for $i=1,2$

$$
\begin{aligned}
& \left\|B_{0}[u]\right\|_{2}^{2} \text { or }\left\|B_{1}[u]-\frac{\int_{\Omega} u}{\gamma|\Omega|}\right\|_{2}^{2} \\
& =\Sigma_{n=1}^{\infty}\left|\frac{\int_{\Omega} \epsilon u w_{n, i}}{\lambda_{n, i}+\epsilon \gamma}\right|^{2} \leq \frac{\epsilon^{2}}{\left(\lambda_{1, i}+\epsilon \gamma\right)^{2}} \Sigma_{n=1}^{\infty}\left|\int_{\Omega} u w_{n, i}\right|^{2} \leq \frac{\epsilon^{2}}{\left(\lambda_{1, i}+\epsilon \gamma\right)^{2}}\|u\|_{2}^{2}
\end{aligned}
$$

Proof of theorem 3.1.1. By standard variational arguments, $\tilde{\Phi}[u]$ is weakly lower semicontinuous, coercive and bounded below. Therefore, $\tilde{\Phi}[u]$ attains a global minimum on $H_{0}^{1}(\Omega)$ or $H^{1}(\Omega)$. Next, we prove the minimizer is nontrivial if there exists a nontrivial test function $u_{R_{0}}(x)$ such that $\tilde{\Phi}\left[u_{R_{0}}\right] \leq 0$, where $R_{0}$ is determined later. For $R \geq 1$, define $u_{R}=u_{R}(x)$ by

$$
u_{R}(x)= \begin{cases}\beta_{0}, & \text { if } x \in B_{R-1}  \tag{3.2.4}\\ \beta_{0}(R-|x|), & \text { if } x \in C_{R} \\ 0, & \text { if } x \in \Omega-B_{R}\end{cases}
$$

where $\beta_{0}=\frac{2(1+\beta)}{3}, B_{R}$ is a ball with radius $R$ and $C_{R}=B_{R}-B_{R-1}$. Then, by Lemma 3.2.1,

$$
\begin{aligned}
\tilde{\Phi}_{0}\left[u_{R}\right] & =\frac{1}{2} \int_{\Omega}\left|\nabla u_{R}\right|^{2}+\int_{\Omega} F\left(u_{R}\right)+\frac{1}{2} \int_{\Omega} u_{R} B_{0}\left[u_{R}\right] \\
& \leq \frac{\beta_{0}^{2}}{2}\left|C_{R}\right|+F\left(\beta_{0}\right)\left|B_{R-1}\right|+F(\beta)\left|C_{R}\right|+\frac{\beta_{0}^{2} \epsilon}{2\left(\lambda_{1,0}(\Omega)+\epsilon \gamma\right)}\left|B_{R}\right| \\
& =k(\beta)\left|C_{R}\right|+\left[F\left(\beta_{0}\right)=\frac{\beta_{0}^{2} \epsilon}{2\left(\lambda_{1,0}(\Omega)+\epsilon \gamma\right)}\right]\left|B_{R}\right|,
\end{aligned}
$$

where $k(\beta)=\frac{\beta_{0}^{2}}{2}-F\left(\beta_{0}\right)+F(\beta)$. To choose $R_{0}$ which depends only on $\beta$ and $N$, we assume $\frac{\beta_{0}^{2} \epsilon}{2\left(\lambda_{1,0}(\Omega)+\epsilon \gamma\right)} \leq-\frac{F\left(\beta_{0}\right)}{2}$ or $\epsilon \leq \frac{\lambda_{1},(\Omega)}{2 \gamma_{1}-\gamma}$ Here, we already use the assumption $\gamma \leq \gamma_{1}=$ $\frac{9}{2 \beta^{2}-5 \beta+2}=\frac{\beta_{0}^{2}}{-2 F\left(\beta_{0}\right)}$. By the Rayleigh-Faber-Krahn inequality, that is, $\lambda_{1,0}(\Omega) \geq \lambda_{1,0}\left(B_{\rho}\right)$, it follows that $\lambda_{1,0}(\Omega) \geq \frac{\lambda_{1,0}\left(B_{1}\right)}{\rho^{2}}$, where $\left|B_{\rho}\right|=|\Omega|$. Therefore, we choose

$$
\begin{equation*}
\hat{*}_{\varepsilon_{0}}=\frac{\lambda_{1,0}\left(B_{1}\right)\left|B_{1}\right|^{2 / N}}{\left(2 \gamma_{1}-\gamma\right)|\Omega|^{2 / N}} . \tag{3.2.5}
\end{equation*}
$$

It folloews from the fact $\left|C_{R}\right| \leq\left|B_{1}\right| 2^{N-1} R^{N-1}$, for all $0<\epsilon \leq \epsilon_{0}$ that

$$
\tilde{\Phi}_{0}\left[u_{R}\right] \leq\left|B_{1}\right| R^{N-1}\left\{k(\beta) 2^{N-1}+\frac{F\left(\beta_{0}\right)}{2} R\right\}
$$

Taking

$$
R_{0}=\frac{k(\beta) 2^{N}}{-F\left(\beta_{0}\right)}
$$

The proof of the existence of a minimizer of $\tilde{\Phi}_{0}$ is completed.
For the Neumann condition,

$$
\begin{aligned}
\frac{1}{2} \int_{\Omega} u_{R} B_{1}\left[u_{R}\right] & =\frac{1}{2} \int_{\Omega} u_{R}\left(B_{1}\left[u_{R}\right]-\frac{\int_{\Omega} u_{R}}{\gamma|\Omega|}\right)+\frac{\left(\int_{\Omega} u_{R}\right)^{2}}{2 \gamma|\Omega|} \\
& \leq \frac{\beta_{0}^{2} \epsilon}{2\left(\lambda_{1,1}(\Omega)+\epsilon \gamma\right)}\left|B_{R}\right|+\frac{\beta_{0}^{2}\left|B_{R}\right|^{2}}{2 \gamma|\Omega|}
\end{aligned}
$$

Similarly, $\tilde{\Phi}_{1}\left[u_{R_{0}}\right] \leq 0$ if we assume that

$$
\frac{\beta_{0}^{2} \epsilon}{2\left(\lambda_{1,1}(\Omega)+\epsilon \gamma\right)}+\frac{\beta_{0}^{2}\left|B_{R_{0}}\right|}{2 \gamma|\Omega|} \leq-\frac{F\left(\beta_{0}\right)}{2} .
$$

A sufficient condition of the above inequality is

$$
\begin{equation*}
\frac{\beta_{0}^{2} \epsilon}{2\left(\lambda_{1,1}(\Omega)+\epsilon \gamma\right)} \leq-\frac{F\left(\beta_{0}\right)}{4} \text { and } \frac{\beta_{0}^{2}\left|B_{R_{0}}\right|}{2 \gamma|\Omega|} \leq-\frac{F\left(\beta_{0}\right)}{4} \tag{3.2.6}
\end{equation*}
$$

Therefore, we can choose

$$
\epsilon_{1} \leq \frac{\lambda_{1,1}(\Omega)}{4 \gamma_{1}-\gamma} \text { and } k_{1}=\frac{\left|B_{R_{0}}\right|}{4 \gamma_{1} \gamma} .
$$

We also need to exclude the probability of constant solutions for Neumann problem. Let $(u, v)=(p, q)$ solve $u-\gamma v=0$ and $f(u)-v=0$. Then $\tilde{\Phi}(p)=\int_{\Omega}\left[F(p)+\frac{p^{2}}{2 \gamma}\right]=$ $\int_{\Omega} \frac{p^{2}}{4}\left[\left(p-\beta_{0}\right)^{2}+\frac{2}{\gamma}-\frac{2}{\gamma_{0}}\right] \geq 0$, which shows that a minimizer of $\tilde{\Phi}_{1}$ is nonconstant. Employing the mountain pass theorem, the other solution can be obtained. Moreover, those solutions are $C^{2}$-functions. The detail of the existence of the minimizer and the mountain pass solution can be found in [20].

Proof of corollary 3.1.2. Let the domain $\Omega_{1}=\left[0, \mathcal{L}_{1}\right]$. Then $\lambda_{1,1}(\Omega)=\frac{\pi^{2}}{L_{1}^{2}}$. To chose $\epsilon$ independent of $\Omega_{1}$, we estimate $L_{1}$ by using (3.2.6). Then $\frac{2 R_{0}}{4 \gamma_{1} \gamma} \leq L_{1} \leq \frac{\pi}{\sqrt{\epsilon\left(4 \gamma_{1}-\gamma\right)}}$. On the other hand, if $\Omega_{1}$ contains a ball $\beta_{R_{0}}$, then $D_{1}>2 R_{0}$. To ensure the existence of $L_{1}$, we let $\frac{\pi}{\sqrt{\epsilon\left(4 \gamma_{1}-\gamma\right)}}>\max \left\{2 R_{0} \frac{2 R_{0}}{4 \gamma_{1} \gamma}\right\}:=M \operatorname{Or} \epsilon^{3} \frac{\pi^{2}}{M^{2}\left(4 \gamma_{1}-\gamma\right)}:=\epsilon_{2}$. Then for all $0<\epsilon<\epsilon_{2}$, choose $L_{1}$ such that $M<L_{1} \leq \frac{\pi}{\sqrt{\epsilon\left(4 \gamma_{1}-\gamma\right)}}$ Then the Neumann problem is solvable.

By even reflections with respect to the boundary of $\Omega$ the domain of this solution can be extended to a larger one. Continuing in this manner, we obtain a solution in the whole domain $\mathbf{R}^{1}$. Since $L_{1}$ can be arbitrarily chosen in a interval, the system (3.1.1)-(3.1.2) has infinitely many solutions.

## Chapter 4

## Monostable-type solutions in $\mathbf{R}^{N}$

This chapter is concerned with monostable-type travelling wave solutions of (DFHN) in $\mathbf{R}^{N}$ for the two components $u$ and $v$. By solving $v$ in terms of $u$, this system can be reduced to a non-local single equation for $u$. When the diffusion coefficients in the system are equal, we construct travelling wave solutions for the non-local equation by the method of super- and subsolutions developed by Morita and Ninomiya [29]. Moreover, we propose a condition for $\gamma$, which is similar to the condition Reinecke and Sweers [38] used to transform (DFHN) into a quasimonotone system.

### 4.1 Introduction

In the present work, we are concerned with (DFHN) in $\mathbf{R}^{N}$ i.e.,

$$
\begin{align*}
u_{t} & =u_{\xi \xi}+\Delta_{y} u+f(y, u)-v  \tag{4.1.1}\\
v_{t} & =d v_{\xi \xi}+\Delta_{y} v+\delta(u-\gamma v) \tag{4.1.2}
\end{align*}
$$

where $(\xi, y) \in \mathbf{R}^{N}=\mathbf{R}^{1} \times \mathbf{R}^{N-1}, N \neq 2, \delta, \gamma>0$ and $d \geq 0$. A typical example of $f(y, u)$ is $f(y, u)=u(1-u)(u-\beta)$ for $0<\beta$ 帘 Throughout the chapter we assume that $f$ is a $C^{2}$-function in $u$ and $f, f_{u}$ and $f_{u u}$ are bounded in $\left\{(y, u)\left|y \in \Omega_{y},|u| \leq K\right\}\right.$ for some large constant $K>0$. In addition, $f$ satisfies (H1)-(H5).

The solutions of interest here are traveling wave solutions. Let $x=\xi-c t$, then travelling wave solutions of (4.1.1)-(4.1.2) satisfy

$$
\begin{align*}
& u_{x x}+c u_{x}+\Delta_{y} u+f(y, u)-v=0  \tag{4.1.3}\\
& d v_{x x}+c v_{x}+\Delta_{y} v+\delta(u-\gamma v)=0 . \tag{4.1.4}
\end{align*}
$$

Over the past decades, this system has been extensively studied. For instance, as $N=1$, under different assumptions, system (4.1.3)-(4.1.4) admits standing pulses in [6], [7] and [22], infinitely many periodic solutions in [22], fronts, back waves in [17] and [21] and travelling pulses in [21]. For the higher dimension case $N \geq 2$, symmetric standing waves were established by Reinecke and Sweers [38] and Wei and Winter [44].

As $\gamma \rightarrow \infty$, if the solutions are assumed to be bounded, the equations (4.1.3)-(4.1.4) tend to the single equation

$$
\begin{equation*}
u_{x x}+c u_{x}+\Delta_{y} u+f(y, u)=0 . \tag{4.1.5}
\end{equation*}
$$

Let $f(y, u)$ be a $C^{2}$ function $g(u)$ which has the property that for some $\theta \in(0,1) g(0)=$ $g(\theta)=g(1)=0, g_{u}(0)<0, g_{u}(\theta)>0, g_{u}(1)<0, g<0$ on $(0, \theta)$ and $g>0$ on $(\theta, 1)$. In addition to the planar waves, (4.1.5) admits other types of solutions, including travelling curved fronts $(N=2)$, conical shapes and pyramidal shapes $(N \geq 3)$ in [14], [23], [33] and [41]. Moreover, Hamel and Roquejoffre [15] established travelling wave solutions of (4.1.5) in $\mathbf{R}^{2}$ which connect one unstable periodic solution at $x \rightarrow \infty(-\infty)$ and one stable constant solution at $x \rightarrow-\infty(\infty)$. On the other hand, travelling wave solutions of (4.1.5) in $\mathbf{R}^{N}$ connecting a unstable one-peak solution at $x \rightarrow \infty(-\infty)$ and a stable constant solution $x \rightarrow-\infty(\infty)$ were obtained by Morita and Ninomiya [29].

In this paper, we use the method of super- and subsolutions developed in [29]. Due to technical restriction, we assume $d=1$. Since equation (4.1.4) is linear, $v$ can be solved formally in terms of $u$. With $v$ expressed in terms of $u$, system (4.1.3)-(4.1.4) is reduced to the non-local equation

$$
\begin{equation*}
\mathcal{F}[u]:=u_{x x}+c u_{x}+\Delta_{y} u+f(y, u)-B_{c}[u]=0, \tag{4.1.6}
\end{equation*}
$$

where we denote $v$ by $B_{c}[u]:=\delta\left(-\frac{\partial^{2}}{\partial x^{2}}-c \frac{\partial}{\partial x}-\Delta_{y}+\delta \gamma\right)^{-1} u$. It is readily seen that if $u$ is independent of $x$, then by the uniqueness theorem $B_{c}[u]=\delta\left(-\Delta_{y}+\delta \gamma\right)^{-1} u$. As $x \rightarrow \pm \infty$, the asymptotic behaviors of travelling wave solutions of (4.1.6) formally satisfy

$$
\begin{equation*}
\Delta_{y} u+f(y, u)-B_{c}[u] \neq 0 \text {, } \tag{4.1.7}
\end{equation*}
$$

where $B_{c}[u]=\delta\left(-\Delta_{y}+\delta \gamma\right)+\psi$. Our main purpose is to look for monostable-type travelling wave solutions $u(x, y)$ which connect a stable solution of (4.1.7) as $x \rightarrow-\infty(\infty)$ and a unstable one as $x \rightarrow \infty(-\infty)$. Without loss of generality, we may assume that $u(+\infty, y)$ is an unsatble solution. Throughout this paper, the following hypotheses are assumed.
(H1) There are two solutions $u_{ \pm}(y)$ of (4.1.7) satisfying $u_{-}(y) \geq u_{+}(y)$. Moreover, there exist an eigenvalue $\mu>0$ and its corresponding eigenfunction $\phi(y)>0$ with $\max _{\left\{y \in \mathbf{R}^{N-1}\right\}} \phi(y)=1$ and $\lim _{|y|-\infty} \phi(y)=0$ such that

$$
\begin{equation*}
\Delta_{y} \phi+f_{u}\left(y, u_{+}\right) \phi-B_{c}[\phi]=\mu \phi \tag{4.1.8}
\end{equation*}
$$

(H2) $u_{-}(y) \geq u_{+}(y)+\epsilon \phi(y)$ for some $\epsilon>0$.
(H3) There exists no other solution $u(y)$ of (4.1.7) with the property $u_{-}(y) \geq u(y) \geq$ $u_{+}(y)$.
(H4) For all small $\eta>0$, there exist solutions $u_{+}^{\eta}(y)$ satisfying $\lim _{\eta \rightarrow 0} u_{+}^{\eta}(y)=u_{+}(y)$,

$$
\begin{equation*}
\Delta_{y} u_{+}^{\eta}+f\left(y, u_{+}^{\eta}\right)-B_{c}\left[u_{+}^{\eta}\right]+\eta=0 \tag{4.1.9}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{+}^{\eta}(y) \geq u_{+}(y)+\frac{\eta}{M} \tag{4.1.10}
\end{equation*}
$$

for some constant $M>0$.
(H5)

$$
\begin{equation*}
\Delta_{y} \psi_{i}-\left(K_{1}+\sqrt{\delta}\right) \psi_{i} \leq 0, i=1,2,3 \tag{4.1.11}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{1}=-\min _{\left\{u_{-}(y) \geq u \geq u_{+}(y), y \in \mathbf{R}^{N-1}\right\}} f_{u}(y, u)>0 \tag{4.1.12}
\end{equation*}
$$

$\psi_{1}=\phi, \psi_{2}=u_{-}-u_{+}$and $\psi_{3}=u_{+}^{\eta}-u_{+}$.
To simplify the proof of the main theorem in this paper, we modify the nonlinear term $f(y, u)$ such that the minimum and maximum of $f_{u}(y, u)$ in $\left\{u(y) \in \mathbf{R}, y \in \mathbf{R}^{N-1}\right\}$ are the same as those in $\left\{u_{-}(y) \geq u \geq u_{+}(y), y \in \mathbf{R}^{N-1}\right\}$. For convenience, we still denote $f(y, u)$ for the new modification of $f$. Set

$$
\begin{equation*}
K^{*}:=\max _{\left\{u_{-}(y) \geq u \geq u_{+}(y), y \in \mathbf{R}^{N-1}\right\}} f_{u}(y, u)>0 \tag{4.1.13}
\end{equation*}
$$

and let $K_{2}>0$ satisfy $K_{2}+\frac{\delta}{\delta \gamma+K_{2}}=K^{*}$. We state the main theorem as follows.
Theorem 4.1.1. Assume $\gamma \geq \frac{2}{\sqrt{\delta}}+\frac{K_{1}+\mu}{\delta}$ and (H1)-(H5) hold. Then there exists $c^{*}=\max \left\{2 \sqrt{\mu}, 2 \sqrt{K_{2}}\right\}>0$ such that for all $c \geq c^{*}$, system (4.1.3)-(4.1.4) admits a pair of smooth solutions $\left(u^{*}, v^{*}\right)$ which satisfies $u_{x}^{*} \leq 0, v_{x}^{*} \leq 0$ and the boundary conditions $\left(u^{*}, v^{*}\right)( \pm \infty, y)=\left(u_{ \pm}(y), v_{ \pm}(y)\right)$, where $v_{ \pm}(y)=B_{c}\left[u_{ \pm}(y)\right]$.

Remark 1. In (H1), when the inequality $u_{-}(y) \geq u_{-}(y)$ is reversed,i.e., $u_{-}(y) \leq u_{+}(y)$, a result similar to Theorem 4.1.1 can be proved except that the inequalities $u_{x}^{*} \leq 0$ and $v_{x}^{*} \leq 0$ in Theorem 4.1.1 need to be replaced by $u_{x}^{*} \geq 0$ and $v_{x}^{*} \geq 0$ respectively.

Remark 2. In fact, (H5) can be weakened to the following assumption.

$$
\begin{equation*}
\Delta_{y} \psi_{i}-M_{i} \psi_{i} \leq 0, \text { for some constants } M_{i}>0 \tag{4.1.14}
\end{equation*}
$$

This condition holds if $\Delta_{y} \psi_{i}$ does not decay faster than $\psi_{i}$ as $|y| \rightarrow \infty$. In this case, if we choose $\gamma \geq \frac{1}{\sqrt{\delta}}+\frac{K_{3}+\mu}{\delta}$, where $K_{3}=\max \left\{M_{1}, M_{2}, M_{3}, \mathcal{K}_{1}+\sqrt{\delta}\right\}$, then a similar result can be proved.

It is not easy to find an example which satisfies assumptions (H1)-(H5) even for the case $f(y, u)=u(1-u)(u-\beta)$ since the stability of the radially symmetric solutions obtained in [38] and [44] has not yet been studied. However, we believe that for $\gamma \gg 1$ the structure of system (4.1.3)-(4.1.4) is similar to that of equation (4.1.6). Accordingly, we extend the result of theorem 2.1 in [29] to the one in Theorem 4.1.1.

### 4.2 Proof of the main theorem

To prove the Theorem 4.1.1, we use the super- and subsolutions constructed in [29]. By considering the following equation, we construct subsolutions of $\mathcal{F}[u]$. Let $w(x)$ satisfy

$$
\begin{align*}
w_{x x}+c w_{x}+\mu w-w^{2} & =0,  \tag{4.2.1}\\
w(-\infty)=\mu, w(\infty) & =0 . \tag{4.2.2}
\end{align*}
$$

For all $c \geq 2 \sqrt{\mu}$, the above boundary value problem admits an unique solution $w(x)$ (up to a translation) which is strictly increasing in $x$. Subsolutions of $\mathcal{F}[u]$ are established as follows.

LEMMA 4.2.1. Let $\underline{U}(x, y)=u_{+}(y)+\sigma \phi(y) w(x)$. Then there exists $\sigma_{1}>0$ such that $\mathcal{F}[\underline{U}] \geq 0$ for all $0<\sigma \leq \sigma_{1}$ and $c \geq 2 \sqrt{\mu}$.

Proof. Let $V:=w B_{c}[\phi]-B_{c}[\phi w] \geq 0$, then $V \geq 0$. Indeed, it is easy to see that $B_{c}[\phi] \geq 0$ by the maximum principle and $\phi>0$. A straightforward calculation gives

$$
\begin{equation*}
V_{x x}+c V_{x}+\Delta_{y} V-\delta \gamma V=-w(\mu-w) B_{c}[\phi] \leq 0 \tag{4.2.3}
\end{equation*}
$$

Using the maximum principle, we obtain $V \geq 0$. Therefore by (H1)

$$
\begin{aligned}
& \mathcal{F}[\underline{U}] \\
& =\sigma \phi\left(w_{x x}+c w_{x}\right)+\left(\Delta_{y} u_{+}-B_{c}\left[u_{+}\right]\right)+\sigma w \Delta_{y} \phi+f\left(y, u_{+}+\sigma \phi w\right)-\sigma B_{c}[\phi w] \\
& =\sigma \phi\left(w_{x x}+c w_{x}+\mu w\right)+f\left(y, u_{+}+\sigma \phi w\right)-f\left(y, u_{+}\right)-f_{u}\left(y, u_{+}\right) \sigma \phi w+\sigma V \\
& \geq \sigma \phi w^{2}+G,
\end{aligned}
$$

where $G=f\left(y, u_{+}+\sigma \phi w\right)-f\left(y, u_{+}\right)-f_{u}\left(y, u_{+}\right) \sigma \phi w$.
Let $M_{1}=\min _{\left\{u_{-}(y) \geq u \geq u_{+}(y), y \in \mathbf{R}^{N-1}\right\}} f_{u u}(y, u)$. By choosing $\sigma \leq \frac{\epsilon}{\mu}$ and using (H2), we obtain $u_{+} \leq u_{+}+\sigma \phi w \leq u_{+}+\epsilon \phi \leq u_{-,}$According to the mean value theorem, we have $G \geq 0$ if $M_{1} \geq 0$ and $G \geq M_{1} \sigma^{2} \phi^{2} w^{2}$ if $M_{1}<0$. Therefore $\mathcal{F}[\underline{U}] \geq 0$ if $\sigma \leq \sigma_{1}$, where $\sigma_{1}=\frac{\epsilon}{\mu}$ as $M_{1} \geq 0$ and $\sigma_{1}=\min \left\{\frac{\epsilon}{\mu}, \frac{-1}{M_{1}}\right\}$ as $M_{1}<0$. The proof is completed.

In what follows we construct supersolutions of $\mathcal{F}[u]$.
LEMMA 4.2.2. Let $Q(x)=e^{-\frac{c-\sqrt{c^{2}-4 K_{2}} x}{L^{2}} \text { and }} U^{+}(x, y)=u_{+}^{\eta}(y)+Q(x)$, where $K_{2}>0$ satisfies $K_{2}+\frac{\delta}{\delta \gamma+K_{2}}=K^{*}$ and $c \geq 2 \sqrt{K_{2}}$. Then $\mathcal{F}\left[U^{+}\right]<\theta^{*}$.

Proof. Note that $Q_{x x}+c Q_{x}+K_{2} Q=0$ and $0<B_{c}[Q] \ll \infty$. Indeed, by the uniqueness theorem we have $B_{c}[Q(x)]=\delta\left(-\frac{\partial^{2}}{\partial x^{2}}-\epsilon-\frac{\partial}{\partial x}+\delta \gamma\right)^{-1} Q$ and

$$
B_{c}[Q]=\frac{\delta}{\sqrt{c^{2}+4 \gamma \delta}} \int_{-\infty}^{+\infty} e^{-\frac{\sqrt{c^{2}+4 \gamma \delta}}{2}|x-\xi|+\frac{c}{2}(\xi-x)} Q(\xi) d \xi=\frac{\delta}{\delta \gamma+K_{2}} Q(x)
$$

It follows from (H4) that

$$
\begin{aligned}
\mathcal{F}\left[U^{+}\right] & =\left(Q_{x x}+c Q_{x}\right)+\left(\Delta_{y} u_{+}^{\eta}-B_{c}\left[u_{+}^{\eta}\right]\right)+f\left(y, u_{+}^{\eta}+Q\right)-B_{c}[Q] \\
& =-K_{2} Q+f\left(y, u_{+}^{\eta}+Q\right)-f\left(y, u_{+}^{\eta}\right)-\eta-B_{c}[Q] \\
& =\left\{-K_{2}+f_{u}\left(y, u_{+}^{\eta}+\theta Q\right)-\frac{\delta}{\delta \gamma+K_{2}}\right\} Q-\eta \leq-\eta<0,
\end{aligned}
$$

where $0 \leq \theta \leq 1$. The last second inequality is due to

$$
K_{2}+\frac{\delta}{\delta \gamma+K_{2}}=\max _{\left\{u_{-}(y) \geq u \geq u_{+}(y), y \in \mathbf{R}^{N-1}\right\}} f_{u}(y, u)
$$

We complete the proof of the lemma.

Let

$$
\begin{equation*}
\mathcal{L}[u]=u_{x x}+c u_{x}+\Delta_{y} u-\left(K_{1}+\mu+\sqrt{\delta}\right) u \tag{4.2.4}
\end{equation*}
$$

where $K_{1}=-\min _{\left\{u_{-}(y) \geq u \geq u_{+}(y), y \in \mathbf{R}^{N-1}\right\}} f_{u}(y, u)>0$.
To show the existences of travelling wave solutions of (4.1.7), we use the following iteration process:

$$
\begin{align*}
& u_{n}(x, y)=\mathcal{L}^{-1}\left(-f\left(u_{n-1}\right)+B_{c}\left[u_{n-1}\right]-\left(K_{1}+\mu+\sqrt{\delta}\right) u_{n-1}\right), n=1,2, \cdots, \\
& u_{0}(x, y)=\underline{U} \tag{4.2.5}
\end{align*}
$$

In the following lemma, we assert that the supersolutions of $\mathcal{F}$ are greater than or equal to the subsolutions of $\mathcal{F}$. Moreover, we show that both $U^{+}-\underline{U}$ and $u_{-}-\underline{U}$ are supersolutions of $\mathcal{L}$, which is useful in the proof of iteration process.
LEMMA 4.2.3. Assume $\gamma \geq \frac{2}{\sqrt{\delta}}+\frac{K_{1}+\mu}{\delta}$ and let $\bar{U}:=\min \left\{U^{+}(x, y), u_{-}(y)\right\}$. Then for all $\eta>0$ there exists $\sigma_{2}>0$ depending on $\eta$ such that for all $0<\sigma \leq \sigma_{2}$ we have

$$
\begin{equation*}
\bar{U} \geq \underline{U}, \mathcal{L}\left[U^{+}-\underline{U}\right] \leq 0 \text { and } \mathcal{L}\left[u_{-}-\underline{U}\right] \leq 0 . \tag{4.2.6}
\end{equation*}
$$

Proof. For the case $\bar{U}=u_{-}(y)$ we take $\sigma \leq \frac{\epsilon}{\mu}$, then

$$
\begin{equation*}
\bar{U}-\underline{U}=u_{-}(y)-u_{-}(y)-\sigma \phi(y) w(x) \geq u_{-}(y)<u_{+}(y)-\epsilon \phi(y) \geq 0 \tag{4.2.7}
\end{equation*}
$$

The last inequality holds by (H2). On the other hand,

$$
\begin{equation*}
\mathcal{L}\left[u_{-}-\underline{U}\right]=\Delta_{y}\left(u_{-}-u_{+}\right)=\left(K_{1}+\mu+\sqrt{\delta}\right)\left(u_{-}-u_{+}\right)+A \tag{4.2.8}
\end{equation*}
$$

where $A=-\sigma \phi\left(w_{x x}+c w_{x}\right)+\left(K_{1}+\mu+\sqrt{\delta}\right) \phi \phi w-\sigma w \Delta_{y} \phi$. According to (H5), $|A| \leq \sigma C \phi$ for some positive constant $C=C\left(\mu, \delta, K_{1}\right)$. By choosing $\sigma \leq \frac{\epsilon \mu}{C}$, we obtain

$$
\begin{align*}
\mathcal{L}\left[u_{-}-\underline{U}\right] & \leq \Delta_{y}\left(u_{-}-u_{+}\right)-\left(\left(K_{1}+\sqrt{\delta}\right)\left(u_{-}-u_{+}\right)-\mu\left(u_{-}-u_{+}\right)+\sigma C \phi\right.  \tag{4.2.9}\\
& \leq-\epsilon \mu \phi+\sigma C \phi \leq 0, \tag{4.2.10}
\end{align*}
$$

which holds due to assumptions (H2) and (H5).
For the case $\bar{U}=u_{+}^{\eta}(y)+Q(x)$, given $\eta>0$ we choose $\sigma \leq \frac{\eta}{\mu M}$ and use assumption $(\mathbf{H} 4)$, then

$$
\begin{equation*}
\bar{U}-\underline{U}=u_{+}^{\eta}(y)+Q(x)-u_{+}(y)-\sigma \phi(y) w(x) \geq \frac{\eta}{M}-\sigma \mu \geq 0 \tag{4.2.11}
\end{equation*}
$$

Moreover,

$$
\begin{aligned}
\mathcal{L}\left[U^{+}-\underline{U}\right]=\Delta_{y}\left(u_{+}^{\eta}-u_{+}\right)-\left(K_{1}+\mu+\sqrt{\delta}\right)\left(u_{+}^{\eta}-u_{+}\right) & +A+Q_{x x}+Q_{x} \\
& -\left(K_{1}+\mu+\sqrt{\delta}\right) Q .
\end{aligned}
$$

It is readily seen that $Q_{x x}+Q_{x}-\left(K_{1}+\mu+\sqrt{\delta}\right) Q \leq 0$. By (H4) and (H5),

$$
\mathcal{L}\left[U^{+}-\underline{U}\right] \leq-\frac{\eta \mu}{M}+\sigma C \leq 0 \text { if } \sigma \leq \frac{\eta \mu}{M C}
$$

Setting $\sigma_{2}=\min \left\{\frac{\epsilon}{\mu}, \frac{\epsilon \mu}{C}, \frac{\eta}{\mu M}, \frac{\eta \mu}{M C}\right\}$, the lemma holds.

To generalize the result of Theorem 2.1 in [29], the nonlocal term of (4.1.6) needs to be better estimated. More precisely, we pointwisely control $B_{c}[u]$ by the local term $u$ such that the iterative sequence $u_{n}$ is comparable with $u_{n-1}$.

LEMMA 4.2.4. Let $u \in C^{2}\left(\boldsymbol{R}^{N}\right)$ be nonnegative and solve $u_{x x}+c u_{x}+\Delta_{y} u-a u \leq 0$ for some constant $a$. Assume $\gamma \geq \frac{a}{\delta}+\frac{1}{b}$ for some $b$. Then $b u-B_{c}[u] \geq 0$.

Proof. Let $v=B_{c}[u]$ and $U=b u-v$. Then $v \geq 0$ because of $u \geq 0$ and the maximum principle. Our main purpose is to claim $U \geq 0$. By the assumption of $u$ and the definition of $v$, we have

$$
\begin{equation*}
U_{x x}+c U_{x}+\Delta_{y} U-\frac{a b+\delta}{b} U \leq-\left(\delta \gamma-a-\frac{\delta}{b}\right) v \leq 0 . \tag{4.2.12}
\end{equation*}
$$

The last inequality follows from the hypothesis of $\gamma$ and the nonnegativity of $v$. By the maximum principle, $U \geq 0$.

As $\gamma$ becomes large, we claim that the iterative sequence $u_{n}$ is increasing.
LEMMA 4.2.5. Assume $\gamma \geq \frac{2}{\sqrt{\delta}}+\frac{K_{1}+\mu}{\sqrt{\delta}}$ and $c \geq c^{*}=\max \left\{2 \sqrt{\mu}, 2 \sqrt{K_{2}}\right\}$, then for all $\eta>0$ and $0<\sigma \leq \min \left\{\sigma_{1}, \sigma_{2}\right\}$ we have $u_{n, x} \leq \theta$ and


Proof. We first claim that $u_{n} \leq \bar{U}$ for all $n$. Indeed, by Lemma 4.2.3 and Lemma 4.2.4 (take $a=K_{1}+\mu+\sqrt{\delta}$ and $b=\sqrt{\delta}$ ) we obtain

$$
\begin{equation*}
\sqrt{\delta}\left(U^{+}-u_{0}\right)-B_{c}\left[U^{+}-u_{0}\right] \geq 0 . \tag{4.2.14}
\end{equation*}
$$

Therefore Lemma 4.2.2 and Lemmâ 4.2.3 yield

$$
\begin{aligned}
\mathcal{L}\left[U^{+}-u_{1}\right] & \leq-f\left(U^{+}\right)+B_{c}\left[U^{+}\right]+f\left(u_{0}\right)-B_{c}\left[u_{0}\right]-\left(K_{1}+\mu+\sqrt{\delta}\right)\left(U^{+}-u_{0}\right) \\
& \leq\left\{-f_{u}\left(\theta U^{+}(1-\theta) u_{0}\right)-K_{1}\right\}\left(U^{+}-u_{0}\right) \leq 0,
\end{aligned}
$$

where $0 \leq \theta \leq 1$. According to the maximum principle, $U^{+}-u_{1} \geq 0$. It follows form the proof of $U^{+}-u_{1} \geq 0$ that $u_{-}-u_{1} \geq 0$. Therefore $u_{1} \leq \bar{U}$. Continuing this process, we have $u_{n} \leq \bar{U}$ for all $n$ by induction.

Next obvert that $\mathcal{L}\left[u_{1}-u_{0}\right]=-\mathcal{F}[\underline{U}] \leq 0$ due to Lemma 4.2.1. By the maximum principle, $u_{1}-u_{0} \geq 0$. Applying Lemma 4.2 .4 to $u_{1}-u_{0}$, we have

$$
\begin{equation*}
\sqrt{\delta}\left(u_{1}-u_{0}\right)-B_{c}\left[u_{1}-u_{0}\right] \geq 0 \tag{4.2.15}
\end{equation*}
$$

Therefore

$$
\begin{aligned}
\mathcal{L}\left[u_{2}-u_{1}\right] & =-\left(f\left(u_{1}\right)-f\left(u_{0}\right)\right)+B_{c}\left[u_{1}-u_{0}\right]-\left(K_{1}+\mu+\sqrt{\delta}\right)\left(u_{1}-u_{0}\right) \\
& \leq\left\{-f_{u}\left(\theta u_{1}+(1-\theta) u_{0}-K_{1}\right\}\left(u_{1}-u_{0}\right)-\sqrt{\delta}\left(u_{1}-u_{0}\right)+B_{c}\left[u_{1}-u_{0}\right]\right. \\
& \leq 0,
\end{aligned}
$$

where $0 \leq \theta \leq 1$. Thus $u_{2} \geq u_{1}$. By induction, the sequence of functions $\left\{u_{n}\right\}$ is nondecreasing. On the other hand, obvert that $u_{0, x}=\sigma \phi w_{x}<0$. Therefore by (H5), we obtain

$$
\begin{align*}
\mathcal{L}\left[-u_{0, x}\right] & =\sigma \phi\left(\mu w_{x}-2 w w_{x}\right)-\sigma w_{x} \Delta_{y} \phi+\left(K_{1}+\mu+\sqrt{\delta}\right) \sigma \phi w_{x}  \tag{4.2.16}\\
& =-\sigma w_{x}\left\{\Delta_{y} \phi-\left(K_{1}+\sqrt{\delta}\right) \phi+(-2 \mu+2 w) \phi\right\} \leq 0 . \tag{4.2.17}
\end{align*}
$$

Using Lemma 4.2.4 again, we have

$$
\begin{equation*}
\sqrt{\delta}\left(-u_{0, x}\right)-B_{c}\left[-u_{0, x}\right] \geq 0 \tag{4.2.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{L}\left[u_{1, x}\right]=-f_{u}\left(u_{0}\right) u_{0, x}+B_{c}\left[u_{0, x}\right]-\left(K_{1}+\mu+\sqrt{\delta}\right) u_{0, x} \geq 0 . \tag{4.2.19}
\end{equation*}
$$

Then $u_{1, x} \leq 0$ by the maximum principle. Inducting in $n$, we obtain $u_{n, x} \leq 0$.
Proof of Theorem 4.1.1. By Lemma 4.2.5, we define $u^{*}(x, y)=\lim _{n \rightarrow \infty} u_{n}(x, y)$. Following the proof of theorem 2.1 in [29], (H2) and (H3), for all $c \geq c^{*}$ we obtain that $u^{*}(x, y)$ is a smooth solution of (4.1.6); $u_{x}^{*} \leq 0$ and $u^{*}( \pm \infty, y)=u_{ \pm}(y)$. Let $v^{*}=B_{c}\left[u^{*}\right]$, then $v_{x}^{*}=B_{c}\left[u_{x}^{*}\right] \leq 0$ by the maximum prineiple. We complete the proof of the theorem.



## Chapter 5

## Travelling waves in a cylinder for bistable cases

### 5.1 Introduction

In this chapter, we are concerned with (DFHN) with Dirichlet boundary condition in a cylinder $\Omega$

$$
\begin{gather*}
u_{t}=u_{\xi \xi}+\Delta_{y} u+f(u)-v,  \tag{5.1.1}\\
v_{t}=d\left(v \xi \xi+\Delta_{y} v\right)+\delta(u-\gamma v) \\
\left.u\right|_{\partial \Omega}=v \mid \Omega \Omega=0,
\end{gather*}
$$

where $(\xi, y) \in \Omega:=\mathbf{R}^{1} \times \Omega_{y}$ with $\Omega_{y}$ being a bounded $C^{2, \alpha_{0}}$ domain in $\mathbf{R}^{N-1}, d \geq 0$, $\delta, \gamma>0$, and $f(u)=u(1-u)(u-\beta)$ for $0<\beta<\frac{1}{2}$. We also consider this system with Neumann boundary condition in Section 5.7.

As $\gamma \rightarrow \infty$, if the solutions are assumed to be bounded, the equations (5.1.1)-(5.1.3) tend to the single equation

$$
\begin{align*}
& u_{t}=u_{\xi \xi}+\Delta_{y} u+f(u)  \tag{5.1.4}\\
& \left.u\right|_{\partial \Omega}=0 \tag{5.1.5}
\end{align*}
$$

which is a gradient system. For $N=2$, the existence of travelling waves of (5.1.4) with boundary condition (5.1.5) were obtained by Gardner [9] when $\Omega_{y}=[0, L]$ and $L$ is large. His result indicates that large $\Omega_{y}$ seems to be necessary for the existence of a travelling wave with the Dirichlet boundary condition. For higher dimension cases, existence results of travelling waves of (5.1.4)-(5.1.5) were obtained by Volpert, A. and Volpert, V [43], Heinze [11], and Lucia, Muratov and Novaga [25].

In this chapter, we are interested in using a variational approach to study the travelling front solution of (DFHN) and also interested in the higher dimension case $N>1$. Let's first consider the case of a gradient system. For a gradient system, when the wave speed is zero, it is natural to consider the solution as a critical point of the corresponding energy of the system. However when the speed is not zero, how to use the variational method becomes a very subtle problem. Let $c$ denote the wave speed. Assume $c>0$. Heinze [11] made the change of variable $x=c(\xi-c t)$ and considered a minimization problem of a
weighted energy with a constraint. According to his ingenious setting, a minimizer of the problem corresponds to a travelling front solution while the Lagrange multiplier of the constraint corresponds to the wave speed. We explain this more precisely by considering (5.1.4)-(5.1.5) as follows. Using the new variable $x=c(\xi-c t)$, a travelling wave solution of the single equation (5.1.4) satisfies

$$
\begin{equation*}
c^{2}\left(u_{x x}+u_{x}\right)+\Delta_{y} u+f(u)=0 . \tag{5.1.6}
\end{equation*}
$$

Heinze considered the weighted energy, acting on the Sobolev space $\mathbf{H}$, which is the space $W^{1,2}$ with the weight $e^{x} d x$ (See section 5.2.)

$$
S_{c}[u]:=c^{2} I_{0}[u]+J_{0}[u]:=\frac{c^{2}}{2} \int_{\Omega} e^{x} u_{x}^{2}+\frac{1}{2} \int_{\Omega} e^{x}\left(\left|\nabla_{y} u\right|^{2}+F(u)\right),
$$

where $F(u)=-\int_{0}^{u} f(s) d s=\frac{1}{4} u^{4}-\frac{\beta+1}{3} u^{3}+\frac{\beta}{2} u^{2}$. Let $\hat{u}$ be a nontrivially critical point of $S_{c}[u]$ for some $c>0$. Denote $D S_{c}[\hat{u}] \phi$ be the Fréchet derivative of $S_{c}$ at $\hat{u}$ acting on $\phi$. Then the Euler-Lagrange equation $D I_{0}[\hat{u}] \phi+\frac{1}{c^{2}} D J_{0}[\hat{u}] \phi=0$ holds for all test function $\phi \in \mathbf{H}$. According to this, Heinze viewed $\hat{u}$ as a minimizer of $I_{0}[u]$ under the constraint $\mathcal{A}_{k}=\left\{u \in \mathbf{H} \mid J_{0}[u]=k\right\}$ and $\frac{1}{c^{2}}$ as the corresponding Lagrange multiplier. Also it is easy to verify that the corresponding Euler-Lagrange equation is (5.1.6). On the other hand, multiplying (5.1.6) by $\left.u_{x} e^{x}\right\}$ and taking integratión one obtains $c^{2} I_{0}[u]+J_{0}[u]=0$. This implies $J_{0}[u]<0$ if $u$ is a nontrivial solution of (5.1.6). By a suitable translation $x_{0}, J_{0}\left[u\left(x-x_{0}, y\right)\right]=-1$. Therefore Heinze chose $k=-1$ and solved the minimizing problem

Moreover, he proved that $\mathcal{A}_{-1} \neq \emptyset$ is equivalent to

This condition also guarantees that the minimizer is nontrivial.
Later in a series of papers [24]-[31], Lucia, Muratov and Novaga further developed the variational approach and proved existence results via subtle ideas and techniques. In their approach (see [25]), the $\xi$ variable is not scaled and the energy

$$
\hat{S}_{c}[u]:=\hat{I}_{0}[u]+\hat{J}_{0}[u]:=\frac{1}{2} \int_{\Omega} e^{c z} u_{z}^{2}+\frac{1}{2} \int_{\Omega} e^{c z}\left(\left|\nabla_{y} u\right|^{2}+F(u)\right)
$$

is considered on the Sobolev space with weight $e^{c z} d z$, where $z=\xi-c t$. In [25], they assumed that there is a $c^{*}>0$ such that $\hat{S}_{c^{*}}[u] \leq 0$ for a nontrivial $u$, which is equivalent to Heinze's condition (5.1.8) (see proposition 6.2 in [25]). Then they minimized the energy $\hat{S}_{c *}[u]$ under the constraint $\hat{I}_{0}[u]=1$. In their proof, to show the lower semicontinuity of $\hat{S}_{c}[u]$ is one of the most crucial steps for the existence of $\inf _{\left\{I_{0}[u]=1\right\}} \hat{S}_{c}[u]$. They proved a minimizer $u_{c *}$ of $\hat{S}_{c^{*}}[u]$ under the constraint $\hat{I}_{0}[u]=1$ can be achieved. By the scaling property of the equations, the travelling wave solution can be obtained as $u(x, y)=u_{c^{*}}\left(x \sqrt{1-S_{c^{*}}\left[u_{c^{*}}\right]}, y\right)$ and the travelling wave speed equals $c=c^{*} \sqrt{1-S_{c^{*}}\left[u_{c^{*}}\right]}$.

Lucia, Muratov and Novaga also gave a new criterion for the so called linear and nonlinear selection of mono-stable travelling waves as an application of their methods (see [24]).

For a gradient system, one disadvantage in applying these variational approaches comes from that one needs to assume the diffusion coefficients of all components are equal when the wave speed $c \neq 0$. On the other hand, the variational approaches have some advantages also. Besides they themselves provide very interesting and different viewpoints of the problem, these methods are more easily generalized to higher dimension cases, e. g. waves on cylindrical domains, and usually require only mild assumptions for the existence of a solution.

Although (DFHN) is not a gradient system, by replacing $v$ by $\sqrt{\delta} v$, this system has the skew-gradient structure defined by Yanagida [45]. More precisely, under this replacement, (DFHN) becomes

$$
\begin{align*}
& u_{t}=\Delta u+f(u)-\sqrt{\delta} v,  \tag{5.1.9}\\
& v_{t}=d \Delta v+\sqrt{\delta} v-\gamma \delta v, \tag{5.1.10}
\end{align*}
$$

of which the steady states correspond to the critical points of the energy
where $H(u, v)=F(u)+\sqrt{\delta} u v-\frac{1}{2} \gamma \delta v^{2}$. Restricted to the $u$ direction, (5.1.9) is the gradient flow of the energy (5.1.11)/while restricted in the $v$ direction, (5.1.10) is the gradient flow of the minus of (5.1.11). Along the orbits of (5.1.9) and (5.1.10), the " $u$-part" of the energy (5.1.11) decreases and the " $v$-part" of the energy increases. Yanagida [45] called a system of reaction-diffusion equations with an energy like this a skew-gradient system. He developed a theory for a skew-gradient system and found that the correct notion in such a system corresponding to a minimizer in a gradient systên should be a mini-maximizer. With this structure in mind, the authors feel curious about the following problem:

Question 1 Can variational methods be applied to find wave front or pulse solutions of a skew-gradient system? For example, applied to (DFHN)?

The setting of Heinze [11] and the setting of Lucia, Muratov and Novaga [24]-[31] in applying variational methods mentioned above are slightly different. The former uses the change of variables $x=c(\xi-c t)$ to scale out the factor $c$ in the weight of the energy while the latter does not make any scaling in $\xi$. Although these two settings are almost parallel to each other, they posses different advantages and weakness in some subtle situations. We will comment on this later. Following their approaches, we assume that $d=1$ and consider the following problem. Let us first assume $c>0$ and make the change of variables $x=c(\xi-c t)$ as in [10]. Then a travelling wave solution of (5.1.9) and (5.1.10) satisfies

$$
\begin{align*}
& c^{2}\left(u_{x x}+u_{x}\right)+\Delta_{y} u+f(u)-\sqrt{\delta} v=0,  \tag{5.1.12}\\
& c^{2}\left(v_{x x}+v_{x}\right)+\Delta_{y} v+\sqrt{\delta} u-\gamma \delta v=0 .  \tag{5.1.13}\\
& \left.u\right|_{\partial \Omega}=\left.v\right|_{\partial \Omega}=0 \tag{5.1.14}
\end{align*}
$$

To answer Question 1, we consider the weighted energy

$$
\begin{equation*}
\Psi_{c}[u, v]:=\frac{c^{2}}{2} \int_{\Omega} e^{x}\left(u_{x}^{2}-v_{x}^{2}\right)+\frac{1}{2} \int_{\Omega} e^{x}\left(\left|\nabla_{y} u\right|^{2}-\left|\nabla_{y} v\right|^{2}\right)+\int_{\Omega} e^{x} H(u, v) \tag{5.1.15}
\end{equation*}
$$

Then as in the case of a gradient system, the first problem is to determine the speed c. In general, this is a difficult problem. Assuming that we know the value of $c$, it is easy to check that a suitable critical point of this energy is a solution of (5.1.12)-(5.1.14). Since (DFHN) is a skew-gradient system, it is expected that a mini-max approach should be proper to solve the problem. Unfortunately compared to a minimization problem, there are much less methods to solve a mini-maximization problem. Recently Chen-Hu [5] succeeded in applying a mini-max approach to solve (5.1.12)-(5.1.13) with $c=0$ on a bounded domain in $\mathbf{R}^{N}$. In their study, the Sobolev space on which the energy is defined is decomposed into a "positive" space and a "negative" space, which both have infinite dimensions. It is a very interesting problem whether one can generalize their method to the case $c \neq 0$.

To further explore the existence problem, we can also consider another variational setting for the steady state of (DFHN), which has been used in many literatures. That is, to solve the equation for $v$ first and substitute it in the $u$ 's equation. Then we obtain an equation with only one unknown function $u$ and a non-local term. For our problem $c \neq 0$, we can solve (5.1.13) under the boundary condition (5.1.14) first and denote the solution

$$
\begin{equation*}
v=B_{c}[u]:=\sqrt{\delta}\left(-c^{2}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial}{\partial x}\right)-\Delta_{y}+\gamma \delta\right)^{-1}[u] . \tag{5.1.16}
\end{equation*}
$$

Substituting this into (5.1.12), we obtain the non-local equation for $u$

$$
\begin{equation*}
c^{2}\left(u_{x x}+\hat{u}_{x}\right)+\Delta_{y} u+f(u)-\sqrt{\delta} \hat{B}_{c}[u]=0 \tag{5.1.17}
\end{equation*}
$$

For this equation, we consider the weighted energy

$$
\begin{equation*}
\Phi_{c}^{*}[u]=\frac{1}{2} \int_{\Omega} e^{x}\left(c^{2} u_{x}^{2}+\left|\nabla_{y} u\right|^{2}\right)+\int_{\Omega} e^{x} F(u)+\frac{\sqrt{\delta}}{2} \int_{\Omega} e^{x} u B_{c}[u], \tag{5.1.18}
\end{equation*}
$$

Fortunately the bilinear form of this non-local term in this energy is symmetric even $c \neq 0$. Therefore one can readily check that once the speed $c$ is known, a suitable critical point of (5.1.18) corresponds to a solution of (5.1.12)-(5.1.14). This consideration leads to the question.

Question 2 Can variational methods be applied to find wave front or pulse solutions of a system with a non-local term? For example, applied to the non-local formulation (5.1.17).

In this chapter, the authors are concerned with finding travelling front solutions of (DFHN). The major part will focus on Question 2 for (DFHN) and rely on the non-local energy (5.1.18) to solve (5.1.12)-(5.1.14). As for Question 1, it seems more complicated to apply the energy $\Psi_{c}[u, v]$ to obtain a travelling wave solution. We have only partial
answer for it. In section 5.6, after converting the Lagrange multiplier formulation of Heinze for the wave speed into a quotient form of energy, we use the energy $\Psi_{c}[u, v]$ to describe a mini-max formulation for the wave speed and show that a mini-maximizer, as in Yanagida's theory, of the speed functional is a solution of (5.1.12)-(5.1.14). However we do not know how to find a mini-maximizer in general when $c \neq 0$.

To study this problem, we refer to some papers written by Lucia, Muratov and Novaga [24]-[31]. They obtained many good viewpoint for gradient systems, with a local energy. The first two term of the energy $\Phi_{c}^{*}[u]$ is the same as their energy. Therefore the process of this paper is a little similar to [25]. However, we discuss our energy containing a nonlocal term, which causes that the boundedness of solution is not easy. Moreover, combining the advantages of [11] and [25], we obtain the travelling wave speed according to the minimal energy in subsection 5.3.2 In [25], travelling wave solutions are obtained by scaling a minimizer with negative energy. However, we show the existence of travelling wave by choosing a "good" minimizing sequence to approximate it. If some lemmas are similar to [25], we skip the proof.

For the existence of travelling waves to (DFHN), we need to assume that $\Omega_{y}$ is large enough. Our main theorem is as follows.
THEOREM 5.1.1. Assume $\gamma>\frac{9}{2 \beta^{2}-5 \beta+2}$. Then there exists $R_{0}>0$ such that (5.1.12)(5.1.14) has a solution $\left(u_{0}, v_{0}\right)$ with $c=\epsilon_{0}>0$ for some $c_{0}$ if $\Omega$ contains a ball with radius $R_{0}$. Moreover, $\left(u_{0}, v_{0}\right)$ decays exponentially to 0 uniformly in $y$ as $x \rightarrow+\infty$.

To understand the behavior of $u_{0}, v_{0}$ as $x \rightarrow-\infty$, we need to investigate the equations (5.1.12)-(5.1.14) without

$$
\begin{align*}
& \text { at } x \text {-coordinate, i.e., }  \tag{5.1.19}\\
& \Delta_{y} u+f(u)-\sqrt{\delta v}=0 \text { in } \Omega_{y}, \\
& \Delta_{y} v+\sqrt{\delta} u-\gamma \delta v=0 \text { in } \Omega_{y}, o n \\
& \left.u\right|_{\partial \Omega_{y}}=\left.v\right|_{\partial \Omega_{y}}=0 .
\end{align*}
$$

The above system is associated with the energy $E[u]: H_{0}^{1}\left(\Omega_{y}\right) \rightarrow \mathbf{R}$ defined by

$$
\begin{equation*}
E[u]:=\frac{1}{2} \int_{\Omega_{y}}\left|\nabla_{y} u\right|^{2}+\int_{\Omega_{y}} \frac{\stackrel{8}{F}(u)+\frac{\delta}{2}}{2} \int_{\Omega_{y}} u\left(-\Delta_{y}+\gamma \delta\right)^{-1}[u] . \tag{5.1.22}
\end{equation*}
$$

Assume $\gamma>\frac{9}{2 \beta^{2}-5 \beta+2}$, Klaasen and Mitidieri [20] showed that $E[u]$ has at least two critical points if the domain $\Omega_{y}$ contains a "large" ball. One is a minimizer with negative energy and the other one derived from the Mountain Pass theorem has positive energy.

Due to the nonlocal term of (5.1.17), the asymptotic behavior of the solution $\left(u_{0}, v_{0}\right)$ obtained in Theorem 5.1.1 as $x \rightarrow-\infty$ is much more complicated than the behavior of a gradient system. It seems $\left(u_{0}, v_{0}\right)$ may not tend to a steady state satisfying (5.1.19)(5.1.21) as $x \rightarrow-\infty$ in general. However, when $\gamma^{2} \delta>1$, we can obtain the $L^{2}$-estimate for $u_{0, x}$ (see Lemma 5.5.3). Using this estimate and following the ideas of Proposition 6.6 and Corollary 6.8 in [25], we obtain the following two theorems.
Theorem 5.1.2. Assume $\gamma^{2} \delta>1$ and the assumptions in Theorem 5.1.1 hold. Let $\left(u_{0}, v_{0}\right)$ be the solution in Theorem 5.1.1. Then there exists a sequence $x_{n} \rightarrow-\infty$ such that $\lim _{n \rightarrow+\infty}\left(u_{0}, v_{0}\right)\left(x_{n}, y\right)$ exists and solves (5.1.19)-(5.1.21). Moreover, if all critical points of $E[u]$ with negative energy are discrete in $H_{0}^{1}\left(\Omega_{y}\right)$, then the above limit is a full limit, that is, $\lim _{x \rightarrow-\infty}\left(u_{0}, v_{0}\right)(x, y)$ exists and $E\left[u_{0}(-\infty, y)\right]<0$.

THEOREM 5.1.3. Let $N=1$ and $\gamma^{2} \delta>1$. Then $\gamma>\frac{9}{2 \beta^{2}-5 \beta+2}$ if and only if there exist $c_{0}>0$ and a pair of classical solutions $\left(u_{0}, v_{0}\right)$ for (5.1.12)-(5.1.13) which satisfies $u_{0} \in \boldsymbol{H}, u_{0, x} \in L^{2}(\Omega)\left(u_{0}, v_{0}\right)(+\infty)=(0,0)$ and $\left(u_{0}, v_{0}\right)(-\infty)=\left(p_{2}, q_{2}\right)$ (see figure 2).

This chapter is organized as follows. In Section 5.2, we recall some Poincaré-type inequalities of weighted Sobolev spaces and investigate the properties of the non-local operator $B_{c}[u]$. Also the maximum principle on an unbounded cylinder is proved for equation (5.1.13). In Section 5.3 we define an energy functional associated with equations (5.1.12)-(5.1.13) and show the boundedness and low semicontinuity of the energy. Next the continuity of the minimal energy and the estimate of the travelling speed are obtained. Then, in Section 5.4 we claim the existences and some properties of minimizers with negative energy, which are chosen to approximate the travelling wave solutions. In Section 5.5, we establish the existence of the travelling wave. Moreover, the behavior of travelling wave as $x \rightarrow \pm \infty$ are investigated. Finally, in Section 5.6 we discuss the skew-gradient structure and Neumann problem of our system in Section 5.7.

### 5.2 Preliminaries

### 5.2.1 Basic properties of the weighted Sobolev space

Let $L_{w}^{2}=\left\{u \mid\|u\|_{L_{w}^{2}}^{2}:=\int_{\Omega} \hat{e}^{x}\left\{\left.u\right|^{2}<\infty\right\}\right.$ and $\mathbf{H}$ be the weighted Sobolev space, the completion of $C_{0}^{\infty}(\Omega)$ (the function space consisting of $e^{\infty}$ functions with a compact support in $\Omega$ ) with respect to the norm $H u\left\|_{\mathbf{H}}^{2} \frac{L_{0}}{}\right\| u\left\|_{L_{w}^{2}}^{2}+\right\| \nabla_{\delta} u \|_{L_{w}^{2}}^{2}$. The following lemma was proved by Lucia, Muratov, and Novaga [25].

LEMMA 5.2.1. If $u(x, y) \in \boldsymbol{H}$, then

$$
\begin{array}{r}
\int_{R}^{+\infty} \int_{\Omega_{y}} e^{x} u^{2} \leq 4 \int_{R}^{+\infty} \int_{\Omega_{y}} e^{x} u_{x}^{2}, \\
\int_{\Omega_{y}} u^{2}(R, y) d y \leq e^{-R} \int_{R}^{+\infty} \int_{\Omega_{y}} e^{x} u_{x}^{2}, \tag{5.2.2}
\end{array}
$$

for any $R \in \mathbf{R}$. Moreover,

$$
\begin{equation*}
\int_{\Omega} e^{x} u^{2} \leq 4 \int_{\Omega} e^{x} u_{x}^{2} \tag{5.2.3}
\end{equation*}
$$

Proof. By integration by parts with respect to $x$,

$$
\begin{aligned}
\int_{R}^{+\infty} \int_{\Omega_{y}} e^{x} u^{2} & =-e^{R} \int_{\Omega_{y}} u^{2}(R, y)-2 \int_{R}^{+\infty} \int_{\Omega_{y}} e^{x} u u_{x} \\
& \leq 2\left(\int_{R}^{+\infty} \int_{\Omega_{y}} e^{x} u^{2}\right)^{1 / 2}\left(\int_{R}^{+\infty} \int_{\Omega_{y}} e^{x} u_{x}^{2} d x\right)^{1 / 2}
\end{aligned}
$$

which gives (5.2.1). (5.2.2) follows from the estimate

$$
\begin{aligned}
\int_{\Omega_{y}} e^{R} u^{2}(R, y) d y & =-\int_{R}^{+\infty} \int_{\Omega_{y}} \frac{\partial}{\partial x}\left(e^{x} u(x, y)^{2}\right) d x=-\int_{R}^{+\infty} \int_{\Omega_{y}} e^{x}\left(u^{2}+2 u u_{x}\right) \\
& =-\int_{R}^{+\infty} \int_{\Omega_{y}} e^{x}\left(u+u_{x}\right)^{2}+\int_{R}^{+\infty} \int_{\Omega_{y}} e^{x} u_{x}^{2} \leq \int_{R}^{+\infty} \int_{\Omega_{y}} e^{x} u_{x}^{2}
\end{aligned}
$$

Finally, letting $R \rightarrow-\infty$ in (5.2.1), we obtain (5.2.3).

### 5.2.2 Non-local operator

The system of $u$ and $v$ can be reduced to one equation if we solve $v$, denoted by $v=B_{c}[u]$, in term of $u$ from equation (5.1.13) and put it into (5.1.12). The dependence of $B_{c}[u]$ on $\gamma$ is omitted. When $N=1$, the operator $B_{c}$ can be written as

$$
\begin{equation*}
B_{c}[u]=\frac{\sqrt{\delta}}{c \sqrt{c^{2}+4 \gamma \delta}} \int_{-\infty}^{+\infty} e^{-\frac{\sqrt{1+4 \gamma \delta / c^{2}}}{2}}|x-\xi|+\frac{1}{2}(\xi-x) u(\xi) d \xi \tag{5.2.4}
\end{equation*}
$$

For $N=2$, we have (see example 7.3.2-7 in [36])

$$
B_{c}[u]=\frac{\sqrt{\delta}}{c L} \int_{0}^{L} \int_{-\infty}^{+\infty} \sum_{n=1}^{\infty} \frac{1}{\sigma_{n}} \exp \left(=\frac{\sigma_{n}^{\prime}}{c}|x-\xi|+\frac{\xi-\not x}{2}\right) \sin \left(\frac{\pi n}{L} y\right) \sin \left(\frac{\pi n}{L} \eta\right) u(\xi, \eta) d \xi d \eta,
$$

where $\sigma_{n}=\sqrt{\frac{\pi^{2} n^{2}}{L^{2}}+\gamma \delta+\frac{c^{2}}{4}}$ and $\Omega_{y}=[0, L]$, meneral, it is difficult to find a simple representation of $B_{c}[u]$ if $N^{*} \geq 3$. The following lemma is concerned with the existence and properties of operator $B_{c}$.
LEMMA 5.2.2. Assume $u \in L_{w}^{2}$. Then the following properties hold.
(a) There exists a unique $v:=\boldsymbol{B}_{c}[u] \in \boldsymbol{H}$ which solves (5,1.13) in the weak sense.
(b) $\left\|B_{c}[u]\right\|_{\boldsymbol{H}} \leq C_{\gamma, \delta, c}\|u\|_{L_{w}^{2}}$ for some constant $C_{\gamma, \delta, c}$ depending on $\gamma, \delta$ and $c$.
(c) $\int_{\Omega} e^{x} u B_{c}[u] \geq 0$.
(d) $\int_{\Omega} e^{x} u_{1} B_{c}\left[u_{2}\right]=\int_{\Omega} e^{x} u_{2} B_{c}\left[u_{1}\right]$ for $u_{1}, u_{2} \in L_{w}^{2}$.
(e) If $u \in L_{w}^{2} \cap L^{\infty}(\Omega)$, then $B_{c}[u] \in C_{\text {loc }}^{1, \alpha}(\Omega)$ for all $0<\alpha<1$. Moreover, if the support of $u$ is compact in $\Omega, B_{c}[u]=O(1) e^{-x / 2}$ as $x \rightarrow \pm \infty$ uniformly in $y$.
(f) If $u \in \boldsymbol{H} \cap L^{\infty}(\Omega)$, then $B_{c}[u]=O(1) e^{-x / 2}$ as $x \rightarrow-\infty$ and $B_{c}[u]=O(1) e^{-x /(N+2)}$ as $x \rightarrow \infty$.

Proof. First, we prove ( $a$ ). Let $w=e^{x / 2} v$ and $g=e^{x / 2} u$. Then (5.1.13) is equivalent to

$$
\begin{equation*}
c^{2} w_{x x}+\Delta_{y} w-\left(\gamma \delta+c^{2} / 4\right) w+\sqrt{\delta} g=0 \tag{5.2.5}
\end{equation*}
$$

where $g \in L^{2}(\Omega)$. We define an inner product in $H_{0}^{1}(\Omega)$ by

$$
<w, \phi>:=\int_{\Omega} c^{2} w_{x} \phi_{x}+\nabla_{y} w \cdot \nabla_{y} \phi+\left(\gamma \delta+c^{2} / 4\right) w \phi
$$

and define $T_{g}(\phi): H_{0}^{1}(\Omega) \rightarrow \mathbf{R}^{1}$ by $T_{g}(\phi)=\sqrt{\delta} \int_{\Omega} g \phi$. From the Riesz representation theorem, it follows that there exists one unique solution $w \in H_{0}^{1}(\Omega)$ solving $T_{g}(\phi)=<$ $w, \phi>$ for all $\phi \in H_{0}^{1}(\Omega)$. This implies the statement (a).

From $T_{g}(w)=<w, w>,(b)$ and (c) follow easily.
Let $w_{i}=e^{x / 2} B_{c}\left[u_{i}\right]$ and $g_{i}=e^{x / 2} u_{i}, i=1,2$. According to $T_{g_{1}}\left(w_{2}\right)=<w_{1}, w_{2}>=$ $T_{g_{2}}\left(w_{1}\right)$, we have (d).

To prove (e), let $x_{1}<x_{2}<x_{3}<x_{4}, K_{1}=\left(x_{2}, x_{3}\right) \times \Omega_{y}$ and $K_{2}=\left(x_{1}, x_{4}\right) \times \Omega_{y}$. By (5.2.5), $L^{p}$-theory (see Theorem 8.12, Theorem 9.13 and Lemma 9.16 in [10]) and the Sobolev imbedding theorem, for all $0<\alpha<1$, we obtain

$$
\begin{equation*}
\|w\|_{C^{1, \alpha}\left(K_{1}\right)} \leq C\left(\|w\|_{L^{2}\left(K_{2}\right)}+\|g\|_{L^{\infty}\left(K_{2}\right)}\right) \tag{5.2.6}
\end{equation*}
$$

where $C$ depends on $N, c, p, \gamma, \delta$ and the geometry of $K_{1}$ and $K_{2}$. Therefore, $B_{c}[u] \in$ $C_{l o c}^{1, \alpha}(\Omega)$. Furthermore, if $u$ has compact support then so does $g$. The right hand side of (5.2.6) is less than $C\left(\|w\|_{L^{2}(\Omega)}+\|g\|_{L^{\infty}(\Omega)}\right)$, which is invariant when $K_{1}$ is translated along $x$-axis. This means $w \in L^{\infty}(\Omega)$ and $v(x, y)=e^{-x / 2} w(x, y)=O(1) e^{-x / 2}$ as $x \rightarrow \pm \infty$ uniformly in $y$.

Now we prove $(f)$. Let $v=B_{c}[u]$. By (5.2.6),

$$
\begin{equation*}
\|v\|_{C^{1, \alpha}\left(K_{1}\right)} \leq C_{1} e^{-x / 2}\|w\|_{C^{1, \alpha}\left(K_{1}\right)} \leq C_{1} C\left[e^{-x / 2}\|w\|_{L^{2}(\Omega)}+\|u\|_{L^{\infty}(\Omega)}\right] . \tag{5.2.7}
\end{equation*}
$$

Therefore $|\nabla v|=O(1)$ as $x \rightarrow \infty$ and $|\nabla v|=O\left(e^{-x / 2}\right)$ as $x \rightarrow-\infty$. Suppose $|v(x, y)|=$ $\sigma>0$. If $x>0$, then since $|\nabla v|=O$ (1), there exists a neighborhood $U$ of $(x, y)$ with volume of the order $\sigma^{N}$ on which $|v|>\sigma / 2$. Hence
and


Now we assume $x<0$ and $\sigma x=e^{-x / 2}$. Then there exists a neighborhood $U$ of $(x, y)$ with volume $O(1)$ on which $|v|>\sigma / 2$. Again by the boundedness of $\|v\|_{L_{w}^{2}}^{2}$, we conclude $v=O\left(e^{-x / 2}\right)$ as $x \rightarrow-\infty$.

From Lemma 5.2.2(e), we know that $v$ is bounded as $x \rightarrow \infty$ if the support of $u$ is compact. This is not strong enough for our purpose. We will need the boundedness of $v$ on the whole domain $\Omega$ in finding a travelling wave solution of (5.1.12)-(5.1.14). With the boundary condition (5.1.14), one may expect that the boundedness of $v$ follows from the maximum principle if $u$ is bound. However in general, this is not true in an unbounded domain if $v$ does not satisfy suitable growth condition at infinity. The following lemma has the form suitable for our purpose. More results related to the maximum principle for second order elliptic equations on unbounded domains can be found in [42].

LEMMA 5.2.3. Let $u \in \boldsymbol{H}$ satisfy $\eta_{1} \leq u \leq \eta_{2}$, where $\eta_{1} \leq 0$ and $\eta_{2} \geq 0$ are two constants. Assume $B_{c}[u]=O(1) e^{m_{ \pm} x}$ as $x \rightarrow \pm \infty$ uniformly in $y$, where $m_{+} \leq$ $\frac{-1+\sqrt{1+4 \gamma \delta / c^{2}}}{2}$ and $m_{-} \geq \frac{-1-\sqrt{1+4 \gamma \delta / c^{2}}}{2}$. Then

$$
\frac{\eta_{1}}{\gamma \sqrt{\delta}} \leq B_{c}[u] \leq \frac{\eta_{2}}{\gamma \sqrt{\delta}} .
$$

Proof. Let $h=B_{c}[u]-\frac{\eta_{1}}{\gamma \sqrt{\delta}}$. Then $h$ satisfies $c^{2}\left(h_{x x}+h_{x}\right)+\Delta_{y} h-\gamma \delta h \leq 0$ in the weak sense and $\left.h\right|_{\partial \Omega} \geq 0$. We claim $h \geq 0$ in $\Omega$ and prove this by contradiction. Suppose $\inf _{\Omega} h<0$. Let $\lambda>0$ be the first eigenvalue of Laplace's operator $-\Delta$ on the unit ball $B_{1}(0) \subseteq$ $\mathbf{R}^{N-1}$ with the Dirichlet boundary condition and $\phi(y)$ be the corresponding eigenfunction which is positive in $B_{1}(0)$ and satisfies $\sup \phi(y)=1$. Let $\lambda_{ \pm}=\frac{-1 \pm \sqrt{1+4\left(\lambda \epsilon^{2}+\gamma \delta\right) / c^{2}}}{2}$ and $w(x, y)=\left(e^{\lambda+x}+e^{\lambda-x}\right) \phi(\epsilon y)$, where $\epsilon>0$ is chosen such that $\Omega_{y} \subseteq B_{1 / \epsilon}(0)$. Then we have $c^{2}\left(w_{x x}+w_{x}\right)+\Delta_{y} w-\gamma \delta w=0$. By direct computation, the function $g=\frac{h}{w}$ satisfies

$$
\left.c^{2}\left(g_{x x}+g_{x}\right)+\Delta_{y} g+2\left[c^{2} \partial_{x} \log w \cdot g_{x}+\nabla_{y} \log w \cdot \nabla_{y} g\right)\right] \leq 0
$$

Moreover, $g(x, y) \rightarrow 0$ as $x \rightarrow \pm \infty$ uniformly in $y$ and $\left.g\right|_{\partial \Omega} \geq 0$. Since $g$ is continuous and we assume $\inf _{\Omega} h<0, g$ attains the negative minimum at some interior point ( $x_{0}, y_{0}$ ). Now we choose a bounded subset $\Omega^{*}$ of $\Omega$ containing $\left(x_{0}, y_{0}\right)$ such that $\left.g\right|_{\partial \Omega^{*}}$ is greater than the minimum. Then the fact $g$ has an interior minimum contradicts the maximum principle for the bounded domain $\Omega^{*}$. Therefore $B_{c}[u] \geq \frac{\eta_{1}}{\gamma \sqrt{\delta}}$ must hold. The other inequality $B_{c}[u] \leq \frac{\eta_{2}}{\gamma \sqrt{\delta}}$ follows from a similar argument.

### 5.3 Variational approach

### 5.3.1 Boundedness and lower semicontinuity of the energy

Define the energy functional $\Phi_{c}^{*}: \mathbf{H} \rightarrow \mathbf{R}^{1}$ by ${ }^{\circ} \cap$

$$
\begin{align*}
\Phi_{c}^{*}[u] & =\frac{1}{2} \int_{\Omega} e^{x}\left(c^{2} u_{x}^{2}+\left|\nabla_{y} u\right|^{2}\right)+\int_{\Omega} e^{x} F(u)+\frac{\sqrt{\delta}}{2} \int_{\Omega} e^{x} u B_{c}[u]  \tag{5.3.1}\\
& :=\Phi_{c}^{(1)}[u]+\Phi_{c}^{(2)}[u]+\Phi_{c}^{(3) *}[u] .
\end{align*}
$$

Then the Euler-Lagrange equation of (5.3.1) is the equation (5.1.12) with $v=B_{c}[u]$. For a variational problem, we usually look for a minimizer of the energy functional. In our case, we have $\Phi_{c}^{*}\left[u\left(x-x_{0}, y\right)\right]=e^{x_{0}} \Phi_{c}^{*}[u(x, y)]$. Hence inf $\Phi_{c}^{*}=$ either 0 or $-\infty$ in $\mathbf{H}$ for all $c>0$ since $x_{0}$ can be passed to $\pm \infty$. For this reason, it is better to add some constraint in our problem to avoid the $-\infty$ minimum and bad minimizing sequences due to the translation. As in [25], we define the constraint

$$
\begin{equation*}
\mathcal{B}=\left\{u \in \mathbf{H} \left\lvert\, \frac{1}{2} \int_{\Omega} e^{x} u_{x}^{2}=1\right.\right\} . \tag{5.3.2}
\end{equation*}
$$

If $u(x, y) \in \mathbf{H}$ is nontrival, then $u_{x}(x, y)$ is also nontrivial by Lemma 5.2.1. This implies there exists unique one $x_{0}$ such that $u\left(x-x_{0}, y\right) \in \mathcal{B}$. Moreover, $\Phi_{c}^{*}$ is bounded from below on $\mathcal{B}$. Indeed, from $F(u) \geq-\frac{2 \beta^{2}-5 \beta+2}{18} u^{2}$, Lemma 5.2.1 and Lemma 5.2.2 (c), it follows

$$
\Phi_{c}^{*}[u] \geq c^{2}-\frac{4\left(2 \beta^{2}-5 \beta+2\right)}{9} \text { on } \mathcal{B} .
$$

The non-local term $\Phi_{c}^{(3) *}$ causes additional difficulties. Due to this term, it is hard to show that the minimizers of $\Phi_{c}^{*}$ are bounded on $\Omega$. To overcome this difficulty, we
take a cut-off of $u$ in $\Phi_{c}^{(3) *}$ while leave $u$ in $\Phi_{c}^{(1)}$ and $\Phi_{c}^{(2)}$ unchanged. To do this, we consider the problem on a subset $\mathcal{C}$ of $\mathbf{H}$ as follows. In $u v$ plane, choose a rectangle $A B C D$ such that $\overline{A B}(\overline{C D})$ and $\overline{B C}(\overline{D A})$ lay on the right (left) side of $\left\{v=\frac{u}{\gamma \sqrt{\delta}}\right\}$ and $\left\{v=\frac{f(u)}{\sqrt{\delta}}\right\}$, respectively, and such that $\overline{D A} \subset\left\{u=a_{1}<0\right\}, \overline{B C} \subset\left\{u=a_{2}>0\right\}$, $\overline{A B} \subset\left\{v=b_{1}<0\right\}$ and $\overline{C D} \subset\left\{v=b_{2}>0\right\}$ (See Figure 2.). Note that $b_{2}>\frac{a_{2}}{\gamma \sqrt{\delta}}$ and $b_{1}<\frac{a_{1}}{\gamma \sqrt{\delta}}$. By [3], this rectangle is an invariant set of the equations (5.1.1) and (5.1.2). Let $\bar{u}:=\min \left\{\max \left\{u, a_{1}\right\}, a_{2}\right\}$ and

$$
\begin{equation*}
\mathcal{C}=\left\{u \in \mathbf{H} \mid a_{1} \leq u \leq a_{2}, b_{1} \leq B_{c}[u] \leq b_{2}\right\} . \tag{5.3.3}
\end{equation*}
$$

By Lemma 5.2.2 $(f)$ and Lemma 5.2.3,

$$
\begin{gather*}
b_{1}<\frac{a_{1}}{\gamma \sqrt{\delta}} \leq B_{c}[\bar{u}] \leq \frac{a_{2}}{\gamma \sqrt{\delta}}<b_{2},  \tag{5.3.4}\\
\mathcal{C}=\left\{u \in \mathbf{H} \mid a_{1} \leq u \leq a_{2}\right\} \text { and } \bar{u} \in \mathcal{C} \text { for } u \in H . \tag{5.3.5}
\end{gather*}
$$



Figure 5.1: An invariant set of (5.1.1) and (5.1.2), where $0<p_{1}<p_{2}$ and $p_{1}, p_{2}$ solve $u^{2}-(\beta+1) u+\left(\beta+\frac{1}{\gamma}\right)=0$.

We define the new cut-off energy $\Phi_{c}[u]$ by replacing $\Phi_{c}^{(3) *}[u]$ by

$$
\begin{equation*}
\Phi_{c}^{(3)}[u]:=\frac{\sqrt{\delta}}{2} \int_{\Omega} e^{x} \bar{u} B_{c}[\bar{u}]=\Phi_{c}^{(3) *}[\bar{u}] . \tag{5.3.6}
\end{equation*}
$$

That is,

$$
\Phi_{c}[u]=\Phi_{c}^{(1)}[u]+\Phi_{c}^{(2)}[u]+\Phi_{c}^{(3)}[u] .
$$

$\Phi_{c}[u]$ and $\Phi_{c}^{*}[u]$ can be estimated by the same lower bound on $\mathcal{B}$, i.e.,

$$
\begin{equation*}
\Phi_{c}[u] \geq c^{2}-\frac{4\left(2 \beta^{2}-5 \beta+2\right)}{9} . \tag{5.3.7}
\end{equation*}
$$

In the following sections, we will consider $\Phi_{c}$ instead of $\Phi_{c}^{*}$ on $\mathcal{B}$. As mentioned above, we have

$$
b_{1}<\frac{a_{1}}{\gamma \sqrt{\delta}} \leq B_{c}[\bar{u}] \leq \frac{a_{2}}{\gamma \sqrt{\delta}}<b_{2}
$$

for $u \in H$. This makes the non-local term in $\Phi_{c}$ is easier to handle than the non-local term in $\Phi_{c}^{*}$. Later we will show that the minimizer $u_{c}$ of $\Phi_{c}$ we seek for satisfies $\bar{u}_{c}=u_{c}$ and is also a local minimizer of $\Phi_{c}^{*}$. Now we show the weak lower semicontinuity (l.s.c.) of $\Phi_{c}[u]$.

LEMMA 5.3.1. Let $u_{n} \rightarrow u$ weakly in $\boldsymbol{H}$. Then $\Phi_{c}[u] \leq \liminf _{n \rightarrow \infty} \Phi_{c}\left[u_{n}\right]$.
Proof. Note that $\Phi_{c}^{(1)}$, a part of the norm in $\mathbf{H}$, is weakly l.s.c.. By the proof of Proposition 5.5 of [25], we know that $\Phi_{c}^{(2)}$ is also weakly l.s.c.. Therefore, it suffices to show $\Phi_{c}^{(3)}[u]$ is weakly l.s.c..

First, we claim that $\Phi_{c}^{(3) *}[u]$ is weakly l.s.c. in $L_{w}^{2}$. This will follow if we can prove $\Phi_{c}^{(3) *}[u]$ is convex and l.s.c. in $L_{w}^{2}$. By Hölder's inequality and Lemma 5.2.2(b), $\Phi_{c}^{(3) *}[u]$ is l.s.c. in $L_{w}^{2}$. Indeed, let $\phi_{n} \rightarrow \phi$ strongly in $L_{w}^{2}$, then

$$
\begin{aligned}
& \left.\frac{2}{\sqrt{\delta}}\left|\Phi_{c}^{(3) *}\left[\phi_{n}\right]-\Phi_{c}^{(3) *}[\phi]\right| \leq \mid \int_{\Omega} e^{x} x^{x} \phi_{n} B_{c}\left[\phi_{n}-\phi\right]\right]_{c}+\left|\int_{\Omega} e^{x}\left(\phi_{n}-\phi\right) B_{c}[\phi]\right| \\
& \leq\left\|\phi_{n}\right\|_{L_{w}^{2}}\left\|B_{c}\left[\phi_{n}-\phi\right] \prod_{L_{w}^{2}}+\right\| \phi_{n}-\phi\left\|_{L_{w}^{2}}\right\| B_{c}[\phi] \|_{L_{w}^{2}} \\
& \left\langle 4 \leq C_{\gamma, \delta, c}\left(\left\|\phi_{n}\right\|_{L_{w}^{2}}+\|\phi\|_{L_{w}^{2}}\right)\left\|\phi_{n}-\phi\right\|_{L_{w}^{2}}\right.
\end{aligned}
$$

By choosing large $n$ such that $\left\|\phi_{n}\right\|_{L_{w}^{2}} \leq 2\|\phi\|_{L_{w}^{2}}$; the above inequality implies that $\Phi_{c}^{(3) *}[u]$ is continuous in $L_{w}^{2}$. To show the convexity of $\Phi_{c}^{(3) *}$, let $\psi_{\theta}, \psi_{1}$ be in $L_{w}^{2}$ and $0 \leq k \leq 1$. Then

$$
\begin{aligned}
& \frac{2}{\sqrt{\delta}}\left((1-k) \Phi_{c}^{(3) *}\left[\psi_{0}+\cos _{c} k \Phi_{c}^{(3) *}\left[\psi_{1}\right]-\Phi_{c}^{(3) *}\left[(1-k) \psi_{0}+k \psi_{1}\right]\right)\right. \\
& =k(1-k) \int_{\Omega} e^{x}\left(\psi_{0}-\psi_{1}\right) B_{c}\left[\psi_{0}-\psi_{1}\right] \geq 0
\end{aligned}
$$

Here we have used the linearity of $B_{c}[u]$ and Lemma 5.2.2(c). Hence $\Phi_{c}^{(3) *}[u]$ is convex in $L_{w}^{2}$. This together with the l.s.c. in $L_{w}^{2}$ implies that $\Phi_{c}^{(3) *}[u]$ is weakly l.s.c. in $L_{w}^{2}$.

Next, we show $\overline{u_{n}} \rightarrow \bar{u}$ weakly in $\mathbf{H}$. Suppose there are a bounded linear functional $h: \mathbf{H} \rightarrow \mathbf{R}^{1}$, a number $\epsilon>0$ and a subsequence $u_{n_{k}}$ of $u_{n}$ such that

$$
\begin{equation*}
\left|h\left(\overline{u_{n_{k}}}\right)-h(\bar{u})\right| \geq \epsilon . \tag{5.3.8}
\end{equation*}
$$

From $u_{n_{k}} \rightarrow u$ weakly in $\mathbf{H}$, we obtain that after passing to a subsequence, $\overline{u_{n_{k}}} \rightarrow \bar{u}$ a.e. in $\Omega$ and $\sup _{k}\left\|\overline{u_{n_{k}}}\right\|_{\mathbf{H}} \leq \sup _{k}\left\|u_{n_{k}}\right\|_{\mathbf{H}}<\infty$. Consequently, there is a subsequence $u_{n_{k_{j}}}$ of $u_{n_{k}}$ such that $\overline{u_{n_{k}}} \rightarrow u^{*}$ weakly in $\mathbf{H}$ and a.e. in $\Omega$ for some $u^{*} \in \mathbf{H}$. This implies that $u^{*}=\bar{u}$ a.e. and $\overline{u_{n_{k_{j}}}} \rightarrow \bar{u}$ weakly in $\mathbf{H}$, which contradicts to (5.3.8). The weak l.s.c. of $\Phi_{c}^{(3)}$ in $\mathbf{H}$ follows from the property $\bar{u}_{n} \rightarrow \bar{u}$ weakly in $\mathbf{H}$ and the (weak) l.s.c. of $\Phi_{c}^{(3) *}[u]$ in $L_{w}^{2}$.

### 5.3.2 Continuity of minimal energy

From the lower bound (5.3.7) of $\Phi_{c}[u]$ for $u \in \mathcal{B}$, we obtain

$$
\mu_{c}:=\inf _{\mathcal{B}} \Phi_{c}>-\infty .
$$

In this section, we show that $\mu_{c}$ is continuous in $c$. To do this, we need to prove the uniform continuity of $\Phi_{c}[u]$ in $c$.

LEMMA 5.3.2. Let $c_{1} \leq c_{2}$ and $C$ be positive and fixed. For $c, c^{\prime} \in\left[c_{1}, c_{2}\right]$ and $\|u\|_{H} \leq C$,

$$
\begin{equation*}
\left|\Phi_{c}[u]-\Phi_{c^{\prime}}[u]\right| \leq M\left|c-c^{\prime}\right|, \tag{5.3.9}
\end{equation*}
$$

where $M$ is a constant depending only on $c_{1}, c_{2}, C, \gamma$ and $\delta$.
Proof. Let $v=B_{c}[\bar{u}]$. Obviously, $\left|\Phi_{c}^{(1)}[u]-\Phi_{c^{\prime}}^{(1)}[u]\right| \leq M_{1}\left|c-c^{\prime}\right|$ for some $M_{1}$ and $\left|\Phi_{c}^{(2)}[u]-\Phi_{c^{\prime}}^{(2)}[u]\right|=0$. On the other hand, differentiating equation (5.1.13) and arguing as in the proof of Lemma 5.2.2, we obtain $v_{z_{i}} \in \mathbf{H}$ and

$$
\begin{equation*}
\left\|v_{z_{i}}\right\|_{\mathrm{H}} \leq C_{\gamma, \bar{\phi}, c, c}\left\|\bar{u}_{z_{i}}\right\|_{L_{w}^{2}, 2}^{2}=1,2, \cdots n, \tag{5.3.10}
\end{equation*}
$$

where $\left(z_{1}, z_{2}, \cdots z_{n}\right)=(x, y)$.
Consider the following two equations.

$$
\begin{aligned}
& c^{2}\left(v_{x x}+v_{x}\right)+\Delta_{y} v+\sqrt{\delta} \bar{u}-\gamma \delta v=0 \\
& c^{\prime 2}\left(v_{x x}^{\prime}+v_{x}^{\prime}\right)+\Delta_{y} v^{\prime}+\sqrt{\delta} \bar{u}-\gamma \delta v^{\prime}=0 .
\end{aligned}
$$

Setting $V=v-v^{\prime}$, we obtain

$$
c^{2}\left(V_{x x}+V_{x}\right)+\Delta_{y} V=\gamma \delta V=-\left(c^{2}-c^{\prime 2}\right)\left(v_{x x}^{\prime}+v_{x}^{\prime}\right) .
$$

Using the argument in Lemma 5.2.2 again, we arrive at

$$
\|V\|_{\mathbf{H}} \leq \frac{C_{\gamma, \delta, c}}{\sqrt{\delta}}\left|c^{2}-c^{\prime 2}\right|\left\|v_{x x}^{\prime}+v_{x}^{\prime}\right\|_{L_{w}^{2}} .
$$

This together with (5.3.10) implies that $\left\|B_{c}[\bar{u}]-B_{c^{\prime}}[\bar{u}]\right\|_{L_{w}^{2}} \leq M_{2}\left|c-c^{\prime}\right|$ for some $M_{2}$. By Hölder's inequality, $\left|\Phi_{c}^{(3)}[u]-\Phi_{c^{\prime}}^{(3)}[u]\right| \leq M\left|c-c^{\prime}\right|$ for some $M$. The proof is complete.

Theorem 5.3.3. $\mu_{c}$ is continuous in $c \in(0,+\infty)$.
Proof. For $c>0$, let $c_{k} \in[c / 2,2 c]$ and $c_{k} \rightarrow c$. We show that $\limsup _{k \rightarrow \infty} \mu_{c_{k}}=\mu_{c}=$ $\liminf _{k \rightarrow \infty} \mu_{c_{k}}$. Suppose $\limsup \sup _{k \rightarrow \infty} \mu_{c_{k}}>\mu_{c}$. Then there is a subsequence $k_{l}$ such that

$$
\begin{equation*}
\mu_{c_{k_{l}}} \geq \mu_{c}+3 \sigma, \tag{5.3.11}
\end{equation*}
$$

where $\sigma:=\frac{1}{4}\left(\limsup _{k \rightarrow \infty} \mu_{c_{k}}-\mu_{c}\right)>0$. By the definition of $\mu_{c}$, we choose $u \in \mathcal{B}$ so that

$$
\begin{equation*}
\mu_{c} \geq \Phi_{c}[u]-\sigma \tag{5.3.12}
\end{equation*}
$$

By Lemma 5.3.2, as $l$ is large,

$$
\begin{equation*}
\Phi_{c}[u] \geq \Phi_{c_{k_{l}}}[u]-\sigma \geq \mu_{c_{k_{l}}}-\sigma \tag{5.3.13}
\end{equation*}
$$

Putting (5.3.11) to (5.3.13) together, we obtain a contradiction. On the other hand, assume $\lim \sup _{k \rightarrow \infty} \mu_{c_{k}}<\mu_{c}$. Then there is a subsequence $k_{j}$ such that

$$
\begin{equation*}
\mu_{c} \geq \mu_{c_{k_{j}}}+3 \eta \tag{5.3.14}
\end{equation*}
$$

where $\eta:=\frac{1}{4}\left(\mu_{c}-\lim \sup _{k \rightarrow \infty} \mu_{c_{k}}\right)>0$. For each $k_{j}$, we can choose $u_{j} \in \mathcal{B}$ so that

$$
\begin{equation*}
\mu_{c_{k_{j}}} \geq \Phi_{c_{k_{j}}}\left[u_{j}\right]-\eta . \tag{5.3.15}
\end{equation*}
$$

By Lemma 5.3.2, as $j$ is large,

$$
\begin{equation*}
\Phi_{c_{k_{j}}}\left[u_{j}\right] \geq \Phi_{c}\left[u_{j}\right]-\eta \geq \mu_{c}-\eta . \tag{5.3.16}
\end{equation*}
$$

Combining (5.3.14) to (5.3.16), we obtain a contradiction again. The proof for $\lim \inf \mu_{c_{k}}=$ $\mu_{c}$ is similar. We omit it here.

### 5.3.3 Estimates for the travelling speed

In this subsection, we character the travelling wave speed $c$ by the minimal energy $\mu_{c}$. The following lemma indicates that a travelling wave solution has zero energy.

LEMMA 5.3.4. Suppose ${ }^{\bullet}$ that $u \in L^{\infty}(\Omega) \cap C^{2}(\Omega) \cap \boldsymbol{H}^{*}$ solves (5.1.12)-(5.1.14) with $v=B_{c}[u]$ for some $c \neq 0$. Then $\Phi_{c}^{*}[u]=0$.

Proof. If we multiple equation $(5.1 .12)$ by $e^{x} u_{x}$ and integrate it over $\Omega$. By some integrations by parts, we obtain

$$
\begin{aligned}
0 & =\int_{\Omega} e^{x} u_{x}\left\{c^{2}\left(u_{x x}+u_{x}\right)+\Delta_{y} u+f(u)-\sqrt{\delta} B_{c}[u]\right\} \\
& =\left.\int_{\Omega_{y}} e^{x}\left\{\frac{1}{2} c^{2} u_{x}^{2}-F(u)-\frac{1}{2}\left|\nabla_{y} u\right|^{2}-\frac{\sqrt{\delta}}{2} u B_{c}[u]\right\}\right|_{-\infty} ^{+\infty}+\int_{-\infty}^{+\infty} \int_{\partial \Omega_{y}} e^{x} u_{x} \nabla_{y} u \cdot \nu_{y} \\
& -\int_{\Omega} e^{x}\left\{\frac{1}{2} c^{2} u_{x}^{2}-F(u)-\frac{1}{2}\left|\nabla_{y} u\right|^{2}-\frac{\sqrt{\delta}}{2} u B_{c}[u]\right\}+\int_{\Omega} c^{2} e^{x} u_{x}^{2} \\
& =\Phi_{c}^{*}[u],
\end{aligned}
$$

where $\nu_{y}$ is the outer normal of $\partial \Omega_{y}$. Here we have used the assumption of $u, B_{c}\left[u_{x}\right]=$ $\left(B_{c}[u]\right)_{x}$ and Lemma 5.2.2 (d). The proof is complete.

The above lemma implies that if $\mu_{c}$ is realized by some travelling wave solution $u \in$ $\mathcal{B} \cap \mathcal{C}$, then $\mu_{c}=\Phi_{c}[u]=0$. Therefore it is crucial to search for the roots of $\mu_{c}$. In the following lemma, we prove that $\mu_{c}>0$ if $0<c \gg 1$ and $\mu_{c}<0$ if $c \ll 1$. Then by the intermediate value theorem for continuous functions, $\mu_{c}$ has at least a root. At the same time, this lemma also obtains a lower bound and an upper bound of the travelling wave speeds of the variational solutions.

Lemma 5.3.5. Let $\mu_{c}:=\inf _{\mathcal{B}} \Phi_{c}$. Then
(a) $\mu_{c}>0$ if $c>c_{\max }:=\frac{2}{3} \sqrt{2 \beta^{2}-5 \beta+2}$.
(b) For $\gamma>\frac{9}{2 \beta^{2}-5 \beta+2}$, there exist $c_{\min }>0$ and $R_{0}>0$ such that if $\Omega$ contains a ball $B_{R_{0}}$ with radius $R_{0}$, then $\mu_{c}<0$ for all $0<c<c_{\text {min }}$.
Proof. (a) follows from (5.3.7). (b) is proven as follows. In [20], Klaasen and Mitidieri showed that there exist $R_{0}>0$ and $u \in C_{0}^{0,1}(\Omega)$ with $u=p_{2}$ on $B_{R_{0}-1}(0), u=p_{2}\left(R_{0}-\right.$ $|(x, y)|)$ on $B_{R_{0}}(0)-B_{R_{0}-1}(0), u \equiv 0$ on $\Omega-B_{R_{0}}(0)$ such that

$$
\frac{1}{2} \int_{B_{R_{0}}}|\nabla u|^{2}+\int_{B_{R_{0}}} F(u)+\frac{\sqrt{\delta}}{2} \int_{B_{R_{0}}} u B_{0}[u]<0
$$

where $B_{0}[u]=\sqrt{\delta}(-\Delta+\gamma \delta)^{-1} u$. This together with Lebesgue's dominated convergence theorem implies that there is a small $c_{\text {min }}>0$ so that for $0<c<c_{\text {min }}$,

$$
I:=\frac{1}{2} \int_{B_{R_{0}}} e^{c x}|\nabla u|^{2}+\int_{B_{R_{0}}} e^{c x} F(u)+\frac{\sqrt{\delta}}{2} \int_{B_{R_{0}}} e^{c x} u B_{c}^{*}[u]<0
$$

where $B_{c}^{*}[u]=\sqrt{\delta}\left(-\Delta-c \partial_{x}+\gamma \delta\right)^{-1} u$. Let $\eta_{c}^{*}(x, y)=u(x / c, y)$. Then $\Phi_{c}\left[\eta_{c}^{*}\right]=c I<0$. We further let $\eta_{c}(x, y)=\eta_{c}^{*}\left(x+x_{0}, y\right)$ and choose $x_{0}$ to make $\eta_{c} \in \mathcal{B}$. Then $\Phi_{c}\left[\eta_{c}\right]=$ $e^{-x_{0}} \Phi_{c}\left[\eta_{c}^{*}\right]<0$ also holds. From $\eta_{c} \in C_{0}^{0,1}(\Omega)$ Lemma 5.2.2(e) and Lemma 5.2.3, it follows $0 \leq B_{c}\left[\eta_{c}\right] \leq \frac{p_{2}}{\gamma \sqrt{\delta}}=q_{2}$ (Seée Figure 2). Therefore, $\eta_{c} \in \mathcal{C}$. Consequently, $\mu_{c}<0$ for $0<c<c_{\text {min }}$.

Remark. If $N=1$, we can prove the above lemma directly. Let $\eta_{c}^{*}(x)=p_{2}$ if $x \leq 0$ and $\eta_{c}^{*}(x)=p_{2} e^{-\lambda x}$ if $x>0$, where $\lambda>\frac{-1+\sqrt{1+4 \gamma \delta / c^{2}}}{\frac{1}{2}}$ and $\lambda=O\left(\frac{1}{c^{2}}\right)$. By direct calculation, $\Phi_{c}\left[\eta_{c}^{*}\right]=F\left(p_{2}\right)+\frac{p_{2}^{2}}{2 \gamma}+o(c)$ when $c$ is small enough. Since $F\left(p_{2}\right)+\frac{p_{2}^{2}}{2 \gamma}<0$ is equivalent to $\gamma>\frac{9}{2 \beta^{2}-5 \beta+2}$, we can make $\overline{\Phi_{c}}\left[\eta_{c}^{*}\right]<0$ when $e$ is small.

### 5.4 Existences and properties of minimizers with negative energy

THEOREM 5.4.1. If $\mu_{c}<0$ for some $c$, then there exists $u_{c} \in \mathcal{B}$ such that $\Phi_{c}\left[u_{c}\right]=\mu_{c}$. Proof. Choose a minimizing sequence $u_{n} \in \mathcal{B}$ with $\Phi_{c}\left[u_{n}\right]<0$. Obviously, $\int_{\Omega} e^{x}\left|u_{n}\right|^{2} \leq$ 8 by $u_{n} \in \mathcal{B}$ and Lemma 5.2.1. On the other hand, by $F(u) \geq-\frac{2 \beta^{2}-5 \beta+2}{18} u^{2}$ and Lemma 5.2.2(c), we obtain

$$
\begin{aligned}
\int_{\Omega} e^{x}\left|\nabla_{y} u_{n}\right|^{2} & =2 \Phi_{c}\left[u_{n}\right]-c^{2} \int_{\Omega} e^{x} u_{n, x}^{2}-\sqrt{\delta} \int_{\Omega} e^{x} \overline{u_{n}} B_{c}\left[\overline{u_{n}}\right]-2 \int_{\Omega} e^{x} F\left(u_{n}\right) \\
& \leq \frac{8\left(2 \beta^{2}-5 \beta+2\right)}{9}
\end{aligned}
$$

Therefore, $u_{n}$ is uniformly bounded in $\mathbf{H}$. Consequently, $u_{n}$ converges weakly to some $u \in \mathbf{H}$, up to a subsequence. By Lemma 5.3.1, $\Phi_{c}[u] \leq \mu_{c}<0$ and $u$ is non-trivial. Note that

$$
0<\frac{1}{8} \int_{\Omega} e^{x} u^{2} \leq \frac{1}{2} \int_{\Omega} e^{x} u_{x}^{2} \leq \liminf _{n \rightarrow \infty} \frac{1}{2} \int_{\Omega} e^{x} u_{n, x}^{2}=1
$$

By translating $u$ in $x$-coordinate, there is a $x_{0} \geq 0$ such that $\psi(x, y)=u\left(x-x_{0}, y\right) \in \mathcal{B}$. We claim that $u, \psi \in \mathcal{C}$. Indeed, let $g_{n}=e^{x / 2} \overline{u_{n}}, g=e^{x / 2} \bar{u}, w_{n}=e^{x / 2} B_{c}\left[\overline{u_{n}}\right]$ and $w=e^{x / 2} B_{c}[\bar{u}]$. Note that $g_{n} \rightharpoonup g$ in $L_{w}^{2}(\Omega)$ and $\overline{u_{n}} \rightharpoonup \bar{u}$ in H. (by Lemma 5.3.1). By Lemma 5.2.2(b),

$$
\left\|w_{n}\right\|_{H_{0}^{1}(\Omega)} \leq C_{\gamma, \delta, c}\left\|\overline{u_{n}}\right\|_{L_{w}^{2}(\Omega)} \leq C_{\gamma, \delta, c} \sup _{n}\left\|u_{n}\right\|_{\mathbf{H}}<\infty .
$$

Therefore, up to a subsequence, $w_{n} \rightharpoonup \tilde{w}$ in $H_{0}^{1}(\Omega)$ for some $\tilde{w} \in H_{0}^{1}(\Omega)$. Moreover,

$$
\begin{equation*}
\int_{\Omega}\left[c^{2} w_{n, x} \phi_{x}+\nabla_{y} w_{n} \cdot \nabla_{y} \phi+\left(\gamma \delta+c^{2} / 4\right) w \phi\right]-\sqrt{\delta} \int g_{n} \phi=0 \tag{5.4.1}
\end{equation*}
$$

where $\phi$ is a test function in $H_{0}^{1}(\Omega)$. Let $n \rightarrow \infty$ in (5.4.1). Then we obtain

$$
\int_{\Omega}\left[c^{2} \tilde{w}_{x} \phi_{x}+\nabla_{y} \tilde{w} \cdot \nabla_{y} \phi+\left(\gamma \delta+c^{2} / 4\right) \tilde{w} \phi\right]-\sqrt{\delta} \int g \phi=0 .
$$

By the uniqueness of $w$, we have $\tilde{w}=w$ and $w_{n} \rightharpoonup w$ in $H_{0}^{1}$. It implies that $w_{n} \rightarrow w$ a.e. in $\Omega$ and $B_{c}\left[\overline{u_{n}}\right] \rightarrow B_{c}[\bar{u}]$ a.e. in $\Omega$. Therefore, $u_{,} \psi \in \mathcal{C}$ since $u_{n} \in \mathcal{C}$. From

$$
\left.\mu_{c} \leq \Phi_{c}[\psi]=e^{x_{0}} \Phi_{c}[u] \leq \Phi_{c}\right)\langle\psi] \leq \mu_{c},
$$

we derive $x_{0}=0$ and $\Phi_{c}[u]=\mu_{c}$. This $u$ denoted by $u_{c}$ is what we seek for.
The function $u_{c}$ in theorem 5.4.1 may attain the boundary of $\mathcal{C}$. If this case happens, then $u_{c}$ satisfies the Euler-Lagrange equation corresponding to $\Phi_{c}$, but may not satisfy the Euler-Lagrange equation (5.1.12)-(5.1.14) correspondingto $\Phi_{c}^{*}$. The following lemma is one of the crucial steps which shows that $a_{1}<u_{c}<a_{2}$ and the Euler-Langrange equations corresponding to $\Phi_{c}$ and to $\Phi_{c}^{*}$ are the same. In the following lemma, $a>b$ denotes "the essential sup of $b-a \gg 0$ "

LEMMA 5.4.2. Let $v_{c}=B_{c}\left[u_{c}\right]$. Then $u_{c}$ and $v_{c}$ are $C^{2, \alpha_{0}}(\bar{\Omega})$ and satisfy for each $(x, y) \in \Omega, a_{1}<u_{c}(x, y)<a_{2}$ and $\frac{a_{1}}{\gamma \sqrt{\delta}} \leq v_{c}(x, y) \leq \frac{a_{2}}{\gamma \sqrt{\delta}}$. Moreover, $u_{c}$ is a solution of

$$
\begin{equation*}
\left(c^{2}-\mu_{c}\right)\left(u_{c, x x}+u_{c, x}\right)+\Delta_{y} u_{c}+f\left(u_{c}\right)-\sqrt{\delta} v_{c}=0 \tag{5.4.2}
\end{equation*}
$$

Proof. First, we claim $a_{1} \leq u_{c} \leq a_{2}$. Suppose that $S:=\left\{(x, y) \in \Omega \mid u_{c}<a_{1}\right.$ or $\left.u_{c}>a_{2}\right\}$ has positive measure. Then $\Phi_{c}^{(1)}[\bar{u}]<\Phi_{c}^{(1)}[u]$. Since $F(u)$ is decreasing on $\left(-\infty, a_{1}\right]$ and increasing on $\left[a_{2},+\infty\right), \Phi_{c}^{(2)}[\bar{u}] \leq \Phi_{c}^{(2)}[u]$. Consequently, $\Phi_{c}[\bar{u}]<\Phi_{c}[u]$, which contradicts $\Phi_{c}[u]=\mu_{c}$. Therefore $S$ has measure zero and for a suitable representation of $u_{c}, a_{1} \leq$ $u_{c} \leq a_{2}$ at each point of $\Omega$. Moreover, from Lemma 5.2.3 and Lemma 5.2.2 ( $f$ ), it follows $\frac{a_{1}}{\gamma \sqrt{\delta}} \leq v_{c}(x, y) \leq \frac{a_{2}}{\gamma \sqrt{\delta}}$.

Next, we obtain a variational inequality for $u_{c}$. For given $0 \leq \phi \in C_{0}^{1}(\Omega)$. Note that $u_{c}+\epsilon \phi \in \mathcal{C}$ if $\epsilon$ is small. Indeed, by Lemma 5.2.2(e) and Lemma 5.2.3,

$$
\left|B_{c}\left[\overline{u_{c}+\epsilon \phi}-\overline{u_{c}}\right]\right| \leq \frac{\epsilon\|\phi\|_{\infty}}{\gamma \sqrt{\delta}} .
$$

Therefore

$$
\frac{a_{1}-\epsilon\|\phi\|_{\infty}}{\gamma \sqrt{\delta}} \leq B_{c}\left[\overline{u_{c}+\epsilon \phi}\right] \leq \frac{a_{2}+\epsilon\|\phi\|_{\infty}}{\gamma \sqrt{\delta}} .
$$

Choose $\epsilon<\min \left\{\frac{a_{1}-\gamma \sqrt{\delta} b_{1}}{\|\phi\|_{\infty}}, \frac{\gamma \sqrt{\delta} b_{2}-a_{2}}{\|\phi\|_{\infty}}\right\}$, then $u_{c}+\epsilon \phi \in \mathcal{C}$.
Note that $u_{c} \in \mathcal{B}$ is a minimizer of the energy $\Psi_{c}[u]:=\frac{\Phi_{c}[u]}{1 / 2 \int_{\Omega} e^{x} u_{x}^{2}}$ on $\mathbf{H}$. Therefore we have the variational inequality

$$
\begin{align*}
0 & \leq \lim _{\epsilon \rightarrow 0^{+}} \frac{\Psi_{c}\left[u_{c}+\epsilon \phi\right]-\Psi_{c}\left[u_{c}\right]}{\epsilon} \\
& =\int_{\Omega} e^{x}\left(\left(c^{2}-\mu_{c}\right) u_{c, x} \phi_{x}+\nabla_{y} u_{c} \nabla_{y} \phi\right)-\int_{\Omega} e^{x} f\left(u_{c}\right) \phi+\sqrt{\delta} \int_{\Omega} e^{x} B_{c}\left[u_{c}\right] \chi_{E} \phi, \tag{5.4.3}
\end{align*}
$$

where $\chi_{E}$ is the characteristic function on $E=\left\{(x, y) \in \Omega \mid a_{1} \leq u_{c}(x, y)<a_{2}\right\}$. The last term of (5.4.3) is obtained as follows. Let $g_{\epsilon}=\frac{\overline{u_{c}+\epsilon \phi}-\overline{u_{c}}}{\epsilon}$. Then $\left|g_{\epsilon}\right| \leq \phi$, $\lim _{\epsilon \rightarrow 0^{+}} g_{\epsilon}=\chi_{E} \phi$ a.e. and

According to Lemma 5.2.2 (f) and Lemma 5.2.3, $\lim _{\epsilon \rightarrow 0^{+}} B_{c}\left[\overline{u_{c}+\epsilon \phi}\right]=B_{c}\left[\overline{u_{c}}\right]$. By Lemma 5.2.2 (d), the integrand of (5.4.4) is bounded by $2 \phi \cdot \max \left\{-b_{1}, b_{2}\right\}$. By Lebesgue's dominated convergence theorem, we obtain the last term ofe(5.4.3).

Let $U:=\left\{z \in \Omega \mid \exists 0<r_{z} \leq 1, \operatorname{essinf}_{B_{n_{z} / 2}(z) \cap \Omega u_{c}}=a_{1}\right\}$. We use weak Harnack's inequality for supersolutions in [10] (Theorem 8.18) to show that $U=\emptyset$. Let $w=$ $u_{c}-a_{1} \geq 0$. From the choice of the invariant set $\mathcal{C}$, it follews

$$
\begin{equation*}
-f\left(u_{c}\right)+\sqrt{\delta} B_{c}\left[u_{c}\right] \chi_{E} \leq-f\left(w+a_{1}\right)+\sqrt{\delta} b_{2}=-f\left(a_{1}\right)+\sqrt{\delta} b_{2}+w g<w g \tag{5.4.5}
\end{equation*}
$$

where $g=w^{2}+\left(3 a_{1}-1-\beta\right) w+3 a_{1}^{2}-2(\beta+1) a_{1}+\beta$ is in $L^{\infty}(\Omega)$. This together with (5.4.3) leads to

$$
\begin{equation*}
\int_{\Omega} e^{x}\left(\left(c^{2}-\mu_{c}\right) w_{x} \phi_{x}+\nabla_{y} w \nabla_{y} \phi+g w \phi\right) \geq 0 \tag{5.4.6}
\end{equation*}
$$

If $z \in U$, by weak Harnack's inequality,

$$
r_{z}^{-N / p}\|w\|_{L^{p}\left(B_{r_{z}}(z)\right)} \leq C \operatorname{essinf}_{B_{r_{z} / 2}(z)} w=0
$$

for $1 \leq p<N /(N-2)$. Therefore $w \equiv 0$ on $B_{r_{z}}(z)$. We conclude from this that $U$ is relatively open in $\Omega$. On the other hand, we can show that $U$ is relatively closed in $\Omega$. Indeed, if there is a $z \in \partial U \cap \Omega$, then by the definition of $U$, we have $z \in U$. The above argument shows that either $U=\Omega$ or $U=\emptyset$. If $U=\Omega$, then it contradicts to $\left.u\right|_{\partial \Omega}=0$ for $N \geq 2$ and $u(+\infty)=0$ for $N=1$. Thus $U$ is empty and the essential inf of $u_{c}$ is greater than $a_{1}$ on any compact set.

Replacing the test function $\phi$ by $-\phi$ in (5.4.3), we can use similar argument to obtain the other variational inequality, which implies the essential sup of $u_{c}$ is less than $a_{2}$ on
any compact set. Together with the lower bound estimate " $u_{c}>a_{1}$ ", it implies that the sign of $\phi$ can be taken arbitrarily and (5.4.3) becomes an equality. That is, $u_{c}$ is a weak solution of (5.4.2). Since $u_{c}$ and $v_{c}$ are bounded, by the regularity theory of elliptic equations, we conclude that $u_{c}$ and $v_{c}$ are $C^{2, \alpha_{0}}(\bar{\Omega})$, and $a_{1}<u_{c}<a_{2}$ has pointwise meaning. The proof is complete.

Following the proof of the Proposition 3.3 in [25], we can derive further properties of $u_{c}$.

LEMMA 5.4.3. Let $u_{c}$ be the minimizer in Theorem 5.4.1. Assume $c_{1} \leq c \leq c_{2}$ for some constants $c_{1}, c_{2}>0$, then
(a) $u_{c} \in C_{l o c}^{2, \alpha}(\Omega) \cap C_{l o c}^{1, \alpha}(\bar{\Omega})$.
(b) $\nabla u_{c}$ is uniformly continuous and bounded with its uniform continuity and sup norm depending on $c_{1}$ and $c_{2}$ but being independent of $c$.
(c) For all $(x, y) \in \Omega,\left|u_{c}(x, y)\right| \leq C e^{-\lambda x}$ for some constant $C>0$ and $\lambda>0$, depending on $c_{1}$ and $c_{2}$ but being independent of $c$.

### 5.5 Existence of travelling solution

THEOREM 5.5.1. Assume $\gamma>\frac{9}{2 \beta^{2}-5 \beta+2}$ and $\Omega$ contains a ball with a sufficient large radius $R_{0}$. Then thereparist $c_{0}>0$ and $\mu_{0} \in \mathcal{B}$ satisfying $c_{\min } \leq c_{0} \leq c_{\max }$ and $\Phi_{c_{0}}\left[u_{0}\right]=\mu_{c_{0}}=0$.

Proof. By Theorem 5.3.3 and Lemma 5.3.5, there exists $c_{0}>0$ such that $c_{\text {min }} \leq c_{0} \leq$ $c_{\max }, \mu_{c_{0}}=0$ and $\mu_{c}<\theta$ for $c_{\min } \leq c \& c_{0}$. We choóse a sequence $c_{n}$ satisfying $\mu_{c_{n}}<0, c_{0}>c_{n}>c_{0} / 2$ and $\lim _{n \rightarrow \infty} c_{n}=c_{0}$. By Theorem 5.4.1, there exist $u_{n} \in \mathcal{B}$ such that $\Phi_{c_{n}}\left[u_{n}\right]=\mu_{c_{n}}$. Let $\alpha$ be the minimal positive root of $F(u)$. Then $x_{n}:=$ $\max \left\{x \mid u_{n}(x, y)=\alpha\right.$ for some $\left.y \in \Omega_{y}\right\}$ is well-defined due to the continuity and the decay of $u_{n}$ (See Lemma 5.4.3).

We claim that $x_{n}$ is bounded. Because $u_{n}$ decays uniformly, $x_{n}$ is bounded above. On the other hand, if $x_{n}$ is not bounded below, we have $x_{n} \rightarrow-\infty$ up to a subsequence. We write the energy functional as following.

$$
\begin{align*}
\mu_{c_{n}}-\int_{-\infty}^{x_{n}} \int_{\Omega_{y}} e^{x} F\left[u_{n}\right]= & \frac{c_{n}^{2}}{2} \int_{\Omega} u_{n, x}^{2}+\frac{1}{2} \int_{\Omega} e^{x}\left(\left|\nabla_{y} u_{n}\right|^{2}+\sqrt{\delta} u_{n} B_{c_{n}}\left[u_{n}\right]\right) \\
& +\int_{x_{n}}^{+\infty} \int_{\Omega_{y}} e^{x} F\left[u_{n}\right] \tag{5.5.1}
\end{align*}
$$

Note that the last two terms of (5.5.1) are positive from Lemma 5.2.2(c) and definition of $x_{n}$. Therefore the right hand side of (5.5.1) is greater than $c_{n}^{2}$. However, the left hand side of (5.5.1) converges to 0 because $\left\|u_{n_{k}}\right\|_{\infty}$ is uniformly bounded. This is a contradiction. So $x_{n}$ is bounded.

Defining $w_{n}(x, y)=u_{n}\left(x+x_{n}, y\right)$, we have $w_{n}(0, y)=\alpha$ for some $y$. From Lemma 5.4.3(b), $\nabla w_{n}$ is uniformly bounded in $\Omega$. By the Arzela-Ascoli theorem, $w_{n}$ converges uniformly to some $w_{0} \in C^{0}(\Omega)$ on any compact subset of $\Omega$. Therefore, $w_{0}(0, y)=\alpha$ for some $y$.

Consequently, $w_{0}$ is nontrivial. On the other hand, $w_{n}$ is uniformly bounded in $\mathbf{H}$ because of the boundedness of $x_{n}$ and $u_{n} \in \mathcal{B}$ (See Theorem 5.4.1.). Consequently, $w_{n} \rightharpoonup w_{0}$ weakly in $\mathbf{H}$, up to a subsequence. By Lemma 5.3.1,

$$
\Phi_{c_{0}}\left[w_{0}\right] \leq \liminf _{n \rightarrow \infty} \Phi_{c_{0}}\left[w_{n}\right] \leq 0 .
$$

The last inequality comes from $\Phi_{c_{n}}\left[u_{n}\right]<0$ and Lemma 5.3.2. By translating the $x$ coordinate of $w_{0}$, we obtain a $u_{0} \in \mathcal{B}$ (see the proof of Theorem 5.4.1) and $\Phi_{c_{0}}\left[u_{0}\right] \leq 0=$ $\mu_{c_{0}}$. Therefore $\Phi_{c_{0}}\left[u_{0}\right]=0$.

Remark. If $N=1$, we can show this theorem by considering any minimizing sequences of $\mu_{c_{0}}$ because a function $u \in \mathbf{H}$ is continuous and decays exponentially.

The minimizer $u_{0}$ has the same properties of $u_{c}$ with $\mu_{c}<0$ in Lemma 5.4.2 and Lemma 5.4.3. We state in the following without proof.

LEMMA 5.5.2. Let $u_{0}$ be the minimizer obtained in Theorem 5.5.1 and $v_{0}:=B_{c_{0}}\left[u_{0}\right]$. Then
(a) $u_{0} \in C_{l o c}^{2, \alpha}(\Omega) \cap C_{l o c}^{1, \alpha}(\bar{\Omega}), \nabla u_{0} \in L^{\infty}(\Omega)$ and $\nabla u_{0}$ is uniformly continuous.
(b) For all each $(x, y) \in \Omega, a_{1}<u_{0}(x, y)<a_{2}$ and $\frac{a_{1}}{\gamma \sqrt{\delta}} \leq v_{0}(x, y) \leq \frac{a_{2}}{\gamma \sqrt{\delta}}$.
(c) For all $(x, y) \in \Omega,\left|u_{0}(x, y)\right| \leq C e^{-\lambda_{x}}$ for some constant $C>0$ and $\lambda>0$.
(d) $u_{0}$ and $v_{0}$ solve

$$
\begin{equation*}
c_{0}^{2}\left(u_{0, x x}+u_{0, x}\right)+\Delta_{y} u_{0} f f\left(u_{0}\right)-\sqrt{\delta v_{0}}=0 . \tag{5.5.2}
\end{equation*}
$$

The minimizer obtained in Theorem 5.5.1 automatically lies in $L_{w}^{2}$. To understand the asymptotic behavior as $x \rightarrow-\infty$, we also need to study the $L^{2}$ norm of the derivative of $u_{0}$ in $x$. For a gradient system, it is easier to claim that the derivative of a minimizer is in $L^{2}(\Omega)$. However, for a skew-gradient system, it is much difficult to prove this. The key observation of the following lemma is to recognize that the condition $\gamma^{2} \delta>1$ plays an important role.

LEMMA 5.5.3. If $\gamma^{2} \delta>1$, then $u_{0, x}, v_{0, x} \in L^{2}(\Omega)$ and

$$
\begin{equation*}
\int_{\Omega} v_{0, x}^{2} \leq \frac{1}{\gamma^{2} \delta} \int_{\Omega} u_{0, x}^{2} . \tag{5.5.3}
\end{equation*}
$$

Moreover, $\lim _{x \rightarrow-\infty} u_{0, x}(x, y)=\lim _{x \rightarrow-\infty} v_{0, x}(x, y)=0$ uniformly in $y$.
Proof. In this proof, we simply denote $u_{0}, v_{0}$ and $c_{0}$ by $u, v$ and $c$ respectively. We integrate the subtraction of (5.1.12) multiplied $u_{x}$ from (5.1.13) multiplied by $v_{x}$ over $I_{L R}:=[-L, R] \times \Omega_{y}$ for $L, R>0$. By integration by parts, we obtain

$$
\begin{align*}
c^{2} \int_{I_{L R}}\left(u_{x}^{2}-v_{x}^{2}\right)= & -\int_{\Omega_{y}}\left[\frac{c^{2}}{2}\left(u_{x}^{2}-v_{x}^{2}\right)-\frac{1}{2}\left(\left|\nabla_{y} u\right|^{2}-\left|\nabla_{y} v\right|^{2}\right)+H(u, v)\right]_{x=-L}^{x=R} \\
& -\int_{\partial \Omega_{y}} \int_{-L}^{R}\left[u_{x} \frac{\partial u}{\partial \nu_{y}}-v_{x} \frac{\partial v}{\partial \nu_{y}}\right] \tag{5.5.4}
\end{align*}
$$

Here $H(u, v)=F(u)+\sqrt{\delta} u v-\frac{\gamma \delta}{2} v^{2}$. The last term of (5.5.4) vanishes by the boundary condition. Since $u, v, \nabla u$ and $\nabla v$ are uniformly bounded independently of $R$ and $L$, (5.5.4) implies

$$
\begin{equation*}
\int_{I_{L R}} u_{x}^{2} \leq C+\int_{I_{L R}} v_{x}^{2}, \tag{5.5.5}
\end{equation*}
$$

where $C$ is a constant independent of $R$ and $L$. Since $u \in C_{l o c}^{2, \alpha}(\Omega)$, Schauder's theory and equation (5.1.13) imply $v \in C_{l o c}^{4, \alpha}(\Omega)$. Therefore we can differentiate (5.1.13) with respect to $x$ to obtain

$$
\begin{equation*}
c^{2}\left(v_{x x x}+v_{x x}\right)+\Delta_{y} v_{x}+\sqrt{\delta} u_{x}-\gamma \delta v_{x}=0 . \tag{5.5.6}
\end{equation*}
$$

Since $\int_{\Omega_{y}} v_{x}^{2}$ is bounded in $x$, there are two positive increasing sequences $R_{n} \rightarrow \infty$ and $L_{n} \rightarrow \infty$ such that

$$
\int_{\Omega_{y}} v_{x}\left(-L_{n}, y\right) v_{x x}\left(-L_{n}, y\right) d y=\int_{\Omega_{y}} \frac{1}{2}\left(v_{x}^{2}\right)_{x}\left(-L_{n}, y\right) d y \rightarrow 0 \text { as } n \rightarrow \infty .
$$

and

$$
\left.\int_{\Omega_{y}} v_{x}\left(R_{n}, y\right) v_{x x}\left(R_{n}, y\right) d y \rightarrow 0\right) \text { as } n \rightarrow \infty
$$

We multiply (5.5.6) by $v_{x}$ and/integrate it over $I_{L_{n} R_{n}}$. Then

$$
\begin{align*}
& \sqrt{\delta} \int_{I_{L_{n} R_{n}}} u_{x} v_{x}-\gamma \delta \int_{I_{L_{n} R_{n}}} v_{x}^{2}=-c^{2} \int_{\Omega_{y}} v_{x} v_{x x} \mid R_{L_{n}}^{R_{n}}  \tag{5.5.7}\\
&+\frac{c^{2}}{2} \int_{\Omega_{y}} v_{x}^{2}\left(-L_{n}, y\right)+c^{2} \int_{\Omega_{\Omega_{y}}} \frac{c^{2}}{2} v_{x}^{2}\left(R_{n}, y\right)  \tag{5.5.8}\\
& v_{L_{n} R_{n}}^{2} v_{x x}^{2}-\int_{\partial \hat{S}_{y}}^{x} \int_{-L_{n}}^{R_{n}} v_{x} \frac{\partial v_{x}}{\partial \nu_{y}}+\int_{I_{L_{n} R_{n}}}\left|\nabla_{y} v_{x}\right|^{2}
\end{align*}
$$

By the choice of $R_{n}, L_{n}$ and the behavior of $v$ às $x \rightarrow \infty$ (Lemma 5.2.2 (b) and Lemma 5.5.2), the right hand side of (5.5.7) approaches to 0 . On the other hand, (5.5.8) is nonnegative since the boundary term on $\partial \Omega_{y} \times\left[-L_{n}, R_{n}\right]$ vanishes. If $v_{x x}$ is not identically zero, then (5.5.8) is greater than a positive number when $n$ is large. If $v_{x x}$ is identically zero, then $v_{x}$ is a constant equaling zero and (5.5.7) must be zero. Therefore, for large $n$,

$$
\sqrt{\delta} \int_{I_{L_{n} R_{n}}} u_{x} v_{x}-\gamma \delta \int_{I_{L_{n} R_{n}}} v_{x}^{2} \geq 0
$$

By Hölder's inequality, this leads to

$$
\begin{equation*}
\int_{I_{L_{n} R_{n}}} v_{x}^{2} \leq \frac{1}{\gamma^{2} \delta} \int_{I_{L_{n} R_{n}}} u_{x}^{2} . \tag{5.5.9}
\end{equation*}
$$

Combining (5.5.5) and (5.5.9), we obtain for large $n$

$$
\begin{equation*}
\int_{I_{L_{n} R_{n}}} u_{x}^{2} \leq\left(1-\frac{1}{\gamma^{2} \delta}\right)^{-1} C \tag{5.5.10}
\end{equation*}
$$

Here we have used $\gamma^{2} \delta>1$. Therefore $u_{x} \in L^{2}(\Omega)$ by taking $n \rightarrow \infty$. By (5.5.9), $v_{x} \in L^{2}(\Omega)$. Letting $n \rightarrow \infty$ in (5.5.7) and (5.5.8), we obtain $\sqrt{\delta} \int_{\Omega} u_{x} v_{x}-\gamma \delta \int_{\Omega} v_{x}^{2} \geq 0$ and conclude that (5.5.3) holds. Since $u_{x}, v_{x} \in L^{2}(\Omega)$ are uniformly continuous in $\Omega$ (see Lemma 5.5.2), $\lim _{x \rightarrow-\infty} u_{x}(x, y)=\lim _{x \rightarrow-\infty} v_{x}(x, y)=0$ uniformly in $y$.

The lemma above indicates that the limit behaviors of $u_{0}$ and $v_{0}$ as $x \rightarrow-\infty$ are related when $\gamma^{2} \delta>1$. Since the travelling speed $c_{0}>0$, we know that $u_{0}$ prefers the state at $x=-\infty$ than the state at $x=+\infty$. Therefore, if $u_{0}(-\infty, y)$ exists, $E\left[u_{0}(-\infty, y)\right]$ should be less than $E\left[u_{0}(\infty, y)\right]=0$ and be negative. Indeed, by Lemma 5.5.3 and taking $R \rightarrow+\infty$ in (5.5.4), we have

$$
\begin{aligned}
E\left[u_{0}(-\infty, y)\right] & =\int_{\Omega_{y}}\left[\frac{1}{2}\left(\left|\nabla_{y} u_{0}(-\infty, y)\right|^{2}-\left|\nabla_{y} v_{0}(-\infty, y)\right|^{2}\right)+H\left(u_{0}, v_{0}\right)(-\infty, y)\right] \\
& =-c_{0}^{2}\left(\int_{\Omega} u_{0, x}^{2}-v_{0, x}^{2}\right)<0
\end{aligned}
$$

Proof of Theorem 5.1.1. The existence of $\left(u_{0}, v_{0}\right)$ follows from Theorem 5.5.1. The decay behavior of $\left(u_{0}, v_{0}\right)$ at $\infty$ follows from Lemma 5.5.2 and Lemma 5.2.2 (b). The proof is complete.

Proof of Theorem 5.1.2. The existence of $\left(u_{0}, v_{0}\right)$ follows from Theorem 5.5.1. (or Theorem 5.1.1). The asymptotic behavior of $\left(u_{0}, v_{0}\right)$ 应 $-\infty$ follows from Lemma 5.5.3, Lemma 5.5.2, $E\left[u_{0}(-\infty, y)\right]<0$ and the argument in the proof of Corollary 6.8 in [25]. The proof is complete.

Proof of Theorem 5.1.3. For $N=A$ and $\gamma>\frac{9}{2 \beta^{2}-5 \beta+2}$, there are three constant steady states satisfying $H(0,0)=0, H\left(p_{1}, q_{1}\right)>0$ and $H\left(p_{2}, q_{2}\right)<0$. Therefore, Theorem 5.1.2 implies the sufficient part of Theorem 5.1.3. For the necessary part, we argue by contradiction. Assume $\alpha<\frac{9}{2 \beta^{2}-5 \beta+2}$, then $H\left(u_{0} \frac{u}{2}\right)=\frac{u^{2}}{12}\left[3 u^{2}-4(\beta+1) u+6(\beta+\right.$ $\left.\left.\frac{1}{\gamma}\right)\right] \geq 0$. This means three constant steady states have nonnegative energy. However, if a travelling wave $\left(u_{0}, v_{0}\right)$ exists, then $H\left(p_{2}, q_{2}\right)=E\left[u_{0}(-\infty, y)\right]<0$. This leads to a contradiction.

### 5.6 Skew-gradient structure

According to the skew-gradient structure it is natural to consider another approach to solve (5.1.12)-(5.1.14), that is, finding critical points of the strongly indefinite functional $\Psi_{c}[u, v]:=c^{2} I[u, v]+J[u, v]$ on $\mathbf{H} \times \mathbf{H}$, where

$$
I[u, v]=\frac{1}{2} \int_{\Omega} e^{x}\left(u_{x}^{2}-v_{x}^{2}\right)
$$

and

$$
J[u, v]=\frac{1}{2} \int_{\Omega} e^{x}\left(\left|\nabla_{y} u\right|^{2}-\left|\nabla_{y} v\right|^{2}\right)+\int_{\Omega} e^{x} H(u, v) .
$$

This variational problem does not have a minimizer since the gradient term of $v$ in the energy has a minus sign. Therefore one needs to apply a mini-max theory to study such
a problem. When the domain $\Omega$ is bounded, a steady state was obtained by Chen and Hu in [5] via the critical point theory developed in [1]. Unfortunately it is not easy to apply the method in [5] to the travelling wave problem with non-zero speed on a cylinder. On the other hand, from Heinze's viewpoint in [11], the travelling wave problem can be viewed as a variational problem under a constraint with its wave speed corresponding to the Lagrange multiplier. Instead of solving the constraint problem proposed by Heinze, we consider in this section a slightly different variational problem, that is, the critical points of the quotient energy

$$
\begin{equation*}
K[u, v]=\frac{J[u, v]}{[[u, v]} \text { on } \mathbf{H} \times \mathbf{H} . \tag{5.6.1}
\end{equation*}
$$

The functional $K[u, v]$ is not well-defined when the denominator vanishes. However we notice that $\left(u_{0}, v_{0}\right)$ obtained in Theorem 5.1.2 satisfies $I\left[u_{0}, v_{0}\right]>0$. See the proof of Theorem 5.6.2 below for this. Therefore we consider the case $I>0$ in this section. Recall that $\left(u^{*}, v^{*}\right)$ is called a local mini-maximizer of $K[u, v]$ (see [45]) if $u^{*}$ is a local minimizer of $K\left[u, v^{*}\right]$ and $v^{*}$ is a local maximizer of $K\left[u^{*}, v\right]$. Our first result asserts that a local mini-maximizer of $K$ corresponds to a travelling wave solution of (5.1.12)-(5.1.14) while the value $-K$ of it corresponds to the square of its speed.

THEOREM 5.6.1. Assume that $\left(u^{*}, v^{*}\right) \in \boldsymbol{H} \times \boldsymbol{H}$ is a local mini-maximizer of $K[u, v]$ with $I\left[u^{*}, v^{*}\right]>0$ and $J\left[u^{*}, v^{*}\right]<0$. Then
(a) $\left(u^{*}, v^{*}, c^{*}\right)$ solves (5.1.12)-(51.14) weakly, where $c^{* 2}=-K\left[u^{*}, v^{*}\right]$;
(b) $u^{*}$ is a nontrivially local minimizer of $\left.\Phi_{c^{*}}^{*}+u_{0}\right]$ with $\Phi_{c^{*}}^{*}\left[u^{*}\right]=0$.

Proof. (a) can be easily obtained by first fariation of $K[u, v]$ with respect to $u$ and $v$ in a neighborhood of $u^{*}$ and $v^{*}$. Next, we show (b). By $T\left[u^{*}, v^{*}\right]>0, u^{*}$ is nontrivial. We observe that $u^{*}$ is a local minimizer of $K\left[u, v^{*}\right]$ if andconly if $u^{*}$ is a local minimizer of $\Psi_{c^{*}}\left[u, v^{*}\right]$. Indeed, by the definition of $c^{*}, \Psi_{c *}\left[u^{*}, v^{*}\right]=0$. Choose a neighborhood $G$ of $u^{*}$ such that $I\left[u, v^{*}\right] \geq 0$ for all $u \in G$ and $u^{*}$ is a minimizer of $K\left[u, v^{*}\right]$ in $G$. Then $K\left[u, v^{*}\right] \geq K\left[u^{*}, v^{*}\right]=-c^{* 2}$ in $G$, equivalently, $\Psi_{c^{*}}\left[u, v^{*}\right] \geq 0$ in $G$. Therefore $u^{*}$ is a local minimizer of $\Psi_{c^{*}}\left[u, v^{*}\right]$. Now we show a relation between $\Phi_{c^{*}}^{*}$ and $\Psi_{c^{*}}$. By $v^{*}$ s equation,

$$
\int_{\Omega} e^{x}\left(c^{* 2} v_{x}^{* 2}+\left|\nabla_{y} v^{*}\right|^{2}+\gamma \delta v^{* 2}\right)=\sqrt{\delta} \int_{\Omega} e^{x} u^{*} v^{*}
$$

Therefore

$$
\begin{align*}
\Phi_{c^{*}}^{*}[u] & =\Psi_{c^{*}}\left[u, v^{*}\right]+\frac{\sqrt{\delta}}{2} \int_{\Omega} e^{x} u B_{c^{*}}[u]+\frac{\sqrt{\delta}}{2} \int_{\Omega} e^{x} u^{*} v^{*}-\sqrt{\delta} \int_{\Omega} e^{x} u v^{*} \\
& =\Psi_{c^{*}}\left[u, v^{*}\right]+\frac{\sqrt{\delta}}{2} \int_{\Omega} e^{x}\left(u-u^{*}\right) B_{c^{*}}\left[u-u^{*}\right], \tag{5.6.2}
\end{align*}
$$

where we have used Lemma 5.2.2 for the last equality. Therefore $\Phi_{c^{*}}^{*}\left[u^{*}\right]=\Psi_{c^{*}}\left[u^{*}, v^{*}\right]=0$ and $\Phi_{c^{*}}^{*}[u] \geq 0$ locally due to Lemma 5.2.2(c). The theorem is proven.

Conversely, under an extra condition, we have the following result.

THEOREM 5．6．2．Let $u_{0}$ and $c_{0}$ be obtained in Theorem 5．5．1 and let $v_{0}=B_{c_{0}}\left[u_{0}\right]$ ． Assume $\gamma^{2} \delta>1$ and for all nontrivial $\phi \in \boldsymbol{H}$ ，

$$
\int_{\Omega} e^{x}\left(c_{0}^{2} \phi_{x}^{2}+\left|\nabla_{y} \phi\right|^{2}\right)+\int_{\Omega} e^{x}\left(3 u_{0}^{2}-2(\beta+1) u_{0}+\beta\right) \phi^{2}>0 .
$$

Then $\left(u_{0}, v_{0}\right)$ is a local mini－maximizer of $K[u, v]$ with $I\left[u_{0}, v_{0}\right]>0$ and $J\left[u_{0}, v_{0}\right]<0$ ．
Proof．First we claim $I\left[u_{0}, v_{0}\right]>0$ ．Equation（5．5．6）and the uniqueness of $B_{c_{0}}\left[u_{0, x}\right]$ yield $v_{0, x}=B_{c_{0}}\left[u_{0, x}\right]$ ．Following the proof of Lemma 5．2．2，we obtain

$$
\int_{\Omega} c_{0}^{2}\left|\left(e^{x / 2} v_{0, x}\right)_{x}\right|^{2}+\left|\nabla_{y} e^{x / 2} v_{0, x}\right|^{2}+\left(\gamma \delta+c_{0}^{2} / 4\right) e^{x} v_{0, x}^{2}=\sqrt{\delta} \int_{\Omega} e^{x} u_{0, x} v_{0, x}
$$

It is readily proved that $\left(\int_{\Omega} e^{x} v_{0, x}^{2}\right)^{1 / 2} \leq \frac{\sqrt{\delta}}{\gamma \delta+c_{0}^{2} / 4}\left(\int_{\Omega} e^{x} u_{0, x}^{2}\right)^{1 / 2}$ ．This implies $I\left[u_{0}, v_{0}\right]>0$ since $\gamma^{2} \delta>1$ ．By（5．6．2），

$$
\Psi_{c_{0}}\left[u, v_{0}\right]=\Phi_{c_{0}}^{*}[u]-\frac{\sqrt{\delta}}{2} \int_{\Omega} e^{x}\left(u-u_{0}\right) B_{c_{0}}\left[u-u_{0}\right] .
$$

It follows from this relation that $\Psi_{c_{0}}\left[u_{0}, v_{0}\right]=\Phi_{c_{0}}^{*}\left[u_{0}\right]=0$ and $J\left[u_{0}, v_{0}\right]<0$ ．For all $\phi \in \mathbf{H}$ ，a straightforward computation gives
and

$$
\begin{aligned}
& D_{u} \Psi_{c_{0}}\left[u_{0}, v_{0}\right] \phi=\lim _{\epsilon \rightarrow 0} \frac{d}{d \epsilon} \Psi_{c_{0}} \Psi^{\prime \prime}\left[u_{0}+\epsilon \phi, v_{0}\right] \\
& \left\langle D_{u} \Phi_{c_{0}}^{*}\left[\mu_{0}\right] \phi-\frac{\sqrt{\delta}}{2} \lim _{\epsilon \rightarrow 0} \frac{d}{d \epsilon} \int_{\Omega^{e}} \epsilon_{c}^{x} \epsilon \phi B_{c_{0}}[\epsilon \phi]=0\right. \\
& D_{u u} \Psi_{c_{0}}\left[u_{0}, v_{0}\right] \phi=\lim _{\epsilon \rightarrow 0} \frac{d^{2}}{d \epsilon^{2}} \Psi_{c_{0}}\left[u_{0}+\epsilon \phi, v_{0}\right] \\
& =D_{u u} \Phi_{c}^{*}\left\{\left[\psi_{0}\right] \phi-\sqrt{\delta} \int_{\Omega} e^{x} \phi B_{c_{0}}[\phi]\right. \text { 《仑 } \\
& =\int_{\Omega} e^{x}\left(c_{0}^{2} \phi_{x}^{2}+\left|\nabla_{y} \phi\right|^{2}\right)+\int_{\Omega} e^{x}\left(-f_{u}(u)\right) \phi^{2} \\
& =\int_{\Omega} e^{x}\left(c_{0}^{2} \phi_{x}^{2}+\left|\nabla_{y} \phi\right|^{2}\right)+\int_{\Omega} e^{x}\left(3 u_{0}^{2}-2(\beta+1) u_{0}+\beta\right) \phi^{2}>0 .
\end{aligned}
$$

Therefore $u_{0}$ is a local minimizer of $\Psi_{c_{0}}\left[u, v_{0}\right]$ ．Equivalently，$u_{0}$ is a local minimizer of $K\left[u, v_{0}\right]$ ．Since $\Psi_{c_{0}}\left[u_{0}, v\right]$ is a concave functional and $v_{0}$ is a critical point of $\Psi_{c_{0}}\left[u_{0}, v\right], v_{0}$ is a local maximizer of $\Psi_{c_{0}}\left[u_{0}, v\right]$ ．This implies $v_{0}$ is a local maximizer of $K\left[u_{0}, v\right]$ ．The proof is complete．

## 5．7 Neumann problem

In the section，we consider the travelling wave equations（5．1．12）and（5．1．13）with Neu－ mann condition．The function space $\mathbf{H}$ we used in the previous sections also need to be changed．Let $\mathbf{H}_{N}$ be the weighted Sobolev space，the completion of $C^{\infty}(\Omega)$ with respect to the norm $\|u\|_{\mathbf{H}_{N}}^{2}=\|u\|_{L_{w}^{2}}^{2}+\|\nabla u\|_{L_{w}^{2}}^{2}$ ．Following the idea of Proposition 6.3 in［25］，we obtain the following result which indicates that the variational approach derive planar waves for system（5．1．12）－（5．1．13）with Neumann condition．

THEOREM 5.7.1. Suppose $\hat{u}(x, y) \in \boldsymbol{H}_{N} \bigcap C_{\text {loc }}^{1}(\Omega)$ is a nontrivial minimizer of $\Phi_{c}^{*}[u]$ in $\boldsymbol{H}_{N}$ for some $c=\hat{c}>0$, then $\hat{u}$ depends only on $x$.
Proof. We first claim $\Phi_{\hat{c}}^{*}[u] \geq 0$ for all $u \in \mathbf{H}_{N}$. It is sufficient to show $\Phi_{\hat{c}}^{*}[\hat{u}]=0$. Indeed, $\Phi_{\hat{c}}^{*}[\hat{u}] \leq \Phi_{\hat{c}}[0]=0$. If $\Phi_{\hat{c}}^{*}[\hat{u}]<0$, then $\Phi_{\hat{c}}^{*}[\hat{u}(x-a, y)]=e^{a} \Phi_{\hat{c}}^{*}[\hat{u}(x, y)] \rightarrow-\infty$ as $a \rightarrow \infty$, which contradicts to the existence of the minimizer of $\Phi_{\hat{c}}^{*}[u]$. Consequently, $\Phi_{\hat{c}}^{*}[\hat{u}]=0$. Let $\hat{v}(x, y)=B_{\hat{c}}[\hat{u}(x, y)]$ and

$$
m(y)=\int_{\mathbf{R}^{1}} e^{x}\left(\frac{\hat{c}^{2}}{2} \hat{u}_{x}(x, y)^{2}+\left|\nabla_{y} \hat{u}(x, y)\right|^{2}+F(\hat{u}(x, y))+\frac{\sqrt{\delta}}{2} \hat{u}(x, y) \hat{v}(x, y)\right) d x
$$

Therefore $\int_{\Omega_{y}} m(y)=\Phi_{\hat{c}}^{*}[\hat{u}]=0$. Next, we show that $m(y)=0$ for all $y \in \Omega_{y}$. If no, then there exists a $y_{1} \in \Omega_{y}$ with $m\left(y_{1}\right)<0$ by the continuity of $m(y)$ and $\int_{\Omega_{y}} m(y)=0$. Note that $\hat{u}\left(x, y_{1}\right) \in \mathbf{H}_{N}$ and $\hat{v}\left(x, y_{1}\right)=B_{\hat{c}}\left[\hat{u}\left(x, y_{1}\right)\right]$ by the uniqueness of $B_{\hat{c}}\left[\hat{u}\left(x, y_{1}\right)\right]$. Therefore a straightforward computation gives

$$
\begin{aligned}
0 & \leq \Phi_{\hat{c}}^{*}\left[\hat{u}\left(x, y_{1}\right)\right] \\
& =\left|\Omega_{y}\right| \int_{\mathbf{R}^{1}} e^{x}\left(\frac{\hat{c}^{2}}{2} \hat{u}_{x}\left(x, y_{1}\right)^{2}+F\left(\hat{u}\left(x, y_{1}\right)\right)+\frac{\sqrt{\delta}}{2} \hat{u}\left(x, y_{1}\right) B_{\hat{c}}\left[\hat{u}\left(x, y_{1}\right)\right] d x\right. \\
& \left.=\left.\left|\Omega_{y}\right|\left(m\left(y_{1}\right)-\int_{\mathbf{R}^{1}} e^{x} \mid \nabla_{y} \hat{u} \hat{u} \hat{x}, y_{1}\right)\right|^{2} d x\right)<0 .
\end{aligned}
$$

Consequently, $m(y) \equiv 0$. We argue that $u$ depends only on $x$ by a contradiction. If there exists a $y_{2} \in \Omega_{y}$ with $\int_{\mathbf{R}^{1}} e^{x}\left|\nabla_{y} \hat{y}\left(x, y_{2}\right)\right|^{2} d x>0$, then a similar calculation yield

$$
0 \leq \Phi_{\hat{c}}^{*}\left[\hat{u}\left(x, y_{2}\right)\right]=-\left.\left|\Omega_{\hat{y}} \int_{\mathbf{R}^{1}} e^{*}\right| \nabla_{y} \hat{u}\left(x, y_{2}\right)\right|^{2} d x<0 .
$$

In conclusion, $\left|\nabla_{y} \hat{u}(x, y)\right|=\emptyset$ for all $(x, y) \in \Omega$. The proof is completed.

### 5.8 Appendix

In this section, we list all the energies mentioned above.
(1) The gradient energy of $c^{2}\left(u_{x x}+u_{x}\right)+\Delta_{y} u+f(u)=0$ :

$$
S_{c}[u]=c^{2} I_{0}[u]+J_{0}[u]=\frac{c^{2}}{2} \int_{\Omega} e^{x} u_{x}^{2}+\frac{1}{2} \int_{\Omega} e^{x}\left(\left|\nabla_{y} u\right|^{2}+F(u)\right)
$$

(2) The gradient energy of $u_{z z}+c u_{z}+\Delta_{y} u+f(u)=0$ :

$$
\hat{S}_{c}[u]=\hat{I}_{0}[u]+\hat{J}_{0}[u]=\frac{1}{2} \int_{\Omega} e^{c z} u_{z}^{2}+\frac{1}{2} \int_{\Omega} e^{c z}\left(\left|\nabla_{y} u\right|^{2}+F(u)\right)
$$

(3) The nonlocal gradient energies of $c^{2}\left(u_{x x}+u_{x}\right)+\Delta_{y} u+f(u)-\sqrt{\delta} B_{c}[u]=0$ :
(a) The non-cut-off energy:

$$
\begin{aligned}
\Phi_{c}^{*}[u] & =\Phi_{c}^{(1)}[u]+\Phi_{c}^{(2)}[u]+\Phi_{c}^{(3) *}[u] \\
& =\frac{1}{2} \int_{\Omega} e^{x}\left(c^{2} u_{x}^{2}+\left|\nabla_{y} u\right|^{2}\right)+\int_{\Omega} e^{x} F(u)+\frac{\sqrt{\delta}}{2} \int_{\Omega} e^{x} u B_{c}[u]
\end{aligned}
$$

(b) The cut-off energy:

$$
\begin{aligned}
\Phi_{c}[u] & =\Phi_{c}^{(1)}[u]+\Phi_{c}^{(2)}[u]+\Phi_{c}^{(3)}[u] \\
& =\Phi_{c}^{(1)}[u]+\Phi_{c}^{(2)}[u]+\frac{\sqrt{\delta}}{2} \int_{\Omega} e^{x} \bar{u} B_{c}[\bar{u}]
\end{aligned}
$$

(c) The limit energy as $x \rightarrow \pm \infty$ :

$$
E[u]=\frac{1}{2} \int_{\Omega_{y}}\left|\nabla_{y} u\right|^{2}+\int_{\Omega_{y}} F(u)+\frac{\delta}{2} \int_{\Omega_{y}} u\left(-\Delta_{y}+\gamma \delta\right)^{-1}[u]
$$

(4) The skew-gradient flow of $u_{t}=\Delta u+f(u)-\sqrt{\delta} v$ and $v_{t}=d \Delta v+\sqrt{\delta} v-\gamma \delta v$ :

$$
S[u, v]=\frac{1}{2} \int_{\Omega}\left(|\nabla u|^{2}-d|\nabla v|^{2}+H(u, v)\right)
$$

(5) The skew-gradient energies of

$$
\begin{aligned}
c^{2}\left(u_{x x}+u_{x}\right)+\Delta_{y} u+f(u)-\sqrt{\delta} v & =0, \\
c^{2}\left(v_{x x}+v_{x}\right)+\Delta_{y} v+\sqrt{\delta} u-\gamma \delta v & =0 .
\end{aligned}
$$

(a) The strongly indefinite energy:

$$
\begin{aligned}
\Psi_{c}[u, v] & =c^{2} I[u, v]+J[u, v] \\
& =c^{2}\left\{\frac{1}{2} \int_{\Omega} e^{x}\left(u_{x}^{2}-v_{x}^{2}\right)\right\}+\frac{1}{2} \int_{\Omega} e^{x}\left(\left|\nabla_{y} u\right|^{2}-\left|\nabla_{y} v\right|^{2}\right)+\int_{\Omega} e^{x} H(u, v)
\end{aligned}
$$

(b) The quotient energy:

$$
K[u ; v]=\frac{J[u, v]}{I[u, v]}
$$
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