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## 中文摘要

本篇論文中我們探討線性正倒向隨機微分方程的可解性。我們在本篇論文中我們探討特殊情形時 $(\widehat{A}=O)$ ，可解性的充分必要條件。我們是針對Ma \＆Yong（2000）工作的延伸。最後我們提出了一個正向微分方程與倒向微分方程的關係，藉由解一個矩陣的常微分方程（里卡蒂方程）提出了類似的充分必要條件。


#### Abstract

In this paper we investigate the solvability of linear forward-backward stochastic differential equations (FBSDEs, for short). We give sufficient and necessary conditions of the solvability in linear forward-backward stochastic differential equations and prove it in a special case $(\widehat{A}=O)$. These results are extensional work of Ma \& Yong (2000). Then we introduce the relationship between forward equation and backward equation, we also can get similar sufficient and necessary conditions to solve linear forward-backward stochastic differential equations by solving a matrix ordinary differential equation (a Riccati type equation).
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## 1. Introduction

The theory of backward stochastic differential equations (BSDEs, for short) was pioneered by Pardoux and Peng (1990). It became popular now, and it is an important field of stochastic analysis due to its connections with stochastic control, mathematical finance, and partial differential equations.

The main differences between a stochastic differential equation (SDE, for short) and a deterministic ordinary differential equation (ODE, for short) is that previous one can not reverse by "time" (the solution should be adapted). In this paper, we only consider the finite time horizon and a complete filtered probability space which is generated by Brownian filtration $\left\{\mathscr{F}_{t}\right\}_{t \geq 0}$ (Brownian motion is denoted by $W_{t}$ ). When we want to solve the terminal value problem as following:

$$
\left\{\begin{array}{l}
d Y_{t}=0,0 \leq t \leq T \\
Y_{T}=\xi
\end{array}\right.
$$

where $\xi \in L_{\mathscr{F}_{T}}^{2}(\Omega ; \mathbb{R})$. Since the only solution is $Y_{t}=\xi, 0 \leq t \leq T$, which is not necessarily $\left\{\mathscr{F}_{t}\right\}_{t \geq 0^{-}}$-adapted unless $\xi$ is a constant, the above It $\widehat{o}$ SDE, does not have a solution in general!

There are some ways to adjust this difficulty. We want to reformulate the terminal value problem of an SDE so that it may allow a solution which is $\left\{\mathscr{F}_{t}\right\}_{t \geq 0}$-adapted. A reasonable method of modifying the solution $Y_{t}=\xi$ is $\left\{\mathscr{F}_{t}\right\}_{t \geq 0}$-adapted, and it satisfies $Y_{T}=\xi$. We define

$$
Y_{t} \triangleq E\left[\xi \mid \mathscr{F}_{t}\right], 0 \leq t \leq T
$$

An important tool in this derivation is the Martingale Representation Theorem (cf. e.g., Oksendal (2003), pp. 53-54). Since the above process is clearly a square integrable $\left\{\mathscr{F}_{t}\right\}_{t \geq 0}$-martingale, an application of the Martingale Representation Theorem leads to the following representation:

$$
Y_{t}=Y_{0}+\int_{0}^{t} Z_{s} d W_{s}, 0 \leq t \leq T, \text { a.s. }
$$

where $Z \in L_{\mathscr{F}}^{2}(0, T ; \mathbb{R})$. Writing in a differential form we have

$$
\left\{\begin{array}{l}
d Y_{t}=Z_{t} d W_{t}, 0 \leq t \leq T \\
Y_{T}=\xi
\end{array}\right.
$$

In other words, if we reformulate the above SDE , looking for not a single $\left\{\mathscr{F}_{t}\right\}_{t \geq 0}$-adapted process $Y$ as a solution, we look for a pair $(Y, Z)$, then finding a solution which is $\left\{\mathscr{F}_{t}\right\}_{t \geq 0^{-}}$ adapted becomes possible! Adding the extra component $Z$ to the solution is the key factor that makes finding an adapted solution possible.

We like rewrite integral form as follows:

$$
Y_{t}=Y_{T}-\int_{t}^{T} Z_{s} d W_{s}, 0 \leq t \leq T
$$

We would not distinguish the above integral forms; each of them is called a BSDE. We emphasize that the stochastic integral is the usual (forward) itô integral.

We give an example in mathematical finance that have motivated the study of the forward-backward stochastic differential equations (FBSDEs, for short). We consider option pricing and contingent claim valuation. Consider a market given by one bond and one stock

$$
\begin{cases}d B(t)=r B(t) d t, & \text { (bond); } \\ d X_{t}=\mu(t) X_{t} d t+\sigma(t) X_{t} d W_{t}, & \text { (stock). }\end{cases}
$$

Now suppose that the agents sell the European option at price $y$ and then invest it in the market, and we denote their total wealth at each time $t$ by $Y_{t}$. Clearly, $Y_{0}=y$. Assume that at each time $t$ the agents invest part of their wealth, say $\pi_{t}$, into the stock, and invest the rest $Y_{t}-\pi_{t}$ into bond. If we assume that the portfolio is self-financing, then it can be easily shown that

$$
\begin{aligned}
d Y_{t} & =\left(Y_{t}-\pi_{t}\right) d B_{t}+d \pi_{t} \\
& =r\left(Y_{t}-\pi_{t}\right) d t+\mu(t) \pi_{t} d t+\sigma(t) \pi_{t} d W_{t} \\
& =\left\{r Y_{t}+\mu(t) \pi_{t}-r \pi_{t}\right\} d t+\sigma(t) \pi_{t} d W_{t} \\
& =\left[r Y_{t}+\lambda(t) Z_{t}\right] d t+Z_{t} d W_{t}
\end{aligned}
$$

where $Z_{t}=\sigma(t) \pi_{t}$, and $\lambda(t)=\frac{\mu(t)-r}{\sigma(t)}$ (called the market price of risk). Suppose contingent claim $H=g\left(X_{T}\right) \in L_{\mathscr{F}_{T}}^{2}(\Omega ; \mathbb{R})$, the purpose of the agent is to choose $\pi$ with enough money to hedge the payoff $H$ at time $t=T$, that is, $Y_{T} \geq H$ a.s. Such an investment, if it exists, is called a hedging strategy against $H$. The fair price of the contingent claim is the small initial income for which the hedging strategy exists. Otherwise, it is defined by

$$
y^{*}=\inf \left\{Y_{0}: \exists \pi \text { such that } Y_{T}^{\pi} \geq H \text { a.s. }\right\}
$$

Now consider agents who are able to choose $Z$ (whence $\pi$ ) by solving following FBSDE (a decouped FBSDE):

$$
\left\{\begin{array}{l}
d X_{t}=\mu(t) X_{t} d t+\sigma(t) X_{t} d W_{t} \\
d Y_{t}=\left[r Y_{t}+\lambda(t) Z_{t}\right] d t+Z_{t} d W_{t} \\
X_{0}=x, Y_{T}=g\left(X_{T}\right)
\end{array}\right.
$$

An intuitive result is that if above FBSDE has an adapted solution $(X, Y, Z)$, then we let $\pi_{t}=\frac{Z_{t}}{\sigma(t)}$, is the optimal hedging strategy and $y=Y_{0}$ is the fair price!

In the theory of ODE, for any first order linear ODE on finite duration with initial value problem, there exists a unique solution. But when we consider the boundary value problem, the uniqueness and existence of solution may not exist. The nonlinear FBSDEs are more complicated than linear ones. It is also an open problem now. We don't consider the nonlinear cases in our study.

Following the Chapter 2 in Ma \& Yong (2000), we consider more general case. The Brownian motion takes value in $\mathbb{R}^{d}, d \in \mathbb{N}$ (not just one dimensional case). In this paper we want to solve the following linear coupled FBSDE (3):

$$
\left\{\begin{array}{l}
d \mathbf{X}_{t}=\left(A \mathbf{X}_{t}+B \mathbf{Y}_{t}\right) d t+\sum_{i=1}^{d}\left(A_{1}^{i} \mathbf{X}_{t}+B_{1}^{i} \mathbf{Y}_{t}+C_{1}^{i} \mathbf{Z}_{t}^{i}\right) d W_{t}^{i} \\
d \mathbf{Y}_{t}=\left(\widehat{A} \mathbf{X}_{t}+\widehat{B} \mathbf{Y}_{t}\right) d t+\sum_{i=1}^{d} \mathbf{Z}_{t}^{i} d W_{t}^{i} \\
\mathbf{X}_{0}=\mathbf{0}, \mathbf{Y}_{T}=\mathbf{g}
\end{array}\right.
$$

We want to answer the question: Does it have an adapted solution whenever $\mathbf{g} \in$
$L_{\mathscr{F}_{T}}^{2}\left(\Omega ; \mathbb{R}^{m}\right)$ ? Is the solution unique (under a.s.) or not?

The study proceeds as follows. In Chapter 2, we give the Definitions and Notations throughout this thesis, and we introduce the general Itô Formula in matrix form. This is a very useful tool in the study. We formulate our problem and find the unique solution in the specific space.

In Chapter 3, we want to investigate the solvability of linear FBSDEs. In first section, we give some necessary conditions (29) and (30) to the solvability. To prove the argument, we use the variation of constant formula and introduce a linear operator $\mathcal{K}$. We use Burkholder-Davis-Gundy Inequality and Gronwall Inequality to estimate some upper bounds in this section and the following section. The next section, we deal with the sufficient conditions. We prove the range space of $\mathcal{K}$ is a closed subspace of $L_{\mathscr{F}_{T}}^{2}\left(\Omega, \mathbb{R}^{m}\right)$. Because our FBSDE (3) is a coupled FBSDE, it is easier to prove the pair $\left(\mathbf{X}_{T}, \mathbf{Y}_{T}\right)$ is the closed subspace of $L_{\mathscr{F}_{T}}^{2}\left(\Omega, \mathbb{R}^{n+m}\right)$. But we only want to control the process at the terminal time $T$, it is much more difficult to prove the closeness of $R(\mathcal{K})$. The Lemma 3.5 in the book by Ma \& Yong (2000), their argument to prove the closeness of $R(\mathcal{K})$ may be wrong. They claim the projection of closed subspace in Hilbert space is closed. We give one counterexample in the Remark 1 after Lemma 4. We use another methods to conquer this problem. Some estimations are needed, if we can prove $E\left[\left|\mathbf{X}_{T}\right|^{2}\right] \leq C E\left[\left|\mathbf{Y}_{T}\right|^{2}\right]$, for some constant $C>0$ and it does not depend on $\left(\mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right)$, then we can get result. We deal with the particular situation in the Appendix. Under the special case $(\widehat{A}=O)$, the closeness of $R(\mathcal{K})$ can be proved. Our main result is Theorem 3.

In Chapter 4, we give some more precise assumption (the connection between forward equation and backward equation). Then we can derive the matrix-valued Riccati type equation. Firstly, we introduce a heuristic derivation. Secondly, by the theory in BSDE and condition (94), we can get the adapted solution that satisfies FBSDE (3). In the first section in chapter 3, we can obtain the necessary condition without any more assumption. Under the circumstance, it is also a sufficient condition. Also, we give the explicit
expression of Riccati type equation $P$. Our major work is Theorem 5. We don't rely on any further more assumption, then the linear $\operatorname{FBSDE}(3)$ can be solved and derived the sufficient and necessary conditions.

At last, in Chapter 5 we conclude our work and give some possible extension in the future work and use the theory in some application fields like mathematical finance.

## 2. Definitions and Notations

Throughout this paper we let $\left(\Omega, \mathscr{F},\left\{\mathscr{F}_{t}\right\}_{t \geq 0}, P\right)$ be an augmented filtered probability space on $C([0, \infty))$ which is defined a $d$-dimensional standard Brownian motion $\mathbf{W}_{t}$, such that $\mathscr{F}_{t} \triangleq \sigma\left(\mathscr{F}_{t}^{\mathbf{W}} \bigcup \mathscr{N}\right), \forall t \geq 0$, where the natural filtration $\mathscr{F}_{t}^{\mathbf{W}} \triangleq \sigma\left(\mathbf{W}_{s} ; 0 \leq\right.$ $s \leq t), \mathscr{F}_{\infty}^{\mathbf{W}} \triangleq \sigma\left(\bigcup_{t \geq 0} \mathscr{F}_{t}^{\mathbf{W}}\right)$, and the collection of P-null sets $\mathscr{N} \triangleq\{F \subset \Omega: \exists G \in$ $\mathscr{F}_{\infty}^{\mathbf{W}}$ with $\left.F \subset G, P(G)=0\right\}$. That is, we only consider the Brownian filtration.

We list all the notations that will be frequently used throughout the paper, and give some definitions related to FBSDEs.

Let $M_{m \times n}(\mathbb{R})$ be the Banach space consisting of all $m \times n$ matrices with entries $\mathbb{R}$ and $M_{n}(\mathbb{R})$ be the set of all square matrices with order $n$ over $\mathbb{R}$ with the operator norm $\|A\|=\sqrt{\rho\left(A A^{T}\right)}$, where $\rho(G)$ is the spectral radius of $G$ and $\sigma(G)$ is the spectrum of $G$. Thus,

$$
\rho(G)=\max _{\lambda \in \sigma(G)}|\lambda| .
$$

Next, we let $T>0$ be fixed. We denote

- for any sub- $\sigma$-algebra $\mathscr{G} \subset \mathscr{F}, L_{\mathscr{G}}^{2}\left(\Omega ; \mathbb{R}^{m}\right)$ to be the set of all $\mathscr{G}$-measurable $\mathbb{R}^{m}$ valued square integrable random vectors;
- $L_{\mathscr{F}}^{2}\left(\Omega ; L^{2}\left(0, T ; \mathbb{R}^{n}\right)\right)$ to be the set of all $\left\{\mathscr{F}_{t}\right\}_{t \geq 0}$-progressively measurable processes $\mathbf{X}$ values in $\mathbb{R}^{n}$ such that $E\left[\int_{0}^{T}\left|\mathbf{X}_{t}\right|^{2} d t\right]<\infty$. The notation $L_{\mathscr{F}}^{2}\left(0, T ; \mathbb{R}^{n}\right)$ is often used for simplicity, when there is no danger of confusion;
- $L_{\mathscr{F}}^{2}\left(\Omega ; C\left([0, T] ; \mathbb{R}^{n}\right)\right)$ to be the set of all $\left\{\mathscr{F}_{t}\right\}_{t \geq 0}$-progressively measurable continuous processes $\mathbf{X}$ taking values in $\mathbb{R}^{n}$ such that $E\left[\sup _{0 \leq t \leq T}\left|\mathbf{X}_{t}\right|^{2}\right]<\infty$.

Further, we define

$$
\begin{equation*}
\mathcal{M}[0, T] \triangleq L_{\mathscr{F}}^{2}\left(\Omega ; C\left([0, T] ; \mathbb{R}^{n}\right)\right) \times L_{\mathscr{F}}^{2}\left(\Omega ; C\left([0, T] ; \mathbb{R}^{m}\right)\right) \times\left[L_{\mathscr{F}}^{2}\left(0, T ; \mathbb{R}^{m}\right)\right]^{d} \tag{1}
\end{equation*}
$$

The norm of this space is defined by

$$
\begin{equation*}
\left\|\left(\mathbf{X}, \mathbf{Y}, \mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right)\right\|=\left\{E\left[\sup _{0 \leq t \leq T}\left|\mathbf{X}_{t}\right|^{2}+\sup _{0 \leq t \leq T}\left|\mathbf{Y}_{t}\right|^{2}+\sum_{i=1}^{d} \int_{0}^{T}\left|\mathbf{Z}_{t}^{i}\right|^{2} d t\right]\right\}^{\frac{1}{2}}, \tag{2}
\end{equation*}
$$

$\forall\left(\mathbf{X}, \mathbf{Y}, \mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right) \in \mathcal{M}[0, T]$. It is clear that $\mathcal{M}[0, T]$ is a Banach space under norm (2).

We are going to study linear FBSDEs in any finite time duration. By deriving a sufficient and necessary condition of solvability, we obtain a reduction to a simple form of linear FBSDEs. We concentrate on the following FBSDE:

$$
\left\{\begin{array}{ll}
d \mathbf{X}_{t}=\left(A \mathbf{X}_{t}+B \mathbf{Y}_{t}\right) d t+\sum_{i=1}^{d}\left(A_{1}^{i} \mathbf{X}_{t}+B_{1}^{i} \mathbf{Y}_{t}+C_{1}^{i} \mathbf{Z}_{t}^{i}\right) d W_{t}^{i},  \tag{3}\\
d \mathbf{Y}_{t}=\left(\widehat{A} \mathbf{X}_{t}+\widehat{B} \mathbf{Y}_{t}\right) d t+\sum_{i=1}^{d} \mathbf{Z}_{t}^{i} d W_{t}^{i}, \\
\mathbf{X}_{0}=\mathbf{0}, \mathbf{Y}_{T}=\mathbf{g} .
\end{array} \quad 0 \leq t \leq T\right.
$$

In what follows, we will let

$$
\left\{\begin{array}{l}
A, A_{1}^{i} \in M_{n}(\mathbb{R}) ; B, B_{1}^{i}, C_{1}^{i} \in M_{n \times m}(\mathbb{R}), i=1, \cdots, d  \tag{4}\\
\widehat{A} \in M_{m \times n}(\mathbb{R}) ; \widehat{B} \in M_{m}(\mathbb{R}) ; \\
\mathrm{g} \in L_{\mathscr{F}_{T}}^{2}\left(\Omega ; \mathbb{R}^{m}\right) .
\end{array}\right.
$$

Definition 1. $\left(\mathbf{X}, \mathbf{Y}, \mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right) \in \mathcal{M}[0, T]$ is called an adapted solution of (3) if the following holds $\forall t \in[0, T]$, a.s.:

$$
\left\{\begin{array}{l}
\mathbf{X}_{t}=\int_{0}^{t}\left(A \mathbf{X}_{s}+B \mathbf{Y}_{s}\right) d s+\sum_{i=1}^{d} \int_{0}^{t}\left(A_{1}^{i} \mathbf{X}_{s}+B_{1}^{i} \mathbf{Y}_{s}+C_{1}^{i} \mathbf{Z}_{s}^{i}\right) d W_{s}^{i}  \tag{5}\\
\mathbf{Y}_{t}=\mathbf{g}-\int_{t}^{T}\left(\widehat{A} \mathbf{X}_{s}+\widehat{B} \mathbf{Y}_{s}\right) d s-\sum_{i=1}^{d} \int_{t}^{T} \mathbf{Z}_{s}^{i} d W_{s}^{i}
\end{array}\right.
$$

When (3) admits an adapted solution, we say that (3) is solvable.
By denoting

$$
\left\{\begin{array}{l}
\mathcal{A}=\left[\begin{array}{ll}
A & B \\
\widehat{A} & \widehat{B}
\end{array}\right]  \tag{6}\\
\mathcal{A}_{1}^{i}=\left[\begin{array}{ll}
A_{1}^{i} & B_{1}^{i} \\
O & O
\end{array}\right], \mathcal{C}_{1}^{i}=\left[\begin{array}{c}
C_{1}^{i} \\
I
\end{array}\right], i=1, \cdots, d
\end{array}\right.
$$

We can write (3) as follows:

$$
\left\{\begin{array}{l}
d\left[\begin{array}{l}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right]=\mathcal{A}\left[\begin{array}{l}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right] d t+\sum_{i=1}^{d}\left(\mathcal{A}_{1}^{i}\left[\begin{array}{l}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right]+\mathcal{C}_{1}^{i} \mathbf{Z}_{t}^{i}\right) d W_{t}^{i},  \tag{7}\\
\mathbf{X}_{0}=\mathbf{0}, \mathbf{Y}_{T}=\mathbf{g}
\end{array}\right.
$$

We want to introduce the general Itô Formula in matrix form. If each of the processes $\left[A_{t}\right]_{j k},\left[B_{t}^{i}\right]_{j k}, i=1, \cdots, d, j=1, \cdots, m, k=1, \cdots, n$, and $\left[\widehat{A}_{t}\right]_{j k}$, and $\left[\widehat{B}_{t}^{i}\right]_{j k}, i=1, \cdots, d$, $j=1, \cdots, n, k=1, \cdots, l$ are all in $L_{\mathscr{F}}^{2}(0, T ; \mathbb{R})$ then we can form the following "matrix" Itô processes (in matrix notation)

$$
\left\{\begin{array}{l}
d X_{t}=A_{t} d t+\sum_{i=1}^{d} B_{t}^{i} d W_{t}^{i}  \tag{8}\\
d Y_{t}=\widehat{A}_{t} d t+\sum_{i=1}^{d} \widehat{B}_{t}^{i} d W_{t}^{i}
\end{array}\right.
$$

where $X_{t}=\left[X_{t}\right]_{j k}, A_{t}=\left[A_{t}\right]_{j k}, B_{t}^{i} \equiv\left[B_{t}^{i}\right]_{j k}, i=1, \cdots, d, j=1, \cdots, m, k=1, \cdots, n$, and $Y_{t}=\left[Y_{t}\right]_{j k}, \widehat{A}_{t}=\left[\widehat{A}_{t}\right]_{j k}$, and $\widehat{B}_{t}^{i}=\left[\widehat{B}_{t}^{i}\right]_{j k}, i=1, \cdots, d, j=1, \cdots, n, k=1, \cdots, l$.

Lemma 1 (The General Itô Formula). Let X,Y be "matrices" Itô processes as (8). Then the process $X Y$ is also an Itô process, given by

$$
d\left(X_{t} Y_{t}\right)=\left(d X_{t}\right) Y_{t}+X_{t} d Y_{t}+d\langle X, Y\rangle_{t}
$$

where $\langle X, Y\rangle$ is their "generalized" cross-variation process defined by

$$
d\langle X, Y\rangle_{t} \triangleq \sum_{i=1}^{d} B_{t}^{i} \widehat{B}_{t}^{i} d t, 0 \leq t \leq T
$$

Proof. Since

$$
\left[X_{t} Y_{t}\right]_{j k}=\sum_{a=1}^{n}\left[X_{t}\right]_{j a}\left[Y_{t}\right]_{a k}
$$

by Itô Formula

$$
\begin{aligned}
d\left[X_{t} Y_{t}\right]_{j k}= & \sum_{a=1}^{n} d\left(\left[X_{t}\right]_{j a}\left[Y_{t}\right]_{a k}\right)=\sum_{a=1}^{n} d\left[X_{t}\right]_{j a}\left[Y_{t}\right]_{a k}+\left[X_{t}\right]_{j a} d\left[Y_{t}\right]_{a k}+d\left\langle[X]_{j a},[Y]_{a k}\right\rangle_{t} \\
= & \sum_{a=1}^{n}\left(\left[A_{t}\right]_{j a}\left[Y_{t}\right]_{a k} d t+\sum_{i=1}^{d}\left[B_{t}^{i}\right]_{j a}\left[Y_{t}\right]_{a k} d W_{t}^{i}\right. \\
& \left.\quad+\left[X_{t}\right]_{j a}\left[\widehat{A}_{t}\right]_{a k} d t+\sum_{i=1}^{d}\left[X_{t}\right]_{j a}\left[\widehat{B}_{t}^{i}\right]_{a k} d W_{t}^{i}+\sum_{i=1}^{d}\left[B_{t}^{i}\right]_{j a}\left[\widehat{B}_{t}^{i}\right]_{a k} d t\right) \\
= & \sum_{a=1}^{n}\left(\left[d X_{t}\right]_{j a}\left[Y_{t}\right]_{a k}+\left[X_{t}\right]_{j a}\left[d Y_{t}\right]_{a k}\right)+\sum_{i=1}^{d}\left[B_{t}^{i} \widehat{B}_{t}^{i}\right]_{j k} d t \\
= & {\left[\left(d X_{t}\right) Y_{t}\right]_{j k}+\left[X_{t} d Y_{t}\right]_{j k}+\left[d\langle X, Y\rangle_{t}\right]_{j k} } \\
= & {\left[\left(d X_{t}\right) Y_{t}+X_{t} d Y_{t}+d\langle X, Y\rangle_{t}\right]_{j k}, j=1, \cdots, m, k=1, \cdots, l . }
\end{aligned}
$$

This completes the proof of the General Itô Formula.

## 3. Solvability of Linear FBSDEs

In this chapter, we are going to present some solvability results for linear FBSDE (3). For convenience, we denote hereafter in this chapter that $H=L_{\mathscr{F}_{T}}^{2}\left(\Omega ; \mathbb{R}^{m}\right)$ and $\mathcal{H}=$ $\left[L_{\mathscr{F}}^{2}\left(0, T ; \mathbb{R}^{m}\right)\right]^{d}$ (which are Hilbert spaces to which the final datum $\mathbf{g}$ and the processes $\left(\mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right)$ belong, respectively).

### 3.1. Necessary Conditions

First of all, we let

$$
\left\{\begin{array}{l}
d \Phi_{t}=\mathcal{A} \Phi_{t} d t+\sum_{i=1}^{d} \mathcal{A}_{1}^{i} \Phi_{t} d W_{t}^{i}, t \geq 0  \tag{9}\\
\Phi_{0}=I
\end{array}\right.
$$

where $\mathcal{A}$ and $\mathcal{A}_{1}^{i}, i=1, \cdots, d$ are defined in (6).
Lemma 2. If $\Phi$ is the solution of (9), then, $\Phi^{-1}$ exists and it satisfies the following linear SDE:

$$
\left\{\begin{array}{l}
d \Phi_{t}^{-1}=-\Phi_{t^{-1}}^{-1}\left[\mathcal{A}-\sum_{i=1}^{d}\left(\mathcal{A}_{1}^{i}\right)^{2}\right] d t-\Phi_{t}^{-1} \sum_{i=1}^{d} \mathcal{A}_{1}^{i} d W_{t}^{i}, t \geq 0,  \tag{10}\\
\Phi_{0}^{-1}=I
\end{array}\right.
$$

Proof. Let us check that (10) is the SDE of $\Phi^{-1}$, by the General Itô Formula,

$$
\begin{aligned}
d\left(\Phi_{t} \Phi_{t}^{-1}\right) & =d\left(\Phi_{t}\right) \Phi_{t}^{-1}+\Phi_{t} d\left(\Phi_{t}^{-1}\right)+d\left\langle\Phi, \Phi^{-1}\right\rangle_{t} \\
& =\mathcal{A} d t+\sum_{i=1}^{d} \mathcal{A}_{1}^{i} d W_{t}^{i}-\left[\mathcal{A}-\sum_{i=1}^{d}\left(\mathcal{A}_{1}^{i}\right)^{2}\right] d t-\sum_{i=1}^{d} \mathcal{A}_{1}^{i} d W_{t}^{i}-\sum_{i=1}^{d}\left(\mathcal{A}_{1}^{i}\right)^{2} d t \\
& =O=d I .
\end{aligned}
$$

Due to (9) is the linear SDE and the Existence and Uniqueness Theorem for Stochastic Differential Equations, $\Phi^{-1}$ exists and it satisfies (10).

Moreover, we consider the following General Itô Formula

$$
\begin{aligned}
d\left(\Phi_{t}^{-1}\left[\begin{array}{l}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right]\right)= & d\left(\Phi_{t}^{-1}\right)\left[\begin{array}{l}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right]+\Phi_{t}^{-1} d\left[\begin{array}{l}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right]+d\left\langle\Phi^{-1},\left[\begin{array}{l}
\mathbf{X} \\
\mathbf{Y}
\end{array}\right]\right\rangle_{t} \\
= & -\Phi_{t}^{-1}\left[\mathcal{A}-\sum_{i=1}^{d}\left(\mathcal{A}_{1}^{i}\right)^{2}\right]\left[\begin{array}{l}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right] d t-\Phi_{t}^{-1} \sum_{i=1}^{d} \mathcal{A}_{1}^{i}\left[\begin{array}{l}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right] d W_{t}^{i} \\
& +\Phi_{t}^{-1} \mathcal{A}\left[\begin{array}{l}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right] d t+\Phi_{t}^{-1} \sum_{i=1}^{d}\left(\mathcal{A}_{1}^{i}\left[\begin{array}{l}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right]+\mathcal{C}_{1}^{i} \mathbf{Z}_{t}^{i}\right) d W_{t}^{i} \\
& -\Phi_{t}^{-1} \sum_{i=1}^{d}\left\{\left(\mathcal{A}_{1}^{i}\right)^{2}\left[\begin{array}{c}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right]+\mathcal{A}_{1}^{i} \mathcal{C}_{1}^{i} \mathbf{Z}_{t}^{i}\right\} d t \\
= & -\Phi_{t}^{-1} \sum_{i=1}^{d} \mathcal{A}_{1}^{i} \mathcal{C}_{1}^{i} \mathbf{Z}_{t}^{i} d t+\Phi_{t}^{-1} \sum_{i=1}^{d} \mathcal{C}_{1}^{i} \mathbf{Z}_{t}^{i} d W_{t}^{i}
\end{aligned}
$$

So, $\left(\mathbf{X}, \mathbf{Y}, \mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right) \in \mathcal{M}[0, T]$ is an adapted solution of (3) if and only if the following variation of constant formula holds:

$$
\Phi_{t}^{-1}\left[\begin{array}{l}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{0} \\
\mathbf{y}
\end{array}\right]-\int_{0}^{t} \Phi_{s}^{-1} \sum_{i=1}^{d} \mathcal{A}_{1}^{i} \mathcal{C}_{1}^{i} \mathbf{Z}_{s}^{i} d s+\int_{0}^{t} \Phi_{s}^{-1} \sum_{i=1}^{d} \mathcal{C}_{1}^{i} \mathbf{Z}_{s}^{i} d W_{s}^{i}, 0 \leq t \leq T
$$

or

$$
\left[\begin{array}{l}
\mathbf{X}_{t}  \tag{11}\\
\mathbf{Y}_{t}
\end{array}\right]=\Phi_{t}\left[\begin{array}{l}
\mathbf{0} \\
\mathbf{y}
\end{array}\right]-\Phi_{t} \int_{0}^{t} \Phi_{s}^{-1} \sum_{i=1}^{d} \mathcal{A}_{1}^{i} \mathcal{C}_{1}^{i} \mathbf{Z}_{s}^{i} d s+\Phi_{t} \int_{0}^{t} \Phi_{s}^{-1} \sum_{i=1}^{d} \mathcal{C}_{1}^{i} \mathbf{Z}_{s}^{i} d W_{s}^{i}, 0 \leq t \leq T
$$

for some $\mathbf{y} \in \mathbb{R}^{m}$ with the condition:

$$
\mathbf{g}=\left[\begin{array}{ll}
O & I
\end{array}\right]\left(\Phi_{T}\left[\begin{array}{l}
\mathbf{0}  \tag{12}\\
\mathbf{y}
\end{array}\right]-\Phi_{T} \int_{0}^{T} \Phi_{s}^{-1} \sum_{i=1}^{d} \mathcal{A}_{1}^{i} \mathcal{C}_{1}^{i} \mathbf{Z}_{s}^{i} d s+\Phi_{T} \int_{0}^{T} \Phi_{s}^{-1} \sum_{i=1}^{d} \mathcal{C}_{1}^{i} \mathbf{Z}_{s}^{i} d W_{s}^{i}\right)
$$

Let us introduce an operator $\mathcal{K}: \mathcal{H} \rightarrow H$ as follows:

$$
\mathcal{K}\left(\mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right)=\left[\begin{array}{ll}
O & I \tag{13}
\end{array}\right]\left(-\Phi_{T} \int_{0}^{T} \Phi_{s}^{-1} \sum_{i=1}^{d} \mathcal{A}_{1}^{i} \mathcal{C}_{1}^{i} \mathbf{Z}_{s}^{i} d s+\Phi_{T} \int_{0}^{T} \Phi_{s}^{-1} \sum_{i=1}^{d} \mathcal{C}_{1}^{i} \mathbf{Z}_{s}^{i} d W_{s}^{i}\right) .
$$

Then, for given $\mathbf{g} \in H$, finding an adapted solution to (3) is equivalent to the following: Find $\mathbf{y} \in \mathbb{R}^{m}$ and $\left(\mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right) \in \mathcal{H}$ such that

$$
\mathbf{g}=\left[\begin{array}{ll}
O & I
\end{array}\right] \Phi_{T}\left[\begin{array}{c}
O  \tag{14}\\
I
\end{array}\right] \mathbf{y}+\mathcal{K}\left(\mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right)
$$

and define $(\mathbf{X}, \mathbf{Y})$ by (11). Then $\left(\mathbf{X}, \mathbf{Y}, \mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right) \in \mathcal{M}[0, T]$ is an adapted solution of (3). We now make some findings on $\Phi$ and $\mathcal{K}$. Let us first give the following lemma.

Lemma 3. For any $\mathbf{f} \in L_{\mathscr{F}}\left(0, T ; \mathbb{R}^{n+m}\right)$ and $\mathbf{h} \in L_{\mathscr{F}}^{2}\left(0, T ; \mathbb{R}^{n+m}\right)$, it holds

$$
\left\{\begin{array}{l}
E\left[\Phi_{t}\right]=e^{\mathcal{A} t}  \tag{15}\\
E\left[\Phi_{t} \int_{0}^{t} \Phi_{s}^{-1} \mathbf{f}_{s} d s\right]=\int_{0}^{t} e^{\mathcal{A}(t-s)} E\left[\mathbf{f}_{s}\right] d s \\
E\left[\Phi_{t} \int_{0}^{t} \Phi_{s}^{-1} \mathbf{h}_{s} d W_{s}^{i}\right]=\int_{0}^{t} e^{\mathcal{A}(t-s)} \mathcal{A}_{1}^{i} E\left[\mathbf{h}_{s}\right] d s, i=1, \cdots, d
\end{array} \quad 0 \leq t \leq T\right.
$$

Also, it holds that

$$
\begin{equation*}
E\left[\sup _{0 \leq t \leq T}\left\|\Phi_{t}\right\|^{2 k}\right]+E\left[\sup _{0 \leq t \leq T}\left\|\Phi_{t}^{-1}\right\|^{2 k}\right]<\infty, \forall k \geq 1 \tag{16}
\end{equation*}
$$

Proof. We suppose first that (16) holds. Taking expectation in (9), we obtain

$$
\left\{\begin{array}{l}
d E\left[\Phi_{t}\right]=\mathcal{A} E\left[\Phi_{t}\right] d t, t \in[0, T]  \tag{17}\\
\Phi_{0}=I .
\end{array}\right.
$$

Thus,

$$
E\left[\Phi_{t}\right]=e^{\mathcal{A} t} .
$$

We have proved the first equality in (15). Let us prove the second equality in (15). Set

$$
\begin{equation*}
\xi_{t}=\Phi_{t} \int_{0}^{t} \Phi_{s}^{-1} \mathbf{f}_{s} d s, 0 \leq t \leq T \tag{18}
\end{equation*}
$$

By the General Itô Formula

$$
\begin{aligned}
d \xi_{t} & =\left(d \Phi_{t}\right) \int_{0}^{t} \Phi_{s}^{-1} \mathbf{f}_{s} d s+\mathbf{f}_{t} d t \\
& =\left(\mathcal{A} \xi_{t}+\mathbf{f}_{t}\right) d t+\sum_{i=1}^{d} \mathcal{A}_{1}^{i} \xi_{t} d W_{t}^{i}
\end{aligned}
$$

Then $\xi$ satisfies the following SDE:

$$
\left\{\begin{array}{l}
d \xi_{t}=\left(\mathcal{A} \xi_{t}+\mathbf{f}_{t}\right) d t+\sum_{i=1}^{d} \mathcal{A}_{1}^{i} \xi_{t} d W_{t}^{i}, 0 \leq t \leq T  \tag{19}\\
\xi_{0}=\mathbf{0}
\end{array}\right.
$$

Taking expectation in (19), we obtain

$$
\left\{\begin{array}{l}
d E\left[\xi_{t}\right]=\left(\mathcal{A} E\left[\xi_{t}\right]+E\left[\mathbf{f}_{t}\right]\right) d t, 0 \leq t \leq T  \tag{20}\\
E\left[\xi_{0}\right]=\mathbf{0}
\end{array}\right.
$$

Hence,

$$
\frac{d}{d t} e^{-\mathcal{A} t} E\left[\xi_{t}\right]=-\mathcal{A} e^{-\mathcal{A} t} E\left[\xi_{t}\right]+\mathcal{A} e^{-\mathcal{A} t} E\left[\xi_{t}\right]+e^{-\mathcal{A} t} E\left[\mathbf{f}_{t}\right]=e^{-\mathcal{A} t} E\left[\mathbf{f}_{t}\right]
$$

i.e.

$$
e^{-\mathcal{A} t} E\left[\xi_{t}\right]=\int_{0}^{t} e^{-\mathcal{A} s} E\left[\mathbf{f}_{s}\right] d s
$$

Thus,

$$
\begin{equation*}
E\left[\xi_{t}\right]=\int_{0}^{t} e^{\mathcal{A}(t-s)} E\left[\mathbf{f}_{s}\right] d s, 0 \leq t \leq T \tag{21}
\end{equation*}
$$

proving our claim.

The third one we can set

$$
\begin{equation*}
\zeta_{t}=\Phi_{t} \int_{0}^{t} \Phi_{s}^{-1} \mathbf{h}_{s} d W_{s}^{i}, 0 \leq t \leq T \tag{22}
\end{equation*}
$$

By the General Itô Formula

$$
\begin{aligned}
d \zeta_{t} & =\left(d \Phi_{t}\right) \int_{0}^{t} \Phi_{s}^{-1} \mathbf{h}_{s} d W_{s}^{i}+\mathbf{h}_{t} d W_{t}^{i}+d\left\langle\Phi \int_{\theta} \Phi_{s}^{-1} \mathbf{h}_{s} d W_{s}^{i}\right\rangle_{t} \\
& =\left(\mathcal{A} \zeta_{t}+\mathcal{A}_{1}^{i} \mathbf{h}_{t}\right) d t+\sum_{i=1}^{d} \mathcal{A}_{1}^{i} \zeta_{t} d W_{t}^{i}+\mathbf{h}_{t} d W_{t}^{i} .
\end{aligned}
$$

Then $\zeta$ satisfies the following SDE:

$$
\left\{\begin{array}{l}
d \zeta_{t}=\left(\mathcal{A} \zeta_{t}+\mathcal{A}_{1}^{i} \mathbf{h}_{t}\right) d t+\sum_{i=1}^{d} \mathcal{A}_{1}^{i} \zeta_{t} d W_{t}^{i}+\mathbf{h}_{t} d W_{t}^{i}, t \in[0, T],  \tag{23}\\
\zeta_{0}=\mathbf{0}
\end{array}\right.
$$

Taking expectation in (23), we obtain

$$
\left\{\begin{array}{l}
d E\left[\zeta_{t}\right]=\left(\mathcal{A} E\left[\zeta_{t}\right]+\mathcal{A}_{1}^{i} E\left[\mathbf{h}_{t}\right]\right) d t, 0 \leq t \leq T  \tag{24}\\
E\left[\zeta_{0}\right]=\mathbf{0}
\end{array}\right.
$$

Hence,

$$
\frac{d}{d t} e^{-\mathcal{A} t} E\left[\zeta_{t}\right]=-\mathcal{A} e^{-\mathcal{A} t} E\left[\zeta_{t}\right]+\mathcal{A} e^{-\mathcal{A} t} E\left[\zeta_{t}\right]+e^{-\mathcal{A} t} \mathcal{A}_{1}^{i} E\left[\mathbf{h}_{t}\right]=e^{-\mathcal{A} t} \mathcal{A}_{1}^{i} E\left[\mathbf{h}_{t}\right]
$$

i.e.

$$
e^{-\mathcal{A} t} E\left[\zeta_{t}\right]=\int_{0}^{t} e^{-\mathcal{A} s} \mathcal{A}_{1}^{i} E\left[\mathbf{h}_{s}\right] d s
$$

Thus,

$$
\begin{equation*}
E\left[\zeta_{t}\right]=\int_{0}^{t} e^{\mathcal{A}(t-s)} \mathcal{A}_{1}^{i} E\left[\mathbf{h}_{s}\right] d s, 0 \leq t \leq T \tag{25}
\end{equation*}
$$

proving our claim.

Now we prove (16). For any $\xi_{0} \in \mathbb{R}^{n+m}$, process $\xi_{t}=\Phi_{t} \xi_{0}$ satisfies the following SDE:

$$
\left\{\begin{array}{l}
d \xi_{t}=\mathcal{A} \xi_{t} d t+\sum_{i=1}^{d} \mathcal{A}_{1}^{i} \xi_{t} d W_{t}^{i}, 0 \leq t \leq T  \tag{26}\\
\xi_{0}=\xi_{0}
\end{array}\right.
$$

Then $E\left[\sup _{0 \leq t \leq T}\left|\xi_{t}\right|^{2 k}\right]<\infty$. Since $|a+b|^{k} \leq(2 \max \{|a|,|b|\})^{p} \leq 2^{p}\left(|a|^{p}+|b|^{p}\right) \forall a, b \in$ $\mathbb{R}^{n+m}, p \geq 1$, we see that

$$
\begin{aligned}
E\left[\sup _{0 \leq r \leq t}\left|\xi_{r}\right|^{2 k}\right] & \leq E\left[\sup _{0 \leq r \leq t}\left(\left|\xi_{r}-\xi_{0}\right|+\left|\xi_{0}\right|\right)^{2 k}\right] \leq 2^{2 k}\left(E\left[\sup _{0 \leq r \leq t}\left|\xi_{r}-\xi_{0}\right|^{2 k}\right]+\left|\xi_{0}\right|^{2 k}\right) \\
& \leq 2^{2 k}\left\{E\left[\sup _{0 \leq r \leq t}\left(\left|\xi_{r}-\xi_{0}-\int_{0}^{r} \mathcal{A} \xi_{s} d s\right|+\left|\int_{0}^{r} \mathcal{A} \xi_{s} d s\right|\right)^{2 k}\right]+\left|\xi_{0}\right|^{2 k}\right\} \\
& \leq 2^{2 k}\left\{2^{2 k} E\left[\sup _{0 \leq r \leq t}\left(\left|\xi_{r}-\xi_{0}-\int_{0}^{r} \mathcal{A} \xi_{s} d s\right|^{2 k}+\left|\int_{0}^{r} \mathcal{A} \xi_{s} d s\right|^{2 k}\right)\right]+\left|\xi_{0}\right|^{2 k}\right\}
\end{aligned}
$$

since $\xi_{r}-\xi_{0}-\int_{0}^{r} \mathcal{A} \xi_{s} d s=\sum_{i=1}^{d} \int_{0}^{r} \mathcal{A}_{1}^{i} \xi_{s} d W_{s}^{i}$ is a martingale with respect to $\mathscr{F}_{r}$, by the Burkholder-Davis-Gundy Inequality, $\exists K>0$ (depending only on $k$ ), and Hölder Inequality such that

$$
\begin{aligned}
& E\left[\sup _{0 \leq r \leq t}\left|\xi_{r}-\xi_{0}-\int_{0}^{r} \mathcal{A} \xi_{s} d s\right|^{2 k}\right] \leq K E\left[\left(\sum_{i=1}^{d} \int_{0}^{t}\left|\mathcal{A}_{1}^{i} \xi_{s}\right|^{2} d s\right)^{k}\right] \\
\leq & K E\left[\sum_{i=1}^{d}\left(\int_{0}^{t}\left|\mathcal{A}_{1}^{i} \xi_{s}\right|^{2} d s\right)^{k}\left(\sum_{i=1}^{d} 1\right)^{k-1}\right]=K d^{k-1} \sum_{i=1}^{d} E\left[\left(\int_{0}^{t}\left|\mathcal{A}_{1}^{i} \xi_{s}\right|^{2} d s\right)^{k}\right] \\
\leq & K d^{k-1} \sum_{i=1}^{d} E\left[\int_{0}^{t}\left|\mathcal{A}_{1}^{i} \xi_{s}\right|^{2 k} d s\left(\int_{0}^{t} 1 d s\right)^{k-1}\right]=K(t d)^{k-1} \sum_{i=1}^{d} E\left[\int_{0}^{t}\left|\mathcal{A}_{1}^{i} \xi_{s}\right|^{2 k} d s\right] \\
\leq & K(t d)^{k-1} \sum_{i=1}^{d}\left\|\mathcal{A}_{1}^{i}\right\|^{2 k} E\left[\int_{0}^{t}\left|\xi_{s}\right|^{2 k} d s\right], 0 \leq t \leq T .
\end{aligned}
$$

Using Hölder Inequality again, we obtain

$$
\begin{aligned}
& E\left[\sup _{0 \leq r \leq t}\left|\xi_{r}\right|^{2 k}\right] \leq 2^{2 k}\left\{2^{2 k}\left(K(t d)^{k-1} \sum_{i=1}^{d}\left\|\mathcal{A}_{1}^{i}\right\|^{2 k} E\left[\int_{0}^{t}\left|\xi_{s}\right|^{2 k} d s\right]+E\left[\left.\sup _{0 \leq r \leq t}\left|\int_{0}^{r} \mathcal{A} \xi_{s}\right| s\right|^{2 k}\right]\right)+\left|\xi_{0}\right|^{2 k}\right\} \\
\leq & 2^{2 k}\left\{2^{2 k}\left(K(t d)^{k-1} \sum_{i=1}^{d}\left\|\mathcal{A}_{1}^{i}\right\|^{2 k} E\left[\int_{0}^{t}\left|\xi_{s}\right|^{2 k} d s\right]+E\left[\sup _{0 \leq r \leq t} \int_{0}^{r}\left|\mathcal{A} \xi_{s}\right|^{2 k} d s\left(\int_{0}^{r} 1 d s\right)^{2 k-1}\right]\right)+\left|\xi_{0}\right|^{2 k}\right\} \\
\leq & 2^{2 k}\left\{2^{2 k}\left(K(t d)^{k-1} \sum_{i=1}^{d}\left\|\mathcal{A}_{1}^{i}\right\|^{2 k} E\left[\int_{0}^{t}\left|\xi_{s}\right|^{2 k} d s\right]+E\left[\sup _{0 \leq r \leq t}^{2 k-1} \int_{0}^{r}\left|\mathcal{A} \xi_{s}\right|^{2 k} d s\right]\right)+\left|\xi_{0}\right|^{2 k}\right\} \\
\leq & 2^{2 k}\left\{2^{2 k}\left(K(t d)^{k-1} \sum_{i=1}^{d}\left\|\mathcal{A}_{1}^{i}\right\|^{2 k} E\left[\int_{0}^{t}\left|\xi_{s}\right|^{2 k} d s\right]+t^{2 k-1}\|\mathcal{A}\|^{2 k} E\left[\int_{0}^{t}\left|\xi_{s}\right|^{2 k} d s\right]\right)+\left|\xi_{0}\right|^{2 k}\right\} \\
\leq & 2^{2 k}\left\{2^{2 k}\left(K(T d)^{k-1} \sum_{i=1}^{d}\left\|\mathcal{A}_{1}^{i}\right\|^{2 k}+T^{2 k-1}\|\mathcal{A}\|^{2 k}\right) E\left[\int_{0}^{t} \sup _{0 \leq r \leq s}\left|\xi_{r}\right|^{2 k} d s\right]+\left|\xi_{0}\right|^{2 k}\right\},
\end{aligned}
$$

and by Gronwall Inequality, we can show that

$$
E\left[\sup _{0 \leq r \leq t}\left|\xi_{r}\right|^{2 k}\right] \leq e^{2^{2 k}}\left(K(T d)^{k-1} \sum_{i=1}^{d}\left\|\mid A i_{i}^{i}\right\|^{2 k}+T^{2 k-1}\|A\|^{2 k}\right){ }^{2 k}\left|\xi_{0}\right|^{2 k}
$$

and

$$
\begin{equation*}
E\left[\sup _{0 \leq t \leq T}\left|\xi_{t}\right|^{2 k}\right] \leq e^{2^{4 k}\left(K(T d)^{k-1} \sum_{i=1}^{d}\left\|\mathcal{A}_{1}^{i}\right\|^{2 k}+T^{2 k-1}\|\mathcal{A}\|^{2 k}\right)}{ }^{2 k} 2^{2 k}\left|\xi_{0}\right|^{2 k}, k \geq 1 \tag{27}
\end{equation*}
$$

for some constant $K>0$. Thus, the first term on the left hand side of (16)

$$
\left.E\left[\sup _{0 \leq t \leq T}\left\|\Phi_{t}\right\|^{2 k}\right]=E\left[\sup _{0 \leq t \leq T} \sup _{\xi_{0} \neq 0} \frac{\left|\xi_{t}\right|^{2 k}}{\left|\xi_{0}\right|^{2 k}}\right]=2^{2 k} e^{2^{4 k}\left(K(T d)^{k-1}\right.} \sum_{i=1}^{d}\left\|\mathcal{A}_{1}^{i}\right\|^{2 k}+T^{2 k-1}\|\mathcal{A}\|^{2 k}\right) T
$$

is finite. Similarly, one can prove that the second term is finite as well.
Now, we let $\mathbf{Y}_{T}=\mathcal{K}\left(\mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right)$ and

$$
\left[\begin{array}{c}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right]=-\Phi_{t} \int_{0}^{t} \Phi_{s}^{-1} \sum_{i=1}^{d} \mathcal{A}_{1}^{i} \mathcal{C}_{1}^{i} \mathbf{Z}_{s}^{i} d s+\Phi_{t} \int_{0}^{t} \Phi_{s}^{-1} \sum_{i=1}^{d} \mathcal{C}_{1}^{i} \mathbf{Z}_{s}^{i} d W_{s}^{i}, 0 \leq t \leq T,
$$

then ( $\mathbf{X}, \mathbf{Y}$ ) fulfills the following SDE:

$$
\left\{\begin{array}{l}
d\left[\begin{array}{c}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right]=\mathcal{A}\left[\begin{array}{c}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right] d t+\sum_{i=1}^{d}\left(\mathcal{A}_{1}^{i}\left[\begin{array}{c}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right]+\mathcal{C}_{1}^{i} \mathbf{Z}_{t}^{i}\right) d W_{t}^{i}, \\
\mathbf{X}_{0}=\mathbf{0}, \mathbf{Y}_{0}=\mathbf{0}
\end{array}\right.
$$

From Itô Formula,

$$
\begin{aligned}
d\left(\left|\mathbf{X}_{t}\right|^{2}+\left|\mathbf{Y}_{t}\right|^{2}\right)= & 2\left[\begin{array}{l}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right] \cdot d\left[\begin{array}{l}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right]+d\left\langle\left[\begin{array}{l}
\mathbf{X} \\
\mathbf{Y}
\end{array}\right]\right\rangle_{t} \\
= & \left(2\left[\begin{array}{l}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right] \mathcal{A}\left[\begin{array}{l}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right]+\sum_{i=1}^{d}\left|\mathcal{A}_{1}^{i}\left[\begin{array}{l}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right]+\mathcal{C}_{1}^{i} \mathbf{Z}_{t}^{i}\right|^{2}\right) d t \\
& +2 \sum_{i=1}^{d}\left[\begin{array}{l}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right] \cdot\left(\mathcal{A}_{1}^{i}\left[\begin{array}{l}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right]+\mathcal{C}_{1}^{i} \mathbf{Z}_{t}^{i}\right) d W_{t}^{i}
\end{aligned}
$$

taking expectation in both side,

$$
\begin{aligned}
E\left[\left|\mathbf{X}_{t}\right|^{2}+\left|\mathbf{Y}_{t}\right|^{2}\right] & =E\left[\int_{0}^{t} 2\left[\begin{array}{l}
\mathbf{X}_{s} \\
\mathbf{Y}_{s}
\end{array}\right] \mathcal{A}\left[\begin{array}{c}
\mathbf{X}_{s} \\
\mathbf{Y}_{s}
\end{array}\right]+\sum_{i=1}^{d}\left|\mathcal{A}_{1}^{i}\left[\begin{array}{c}
\mathbf{X}_{s} \\
\mathbf{Y}_{s}
\end{array}\right]+\mathcal{C}_{1}^{i} \mathbf{Z}_{s}^{i}\right|^{2} d s\right] \\
& \leq 2\left(\|\mathcal{A}\|+\sum_{i=1}^{d}\left\|\mathcal{A}_{1}^{i}\right\|^{2}\right) E\left[\int_{0}^{t}\left|\mathbf{X}_{s}\right|^{2}+\left|\mathbf{Y}_{s}\right|^{2} d s\right]+2 \max _{i=1, \cdots, d}\left\|\mathcal{C}_{1}^{i}\right\| \sum_{i=1}^{d} E\left[\int_{0}^{t}\left|\mathbf{Z}_{s}^{i}\right|^{2} d s\right] .
\end{aligned}
$$

By Gronwall Inequality,

$$
E\left[\left|\mathbf{X}_{t}\right|^{2}+\left|\mathbf{Y}_{t}\right|^{2}\right] \leq 2 \max _{i=1, \cdots, d}\left\|\mathcal{C}_{1}^{i}\right\| e^{2 t\left(\|\mathcal{A}\|+\sum_{i=1}^{d}\left\|\mathcal{A}_{1}^{i}\right\|^{2}\right)} \sum_{i=1}^{d} E\left[\int_{0}^{t}\left|\mathbf{Z}_{s}^{i}\right|^{2} d s\right]
$$

hence

$$
\left.E\left[\left|\mathcal{K}\left(\mathbf{Z}_{1}, \cdots, \mathbf{Z}_{d}\right)\right|^{2}\right]=E\left[\left|\mathbf{Y}_{T}\right|^{2}\right] \leq 2 \max _{i=1, \cdots, d}\left\|\mathcal{C}_{1}^{i}\right\| e^{2 T\left(\|\mathcal{A}\| \mid+\sum_{i=1}^{d}\left\|\mathcal{A}_{1}^{i}\right\|^{2}\right.}\right) \sum_{i=1}^{d} E\left[\int_{0}^{T}\left|\mathbf{Z}_{s}^{i}\right|^{2} d s\right],
$$

so $\mathcal{K}: \mathcal{H} \rightarrow H$ is a bounded linear operator." Now, if (3) admits an adapted solution, by taking expectation in (12) and using (15), we obtain

$$
\begin{align*}
E[\mathbf{g}] & =\left[\begin{array}{ll}
O & I
\end{array}\right]\left\{e^{\mathcal{A} T}\left[\begin{array}{c}
O \\
I
\end{array}\right] \mathbf{y}-\sum_{i=1}^{d} \int_{0}^{T} e^{\mathcal{A}(T-s)} \mathcal{A}_{1}^{i} \mathcal{C}_{1}^{i} E\left[\mathbf{Z}_{s}^{i}\right] d s+\sum_{i=1}^{d} \int_{0}^{T} e^{\mathcal{A}(T-s)} \mathcal{A}_{1}^{i} \mathcal{C}_{1}^{i} E\left[\mathbf{Z}_{s}^{i}\right] d s\right\} \\
& =\left[\begin{array}{ll}
O & I
\end{array}\right] e^{\mathcal{A} T}\left[\begin{array}{c}
O \\
I
\end{array}\right] \mathbf{y} \tag{28}
\end{align*}
$$

for some $\mathbf{y} \in \mathbb{R}^{m}$. This leads to the following necessary condition for the solvability of (3).

Theorem 1. Suppose (3) is solvable $\forall \mathbf{g} \in H$. Then

$$
\operatorname{det}\left(\left[\begin{array}{ll}
O & I
\end{array}\right] e^{\mathcal{A} T}\left[\begin{array}{c}
O  \tag{29}\\
I
\end{array}\right]\right) \neq 0
$$

Proof. Since $R(E)=\mathbb{R}^{m}$ and $\exists y \in \mathbb{R}^{m}$ such that (28) holds. So we can easily get $R\left(\left[\begin{array}{ll}O & I\end{array}\right] e^{\mathcal{A} T}\left[\begin{array}{c}O \\ I\end{array}\right]\right)=\mathbb{R}^{m}$. Then (29) holds.

Let us now present another necessary condition for the solvability of (3).

Theorem 2. Suppose (3) is solvable $\forall \mathbf{g} \in H$. Then,

$$
\operatorname{det}\left(\left[\begin{array}{ll}
O & I \tag{30}
\end{array}\right] e^{\mathcal{A} t} \mathcal{C}_{1}^{i}\right)>0, \forall t \in[0, T], i=1, \cdots, d
$$

Consequently, if

$$
\widehat{T}=\min _{i=1, \cdots, d} \inf \left\{T>0: \operatorname{det}\left(\left[\begin{array}{ll}
O & I \tag{31}
\end{array}\right] e^{\mathcal{A} T} \mathcal{C}_{1}^{i}\right)=0\right\}<\infty
$$

then, for any $T>\widehat{T}, \exists \mathbf{g} \in H$, such that (3) is not solvable.
Proof. Suppose $\exists s_{0} \in[0, T)$ and some $j \in\{1, \cdots, d\}$, such that

$$
\begin{equation*}
\operatorname{det}\left([O \quad I] e^{\mathcal{A}\left(T-s_{0}\right)} \mathcal{C}_{1}^{j}\right)=0 \tag{32}
\end{equation*}
$$

Note that $s_{0}<T$ has to be true. Then $\exists \eta \in \mathbb{R}^{m},|\eta|=1$, such that

$$
\eta^{T}\left[\begin{array}{lll}
O & I \tag{33}
\end{array}\right] e^{\mathcal{A}\left(T-s_{0}\right)} \mathcal{C}_{1}^{j}=\mathbf{0}^{T}
$$

We are going to prove that $\forall \epsilon>0$ with $s_{0}+\epsilon<T, \exists \mathbf{g} \in L_{\mathscr{F}_{s_{0}+\epsilon}}^{2}\left(\Omega ; \mathbb{R}^{m}\right) \subset H$, such that (3) has no adapted solutions. To this end, we let $\beta:[0, T] \rightarrow \mathbb{R}$ be a Lebesgue measurable function such that

$$
\left\{\begin{array}{l}
\beta(s)= \pm 1, \forall s \in\left[0, s_{0}+\epsilon\right] ; \beta(s)=0, \forall s \in\left(s_{0}+\epsilon, T\right]  \tag{34}\\
m\left(\left\{s \in\left[s_{0}, s_{k}\right]: \beta(s)=1\right\}\right)=\frac{s_{k}-s_{0}}{2} \\
m\left(\left\{s \in\left[s_{0}, s_{k}\right]: \beta(s)=-1\right\}\right)=\frac{s_{k}-s_{0}}{2}, k \in \mathbb{N}
\end{array}\right.
$$

where $m$ means Lebesgue measure, for some sequence $s_{k} \searrow s_{0}$ and $s_{k} \leq s_{0}+\epsilon$. Next, we define

$$
\begin{equation*}
\zeta_{t}=\sum_{i=1}^{d} \int_{0}^{t} \beta(s) d W_{s}^{i}, 0 \leq t \leq T \tag{35}
\end{equation*}
$$

and take $\mathbf{g}=\zeta_{T} \eta \in L_{\mathscr{F}_{s_{0}+\epsilon}}^{2}\left(\Omega ; \mathbb{R}^{m}\right) \subset H$. Suppose (3) admits an adapted solution $\left(\mathbf{X}, \mathbf{Y}, \mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right) \in \mathcal{M}[0, T]$ for this $\mathbf{g}$. Then $\exists \mathbf{y} \in \mathbb{R}^{m}$, by (7) and the General It $\hat{o}$

Formula

$$
\begin{aligned}
d\left(e^{-\mathcal{A} t}\left[\begin{array}{c}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right]\right) & =-\mathcal{A} e^{-\mathcal{A} t}\left[\begin{array}{l}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right] d t+e^{-\mathcal{A} t} d\left[\begin{array}{c}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right] \\
& =-\mathcal{A} e^{-\mathcal{A} t}\left[\begin{array}{l}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right] d t+e^{-\mathcal{A} t}\left\{\mathcal{A}\left[\begin{array}{l}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right] d t+\sum_{i=1}^{d}\left(\mathcal{A}_{1}^{i}\left[\begin{array}{l}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right]+\mathcal{C}_{1}^{i} \mathbf{Z}_{t}^{i}\right) d W_{t}^{i}\right\} \\
& =e^{-\mathcal{A} t} \sum_{i=1}^{d}\left(\mathcal{A}_{1}^{i}\left[\begin{array}{l}
\mathbf{X}_{t} \\
\mathbf{Y}_{t}
\end{array}\right]+\mathcal{C}_{1}^{i} \mathbf{Z}_{t}^{i}\right) d W_{t}^{i}
\end{aligned}
$$

with integral form

$$
e^{-\mathcal{A} T}\left[\begin{array}{l}
\mathbf{X}_{T} \\
\zeta_{T} \eta
\end{array}\right]=\left[\begin{array}{l}
\mathbf{0} \\
\mathbf{y}
\end{array}\right]+\sum_{i=1}^{d} \int_{0}^{T} e^{-\mathcal{A} s}\left(\mathcal{A}_{1}^{i}\left[\begin{array}{l}
\mathbf{X}_{s} \\
\mathbf{Y}_{s}
\end{array}\right]+\mathcal{C}_{1}^{i} \mathbf{Z}_{s}^{i}\right) d W_{s}^{i}
$$

we have
$\zeta_{T} \eta=\left[\begin{array}{ll}O & I\end{array}\right]\left[\begin{array}{c}\mathbf{X}_{T} \\ \zeta_{T} \eta\end{array}\right]=\left[\begin{array}{ll}O & I\end{array}\right]\left\{e^{\mathcal{A} T}\left[\begin{array}{l}\mathbf{0} \\ \mathbf{y}\end{array}\right]+\sum_{i=1}^{d} \int_{0}^{T} e^{\mathcal{A}(T-s)}\left(\mathcal{A}_{1}^{i}\left[\begin{array}{l}\mathbf{X}_{s} \\ \mathbf{Y}_{s}\end{array}\right]+\mathcal{C}_{1}^{i} \mathbf{Z}_{s}^{i}\right) d W_{s}^{i}\right\}$,
Multiplying $\eta^{T}$ from left to (36) gives the following:

$$
\begin{equation*}
\zeta_{T}=\alpha+\sum_{i=1}^{d} \int_{0}^{T} \gamma_{s}^{i}+\psi^{i}(s) \cdot \mathbf{Z}_{s}^{i} d W_{s}^{i} \tag{37}
\end{equation*}
$$

where

Let us denote

$$
\begin{equation*}
\theta_{t}=\alpha+\sum_{i=1}^{d} \int_{0}^{t} \gamma_{s}^{i}+\psi^{i}(s) \cdot \mathbf{Z}_{s}^{i} d W_{s}^{i}, 0 \leq t \leq T . \tag{39}
\end{equation*}
$$

Then, it follows that

$$
\left\{\begin{array}{l}
d\left(\theta_{t}-\zeta_{t}\right)=\sum_{i=1}^{d} \gamma_{t}^{i}+\psi^{i}(t) \cdot \mathbf{Z}_{t}^{i}-\beta(t) d W_{t}^{i}, 0 \leq t \leq T  \tag{40}\\
\theta_{T}-\zeta_{T}=0
\end{array}\right.
$$

By Itô Formula,

$$
\begin{aligned}
d\left(\theta_{t}-\zeta_{t}\right)^{2} & =2\left(\theta_{t}-\zeta_{t}\right) d\left(\theta_{t}-\zeta_{t}\right)+d\langle\theta-\zeta\rangle_{t} \\
& =2\left(\theta_{t}-\zeta_{t}\right) \sum_{i=1}^{d} \gamma_{t}^{i}+\psi^{i}(t) \cdot \mathbf{Z}_{t}^{i}-\beta(t) d W_{t}^{i}+\sum_{i=1}^{d}\left[\gamma_{t}^{i}+\psi^{i}(t) \cdot \mathbf{Z}_{t}^{i}-\beta(t)\right]^{2} d t
\end{aligned}
$$

we have

$$
\begin{equation*}
0=E\left[\left(\theta_{t}-\zeta_{t}\right)^{2}\right]+\sum_{i=1}^{d} E\left[\int_{t}^{T}\left[\gamma_{s}^{i}+\psi^{i}(s) \cdot \mathbf{Z}_{s}^{i}-\beta(s)\right]^{2} d s\right], 0 \leq t \leq T \tag{41}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\beta(s)-\gamma_{s}^{i}=\psi^{i}(s) \cdot \mathbf{Z}_{s}^{i} \text {, a.e. } s \in[0, T] \text {, a.s. } \forall i=1, \cdots, d, \tag{42}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\int_{s_{0}}^{s_{k}} E\left[\left[\beta(s)-\gamma_{s}^{j}\right]^{2}\right] d s=\int_{s_{0}}^{s_{k}} E\left[\left[\psi^{j}(s) \cdot \mathbf{Z}_{s}^{j}\right]^{2}\right] d s, \forall k \in \mathbb{N} \tag{43}
\end{equation*}
$$

Now, we observe and use Cauchy-Schwarz Inequality that (note $\gamma^{j} \in L_{\mathscr{F}}^{2}(\Omega ; C([0, T]))$ and (34))

$$
\begin{align*}
& \int_{s_{0}}^{s_{k}} E\left[\left[\beta(s)-\gamma_{s}^{j}\right]^{2}\right] d s=\int_{s_{0}}^{s_{k}} E\left[\left[\beta(s)-\gamma_{s}^{j}\right]^{2}\right]+E\left[\left(\gamma_{s}^{j}-\gamma_{s_{0}}^{j}\right)^{2}\right]-E\left[\left(\gamma_{s}^{j}-\gamma_{s_{0}}^{j}\right)^{2}\right] d s \\
\geq & \frac{1}{2} \int_{s_{0}}^{s_{k}} E\left[\left[\beta(s)-\gamma_{s_{0}}^{j}\right]^{2}\right] d s-\int_{s_{0}}^{s_{k}} E\left[\left(\gamma_{s}^{j}-\gamma_{s_{0}}^{j}\right)^{2}\right] d s \\
\geq & \frac{s_{k}-s_{0}}{4} E\left[\left(1-\gamma_{s_{0}}^{j}\right)^{2}+\left(1+\gamma_{s_{0}}^{j}\right)^{2}\right]-o\left(s_{k}-s_{0}\right), k \in \mathbb{N} . \tag{44}
\end{align*}
$$

(Since $\left\{\int_{s_{0}}^{t}\left(\gamma_{s}^{j}-\gamma_{s_{0}}^{j}\right)^{2} d s\right\}_{t \geq s_{0}}$ is a submartingale with respect to $\left\{\mathscr{F}_{t}\right\}_{t \geq 0}$ and $\left\{\int_{s_{0}}^{t}\left(\gamma_{s}^{j}-\right.\right.$ $\left.\left.\gamma_{s_{0}}^{j}\right)^{2} d s\right\}_{t \geq s_{0}}$ is a continuous process. By the Theorem 3.13 in Karatzas \& Shreve (1998), $\left\{E\left[\int_{s_{0}}^{t}\left(\gamma_{s}^{j}-\gamma_{s_{0}}^{j}\right)^{2} d s\right]\right\}_{t \geq s_{0}}$ is continuous in $t \in\left[s_{0}, s_{k}\right]$. By the Mean Value Theorem for Integrals, $\exists c \in\left(s_{0}, s_{k}\right)$ such that $\frac{1}{s_{k}-s_{0}} \int_{s_{0}}^{s_{k}} E\left[\left(\gamma_{s}^{j}-\gamma_{s_{0}}^{j}\right)^{2}\right] d s=E\left[\left(\gamma_{c}^{j}-\gamma_{s_{0}}^{j}\right)^{2}\right] \rightarrow 0$ as $s_{k} \searrow s_{0}$.) On the other hand, since $\psi^{j}$ is analytic with $\psi^{j}\left(s_{0}\right)=0$, we must have

$$
\begin{equation*}
\psi^{j}(s)=\left(s-s_{0}\right) \widetilde{\psi}(s), 0 \leq s \leq T \tag{45}
\end{equation*}
$$

for some $\tilde{\psi}$ which is analytic and hence bounded on $[0, T]$. Hence, we assume that $|\widetilde{\psi}(s)| \leq$ $K, \forall s \in[0, T]$. Consequently,

$$
\begin{align*}
\int_{s_{0}}^{s_{k}} E\left[\left[\psi^{j}(s) \cdot \mathbf{Z}_{s}^{j}\right]^{2}\right] d s & =\left(s_{k}-s_{0}\right)^{2} \int_{s_{0}}^{s_{k}} E\left[\left[\widetilde{\psi}(s) \cdot \mathbf{Z}_{s}^{j}\right]^{2}\right] d s \\
& \leq K^{2}\left(s_{k}-s_{0}\right)^{2} \int_{s_{0}}^{s_{k}} E\left[\left|\mathbf{Z}_{s}^{j}\right|^{2}\right] d s \tag{46}
\end{align*}
$$

Hence, (43)-(44) and (46) imply

$$
\begin{align*}
& \frac{s_{k}-s_{0}}{4} E\left[\left(1-\gamma_{s_{0}}^{j}\right)^{2}+\left(1+\gamma_{s_{0}}^{j}\right)^{2}\right]-o\left(s_{k}-s_{0}\right) \\
\leq & K^{2}\left(s_{k}-s_{0}\right)^{2} \int_{s_{0}}^{s_{k}} E\left[\left|\mathbf{Z}_{s}^{j}\right|^{2}\right] d s, \forall k \in \mathbb{N} . \tag{47}
\end{align*}
$$

Divide $s_{k}-s_{0}$ and let $s_{k} \searrow s_{0}$, we get

$$
\frac{1}{4} E\left[\left(1-\gamma_{s_{0}}^{j}\right)^{2}+\left(1+\gamma_{s_{0}}^{j}\right)^{2}\right] \leq 0
$$

This is impossible. Finally, noting the fact that $\operatorname{det}\left(\left[\begin{array}{ll}O & I\end{array}\right] \mathcal{C}_{1}^{i}\right)=\operatorname{det}(I)=1, \forall i=$ $1, \cdots, d$, and $[O \quad I] e^{\mathcal{A} t} \mathcal{C}_{1}^{i}$ is analytic $\forall i=1, \cdots, d$. We obtain (30). The final assertion is clear.

It is not clear if the drift coefficient also contains some $\mathbf{Z}^{i}$ terms since the assumption with no $\mathbf{Z}^{i}$ terms is crucial in the proof.

### 3.2. Criteria for Solvability

We will use Gronwall Inequality many times, but we now introduce the special case.

Proposition 1 (Gronwall Inquality). Let $v(t):[0, T] \rightarrow \mathbb{R}$ such that

$$
v(t) \leq C+A \int_{t}^{T} v(s) d s \text { for } 0 \leq t \leq T
$$

for some constants $C$ and $A \geq 0$. Prove that

$$
\begin{equation*}
v(t) \leq C e^{A(T-t)} \text { for } 0 \leq t \leq T \tag{48}
\end{equation*}
$$

Proof. If $A=0$, the result is clear. We may assume $A>0$. Define $w(t)=\int_{t}^{T} v(s) d s$. Then $-w^{\prime}(t) \leq C+A w(t)$. Consider $f(t)=-w(t) e^{A t}$,

$$
f^{\prime}(t)=-w^{\prime}(t) e^{A t}-A w(t) e^{A t}=\left[-w^{\prime}(t)-A w(t)\right] e^{A t} \leq C e^{A t},
$$

so

$$
-w(T) e^{A T}+w(t) e^{A t}=w(t) e^{A t} \leq C \int_{t}^{T} e^{A s} d s=\frac{C}{A}\left(e^{A T}-e^{A t}\right)
$$

Deduce that

$$
\begin{equation*}
w(t) \leq \frac{C}{A}\left[e^{A(T-t)}-1\right] \tag{49}
\end{equation*}
$$

Use (49) to deduce

$$
v(t) \leq C+A w(t) \leq C e^{A(T-t)}
$$

Let us now present some results on the operator $\mathcal{K}$ (see (13) for definition) which will lead to some sufficient conditions for solvability of linear FBSDEs.

Lemma 4. Let $\widehat{A}=O$. Then the range $R(\mathcal{K})$ of $\mathcal{K}$ is closed in $H$.
Proof. Let us denote $H_{0}=L_{\mathscr{F}_{T}}^{2}\left(\Omega ; \mathbb{R}^{n}\right)$ and $\widehat{H}=H_{0} \times H \equiv L_{\mathscr{F}_{T}}^{2}\left(\Omega ; \mathbb{R}^{n+m}\right)$. Define $\widehat{\mathcal{K}}\left(\mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right)=-\Phi_{T} \int_{0}^{T} \Phi_{s}^{-1} \sum_{i=1}^{d} \mathcal{A}_{1}^{i} \mathcal{C}_{1}^{i} \mathbf{Z}_{s}^{i} d s+\Phi_{T} \int_{0}^{T} \Phi_{s}^{-1} \sum_{i=1}^{d} \mathcal{C}_{1}^{i} \mathbf{Z}_{s}^{i} d W_{s}^{i},\left(\mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right) \in \mathcal{H}$.

Then, $\widehat{\mathcal{K}}$ is a bounded linear operator and $\mathcal{K}=\left[\begin{array}{ll}O & I\end{array}\right] \widehat{\mathcal{K}}$. We claim that the range $R(\widehat{\mathcal{K}})$ of $\widehat{\mathcal{K}}$ is closed in $\widehat{H}$. To show this, let us take any convergence sequence

$$
\left[\begin{array}{c}
\mathbf{X}_{T}^{(k)}  \tag{51}\\
\mathbf{Y}_{T}^{(k)}
\end{array}\right] \equiv \widehat{\mathcal{K}}\left(\mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right)_{k} \rightarrow \zeta, \text { in } \widehat{H},
$$

let

$$
\left[\begin{array}{c}
\mathbf{X}_{t}^{(k)} \\
\mathbf{Y}_{t}^{(k)}
\end{array}\right]=-\Phi_{t} \int_{0}^{t} \Phi_{s}^{-1} \sum_{i=1}^{d} \mathcal{A}_{1}^{i} \mathcal{C}_{1}^{i} \mathbf{Z}_{s, k}^{i} d s+\Phi_{t} \int_{0}^{t} \Phi_{s}^{-1} \sum_{i=1}^{d} \mathcal{C}_{1}^{i} \mathbf{Z}_{s, k}^{i} d W_{s}^{i},\left(\mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right)_{k} \in \mathcal{H}
$$

where $\left(\mathbf{X}^{(k)}, \mathbf{Y}^{(k)}\right)$ is the solution of the following:

$$
\left\{\begin{array}{l}
d\left[\begin{array}{l}
\mathbf{X}_{t}^{(k)} \\
\mathbf{Y}_{t}^{(k)}
\end{array}\right]=\mathcal{A}\left[\begin{array}{c}
\mathbf{X}_{t}^{(k)} \\
\mathbf{Y}_{t}^{(k)}
\end{array}\right] d t+\sum_{i=1}^{d}\left(\mathcal{A}_{1}^{i}\left[\begin{array}{c}
\mathbf{X}_{t}^{(k)} \\
\mathbf{Y}_{t}^{(k)}
\end{array}\right]+\mathcal{C}_{1}^{i} \mathbf{Z}_{t, k}^{i}\right) d W_{t}^{i}  \tag{52}\\
{\left[\begin{array}{l}
\mathbf{X}_{0}^{(k)} \\
\mathbf{Y}_{0}^{(k)}
\end{array}\right]=\mathbf{0}}
\end{array}\right.
$$

Then, by Itô Formula,

$$
\begin{aligned}
d\left(\left|\mathbf{X}_{t}^{(k)}\right|^{2}+\left|\mathbf{Y}_{t}^{(k)}\right|^{2}\right)= & 2\left[\begin{array}{c}
\mathbf{X}_{t}^{(k)} \\
\mathbf{Y}_{t}^{(k)}
\end{array}\right] \cdot d\left[\begin{array}{c}
\mathbf{X}_{t}^{(k)} \\
\mathbf{Y}_{t}^{(k)}
\end{array}\right]+d\left\langle\left[\begin{array}{c}
\mathbf{X}^{(k)} \\
\mathbf{Y}^{(k)}
\end{array}\right]\right\rangle_{t} \\
= & 2\left[\begin{array}{c}
\mathbf{X}_{t}^{(k)} \\
\mathbf{Y}_{t}^{(k)}
\end{array}\right] \cdot\left\{\mathcal{A}\left[\begin{array}{c}
\mathbf{X}_{t}^{(k)} \\
\mathbf{Y}_{t}^{(k)}
\end{array}\right] d t+\sum_{i=1}^{d}\left(\mathcal{A}_{1}^{i}\left[\begin{array}{c}
\mathbf{X}_{t}^{(k)} \\
\mathbf{Y}_{t}^{(k)}
\end{array}\right]+\mathcal{C}_{1}^{i} \mathbf{Z}_{t, k}^{i}\right) d W_{t}^{i}\right\} \\
& +\sum_{i=1}^{d}\left|\mathcal{A}_{1}^{i}\left[\begin{array}{c}
\mathbf{X}_{t}^{(k)} \\
\mathbf{Y}_{t}^{(k)}
\end{array}\right]+\mathcal{C}_{1}^{i} \mathbf{Z}_{t, k}^{i}\right|^{2} d t,
\end{aligned}
$$

we have

$$
\begin{align*}
& E\left[\left|\mathbf{X}_{t}^{(k)}\right|^{2}+\left|\mathbf{Y}_{t}^{(k)}\right|^{2}+\sum_{i=1}^{d} \int_{t}^{T}\left|\mathcal{A}_{1}^{i}\left[\begin{array}{c}
\mathbf{X}_{s}^{(k)} \\
\mathbf{Y}_{s}^{(k)}
\end{array}\right]+\mathcal{C}_{1}^{i} \mathbf{Z}_{s, k}^{i}\right|^{2}\right. \\
= & E\left[\left|\mathbf{X}_{T}^{(k)}\right|^{2}+\left|\mathbf{Y}_{T}^{(k)}\right|^{2}-2 \int_{t}^{T}\left[\begin{array}{c}
\mathbf{X}_{s}^{(k)} \\
\mathbf{Y}_{s}^{(k)}
\end{array}\right] \cdot \mathcal{A}\left[\begin{array}{c}
\mathbf{X}_{s}^{(k)} \\
\mathbf{Y}_{s}^{(k)}
\end{array}\right] d s\right] . \tag{53}
\end{align*}
$$

We note that (recall $\mathcal{C}_{1}^{i}=\left[\begin{array}{c}C_{1}^{i} \\ I\end{array}\right]$ ) and use the Inequality of Arithmetic and Geometric Means to derive $\alpha a^{2}+\frac{1}{\alpha} b^{2} \geq 2|a b| \forall \alpha>0$, we get

$$
\begin{align*}
& \left|\mathcal{A}_{1}^{i}\left[\begin{array}{c}
\mathbf{X}_{t}^{(k)} \\
\mathbf{Y}_{t}^{(k)}
\end{array}\right]+\mathcal{C}_{1}^{i} \mathbf{Z}_{t, k}^{i}\right|^{2} \\
= & {\left[I+\left(C_{1}^{i}\right)^{T} C_{1}^{i}\right] \mathbf{Z}_{t, k}^{i} \cdot \mathbf{Z}_{t, k}^{i}+\left|\mathcal{A}_{1}^{i}\left[\begin{array}{c}
\mathbf{X}_{t}^{(k)} \\
\mathbf{Y}_{t}^{(k)}
\end{array}\right]\right|^{2}+2\left(\mathcal{C}_{1}^{i}\right)^{T} \mathcal{A}_{1}^{i}\left[\begin{array}{c}
\mathbf{X}_{t}^{(k)} \\
\mathbf{Y}_{t}^{(k)}
\end{array}\right] \cdot \mathbf{Z}_{t, k}^{i} } \\
\geq & \left|\mathbf{Z}_{t, k}^{i}\right|^{2}-\left\|A_{1}^{i}\right\|^{2}\left[\left|\mathbf{X}_{t}^{(k)}\right|^{2}+\left|\mathbf{Y}_{t}^{(k)}\right|^{2}\right]-2\left\|C_{1}^{i}\right\|\left\|\left|A_{1}^{i} \|\left|\left[\left|\mathbf{X}_{t}^{(k)}\right|^{2}+\left|\mathbf{Y}_{t}^{(k)}\right|^{2}\right]^{\frac{1}{2}}\right| \mathbf{Z}_{t, k}^{i}\right|\right. \\
\geq & \left|\mathbf{Z}_{t, k}^{i}\right|^{2}-\left\|A_{1}^{i}\right\|^{2}\left[\left|\mathbf{X}_{t}^{(k)}\right|^{2}+\left|\mathbf{Y}_{t}^{(k)}\right|^{2}\right]-2\left\|C_{1}^{i}\right\|^{2}\left\|\left.\left|A_{1}^{i} \|^{2}\left[\left|\mathbf{X}_{t}^{(k)}\right|^{2}+\left|\mathbf{Y}_{t}^{(k)}\right|^{2}\right]-\frac{1}{2}\right| \mathbf{Z}_{t, k}^{i}\right|^{2}\right. \\
\geq & \frac{1}{2}\left|\mathbf{Z}_{t, k}^{i}\right|^{2}-C_{i}\left[\left|\mathbf{X}_{t}^{(k)}\right|^{2}+\left|\mathbf{Y}_{t}^{(k)}\right|^{2}\right], \forall i=1, \cdots, d \tag{54}
\end{align*}
$$

for some constant $C_{i}>0$. Thus, (53) implies

$$
\begin{align*}
& E\left[\left|\mathbf{X}_{t}^{(k)}\right|^{2}+\left|\mathbf{Y}_{t}^{(k)}\right|^{2}+\sum_{i=1}^{d} \int_{t}^{T}\left|\mathbf{Z}_{s, k}^{i}\right|^{2} d s\right] \\
\leq & E\left[\left|\mathbf{X}_{t}^{(k)}\right|^{2}+\left|\mathbf{Y}_{t}^{(k)}\right|^{2}+2 \sum_{i=1}^{d} \int_{t}^{T} C_{i}\left[\left|\mathbf{X}_{s}^{(k)}\right|^{2}+\left|\mathbf{Y}_{s}^{(k)}\right|^{2}\right]+\left.\left|\mathcal{A}_{1}^{i}\left[\begin{array}{c}
\mathbf{X}_{t}^{(k)} \\
\mathbf{Y}_{t}^{(k)}
\end{array}\right]+\mathcal{C}_{1}^{i} \mathbf{Z}_{t, k}^{i}\right|^{2}\right|^{2}\right] \\
\leq & 2 E\left[\left|\mathbf{X}_{T}^{(k)}\right|^{2}+\left|\mathbf{Y}_{T}^{(k)}\right|^{2}-2 \int_{t}^{T}\left[\begin{array}{c}
\mathbf{X}_{s}^{(k)} \\
\mathbf{Y}_{s}^{(k)}
\end{array}\right] \cdot \mathcal{A}\left[\begin{array}{c}
\mathbf{X}_{s}^{(k)} \\
\mathbf{Y}_{s}^{(k)}
\end{array}\right] d s+\sum_{i=1}^{d} C_{i} \int_{t}^{T}\left|\mathbf{X}_{s}^{(k)}\right|^{2}+\left|\mathbf{Y}_{s}^{(k)}\right|^{2} d s\right] \\
\leq & 2\left(1+2\|\mathcal{A}\|+\sum_{i=1}^{d} C_{i}\right) E\left[\left|\mathbf{X}_{T}^{(k)}\right|^{2}+\left|\mathbf{Y}_{T}^{(k)}\right|^{2}+\int_{t}^{T}\left|\mathbf{X}_{s}^{(k)}\right|+\left|\mathbf{Y}_{s}^{(k)}\right|^{2}+\sum_{i=1}^{d} \int_{s}^{T}\left|\mathbf{Z}_{r, k}^{i}\right|^{2} d r d s\right], 0 \leq t \leq T \tag{55}
\end{align*}
$$

Using Gronwall Inequality (Proposition 1), we obtain

$$
\begin{align*}
& E\left[\left|\mathbf{X}_{t}^{(k)}\right|^{2}+\left|\mathbf{Y}_{t}^{(k)}\right|^{2}+\sum_{i=1}^{d} \int_{t}^{T}\left|\mathbf{Z}_{s, k}^{i}\right|^{2} d s\right] \\
\leq & 2\left(1+2\|\mathcal{A}\|+\sum_{i=1}^{d} C_{i}\right) e^{2\left(1+2\|\mathcal{A}\|+\sum_{i=1}^{d} C_{i}\right)(T-t)} E\left[\left|\mathbf{X}_{T}^{(k)}\right|^{2}+\left|\mathbf{Y}_{T}^{(k)}\right|^{2}\right], 0 \leq t \leq T . \tag{56}
\end{align*}
$$

From the convergence (51) and (56), we see that $\left(\mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right)_{k}$ is bounded in $\mathcal{H}$. Since $\mathcal{H}$ is a Hilbert space (hence is a reflexive Banach space), the bounded set is weakly sequentially compact. Thus, we may assume that $\exists\left(\mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right)_{k_{l}} \rightharpoonup\left(\widetilde{\mathbf{Z}}^{1}, \cdots, \widetilde{\mathbf{Z}}^{d}\right)$ in $\mathcal{H}$. Then it is easy to see that $\widehat{K}\left(\widetilde{\mathbf{Z}}^{1}, \cdots, \widetilde{\mathbf{Z}}^{d}\right)=\zeta$, proving the closeness of $R(\widehat{\mathcal{K}})$.

We take any convergence in $R(\mathcal{K})$

$$
\mathbf{Y}_{T}^{(k)} \geq \mathcal{K}\left(\mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right)_{k} \rightarrow \eta \text { in } H
$$

and $\left\{\mathbf{X}_{T}^{(k)}\right\}_{k \in \mathbb{N}}$ is defined by (51). By Lemma 7 in Appendix, $\exists C>0$ with

$$
E\left[\left|\mathbf{X}_{T}^{(k)}-\mathbf{X}_{T}^{(l)}\right|^{2}\right] \leq C E\left[\left|\mathbf{Y}_{T}^{(k)}-\mathbf{Y}_{T}^{(\hat{)}}\right|^{2}\right]
$$

Since $\left\{\mathbf{Y}_{T}^{(k)}\right\}_{k \in \mathbb{N}}$ is a Cauchy sequence in $R(\mathcal{K})$, then $\left\{\left(\mathbf{X}_{T}^{(k)}, \mathbf{Y}_{T}^{(k)}\right)\right\}_{k \in \mathbb{N}}$ is a Cauchy sequence in $R(\widehat{\mathcal{K}})$. Due to the closeness in $R(\widehat{\mathcal{K}}), \exists(\mathbf{X}, \mathbf{Y}) \in R(\widehat{\mathcal{K}})$ with $\left\{\left(\mathbf{X}_{T}^{(k)}, \mathbf{Y}_{T}^{(k)}\right)\right\}_{k \in \mathbb{N}} \rightarrow$ $(\mathbf{X}, \mathbf{Y})$ in $R(\widehat{\mathcal{K}})$. We get the result $\mathbf{Y} \equiv \eta$ a.s. Hence, $R(\mathcal{K})$ is closed.

Remark 1. In Ma $\xi$ Yong (2000), pp. 41. They claim $R(\mathcal{K})$ is closed by following procedures. First we know that $R(\widehat{\mathcal{K}})$ is a Hilbert space with the induced inner product from that of $\widehat{H}$. In this space, we define an orthogonal projection $P_{H}: \widehat{H} \rightarrow \widehat{H}$ by the following:

$$
P_{H}\left[\begin{array}{l}
\xi \\
\eta
\end{array}\right]=\left[\begin{array}{l}
\mathbf{0} \\
\eta
\end{array}\right], \forall\left[\begin{array}{l}
\xi \\
\eta
\end{array}\right] \in \widehat{H} \equiv H_{0} \times H
$$

Then the space

$$
P_{H}(R(\widehat{\mathcal{K}}))=\{\mathbf{0}\} \times R(\mathcal{K})
$$

is closed in $R(\widehat{\mathcal{K}})$ and so in $\widehat{H}$. Hence, $R(\mathcal{K})$ is closed in $H$.

The argument is not correct. We give a counterexample. Let $\widehat{H}$ be an infinitely dimensional separable Hilbert space, and let $\left\{\mathbf{e}_{n}\right\}_{n \in \mathbb{N}}$ be an orthonormal basis. Let $H_{0}=$ $\operatorname{span}\left\{\mathbf{e}_{2 n-1}\right\}_{n \in \mathbb{N}}$ and $H=\operatorname{span}\left\{\mathbf{e}_{2 n}\right\}_{n \in \mathbb{N}}$. It is clear that $\widehat{H}=H_{0} \oplus H$. Let

$$
\mathbf{f}_{n}=\frac{n \mathbf{e}_{2 n-1}+\mathbf{e}_{2 n}}{\sqrt{n^{2}+1}}, n \in \mathbb{N},
$$



$$
\mathbf{y}_{n}=\sum_{m=1}^{n} \frac{\mathbf{e}_{2 m}}{m}, \mathbf{z}_{n}=\sum_{m=1}^{n} \frac{\sqrt{m^{2}+1}}{m} \mathbf{f}_{m}, n \in \mathbb{N},
$$

then $\mathbf{z}_{n} \in V, \forall n \in \mathbb{N}$.

$$
P_{H}\left(\mathbf{z}_{n}\right)=\sum_{m=1}^{n} \frac{\sqrt{m^{2}+1}}{m} \frac{\mathbf{e}_{2 m}}{\sqrt{m^{2}+1}}=\mathbf{y}_{n}
$$

Hence $\mathbf{y}_{n} \in P_{H}(V)$, and

$$
\mathbf{y}_{n} \rightarrow \sum_{n=1}^{\infty} \frac{\mathbf{e}_{2 n}}{n}=\mathbf{y} \in H
$$

but $\mathbf{y}$ does not sit in $P_{H}(V)$.
If $\mathbf{y} \in P_{H}(V), \exists\left\{a_{n}\right\}_{n \in \mathbb{N}}$ with $\sum_{n=1}^{\infty} a_{n}^{2}<\infty$ such that (projection is a continuous mapping)

$$
\mathbf{y}=P_{H}\left(\sum_{n=1}^{\infty} a_{n} \mathbf{f}_{n}\right)=\sum_{n=1}^{\infty} a_{n} P_{H}\left(\mathbf{f}_{n}\right)=\sum_{n=1}^{\infty} \frac{a_{n}}{\sqrt{n^{2}+1}} \mathbf{e}_{2 n} .
$$

Hence,

$$
a_{n}=\frac{\sqrt{n^{2}+1}}{n} \rightarrow 1 \neq 0 \text { as } n \rightarrow \infty .
$$

It is a contradiction.

The following result gives some more information for the operator $\mathcal{K}$.
Lemma 5. Let (30) hold and $\widehat{A}=O$. Then

$$
\begin{array}{r}
R(\mathcal{K})=\left\{\eta \in L_{\mathscr{F}_{T}}^{2}\left(\Omega, \mathbb{R}^{m}\right): E[\eta]=\mathbf{0}\right\} \triangleq N(E), \\
N(\mathcal{K})=\{(\mathbf{0}, \cdots, \mathbf{0})\} . \tag{58}
\end{array}
$$

Proof. First of all, by Lemma 4, we see that $R(\mathcal{K})$ is closed. Also, by (13) and Lemma 3,

$$
\forall \eta \in R(\mathcal{K}), \exists\left(\mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right) \text { such that } \mathcal{K}\left(\mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right)=\eta
$$

and

$$
\begin{aligned}
E[\eta] & =E\left[\mathcal{K}\left(\mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right)\right]=\left[\begin{array}{ll}
O & I
\end{array}\right] E\left[-\Phi_{T} \int_{0}^{T} \Phi_{s}^{-1} \sum_{i=1}^{d} \mathcal{A}_{1}^{i} \mathcal{C}_{1}^{i} \mathbf{Z}_{s}^{i} d s+\Phi_{T} \int_{0}^{T} \Phi_{s}^{-1} \sum_{i=1}^{d} \mathcal{C}_{1}^{i} \mathbf{Z}_{s}^{i} d W_{s}^{i}\right] \\
& =\left[\begin{array}{ll}
O & I
\end{array}\right] \sum_{i=1}^{d}-\int_{0}^{T} e^{\mathcal{A}(T-s)} \mathcal{A}_{1}^{i} \mathcal{C}_{1}^{i} E\left[\mathbf{Z}_{s}^{i}\right] d s+\int_{0}^{T} e^{\mathcal{A}(T-s)} \mathcal{A}_{1}^{i} \mathcal{C}_{1}^{i} E\left[\mathbf{Z}_{s}^{i}\right] d s=\mathbf{0}
\end{aligned}
$$

therefore, $\eta \in N(E)$ and $R(\mathcal{K}) \subset N(E)$. Thus, to show (57), it suffice to show that

$$
\begin{equation*}
N(E) \bigcap R(\mathcal{K})^{\perp}=\{\mathbf{0}\} . \tag{59}
\end{equation*}
$$

If (59) holds, then

$$
H=R(\mathcal{K}) \oplus R(\mathcal{K})^{\perp} \subset N(E) \oplus R(\mathcal{K})^{\perp} \subset H
$$

hence $H=R(\mathcal{K}) \oplus R(\mathcal{K})^{\perp}=N(E) \oplus R(\mathcal{K})^{\perp}$. Therefore, if $\eta \in N(E)$, then $\exists!\mathbf{u} \in$ $R(\mathcal{K}), \mathbf{w} \in R(\mathcal{K})^{\perp}$ such that $\eta=\mathbf{u}+\mathbf{w}$, i.e. $\eta-\mathbf{u}=\mathbf{w} \in N(E) \bigcap R(\mathcal{K})^{\perp}=\{\mathbf{0}\}$, so we get $\eta=\mathbf{u} \in R(\mathcal{K})$ and $N(E)=R(\mathcal{K})$.

We now prove (59). Take $\eta \in N(E) \bigcap R(\mathcal{K})^{\perp}$. Suppose

$$
\begin{equation*}
0=E\left[\eta \cdot \mathcal{K}\left(\mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right)\right], \forall\left(\mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right) \in \mathcal{H} . \tag{60}
\end{equation*}
$$

The above holds $\forall\left(\mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right) \in \mathcal{H}$, let $0<\delta<T$ and take

$$
\mathbf{Z}_{s}^{i}=\left\{\begin{array}{cc}
\left(\mathcal{C}_{1}^{j}\right)^{T} e^{\mathcal{A}^{T}(T-s)}\left[\begin{array}{c}
0 \\
I
\end{array}\right] \zeta_{s}^{j} 1_{[T-\delta, T]}(s), & i=j  \tag{61}\\
\mathbf{0}, & i \neq j
\end{array}\right.
$$

Then $\overline{\mathbf{X}}_{s}=\mathbf{0}, \overline{\mathbf{Y}}_{s}=\mathbf{0}, \forall s \in[0, T-\delta)$. And

$$
\left[\begin{array}{c}
\overline{\mathbf{X}}_{t}  \tag{62}\\
\overline{\mathbf{Y}}_{t}
\end{array}\right]=-\Phi_{t} \int_{0}^{t} \Phi_{s}^{-1} \mathcal{A}_{1}^{j} \mathcal{C}_{1}^{j} \mathbf{Z}_{s}^{j} d s+\Phi_{t} \int_{0}^{t} \Phi_{s}^{-1} \mathcal{C}_{1}^{j} \mathbf{Z}_{s}^{j} d W_{s}^{j}, 0 \leq t \leq T
$$

Then, we have

$$
\left\{\begin{array}{l}
d\left[\begin{array}{l}
\overline{\mathbf{X}}_{t} \\
\overline{\mathbf{Y}}_{t}
\end{array}\right]=\mathcal{A}\left[\begin{array}{l}
\overline{\mathbf{X}}_{t} \\
\overline{\mathbf{Y}}_{t}
\end{array}\right] d t+\left(\mathcal{A}_{1}^{j}\left[\begin{array}{l}
\overline{\mathbf{X}}_{t} \\
\overline{\mathbf{Y}}_{t}
\end{array}\right]+\mathcal{C}_{1}^{j} \mathbf{Z}_{t}^{j}\right) d W_{t}^{j}  \tag{63}\\
{\left[\begin{array}{l}
\overline{\mathbf{X}}_{0} \\
\overline{\mathbf{Y}}_{0}
\end{array}\right]=\mathbf{0}}
\end{array}\right.
$$

By Itô Formula,

$$
\begin{aligned}
d\left(\left|\overline{\mathbf{X}}_{t}\right|^{2}+\left|\overline{\mathbf{Y}}_{t}\right|^{2}\right)= & 2\left[\begin{array}{c}
\overline{\mathbf{X}}_{t} \\
\overline{\mathbf{Y}}_{t}
\end{array}\right] \cdot d\left[\begin{array}{l}
\overline{\mathbf{X}}_{t} \\
\overline{\mathbf{Y}}_{t}
\end{array}\right]+d\left\langle\left[\begin{array}{l}
\overline{\mathbf{X}}_{t} \\
\overline{\mathbf{Y}}_{t}
\end{array}\right]\right\rangle_{t} \\
= & 2\left[\begin{array}{l}
\overline{\mathbf{X}}_{t} \\
\overline{\mathbf{Y}}_{t}
\end{array}\right] \cdot\left\{\mathcal{A}\left[\begin{array}{l}
\overline{\mathbf{X}}_{t} \\
\overline{\mathbf{Y}}_{t}
\end{array}\right] d t+\left(\mathcal{A}_{1}^{j}\left[\begin{array}{c}
\overline{\mathbf{X}}_{t} \\
\overline{\mathbf{Y}}_{t}
\end{array}\right]+\mathcal{C}_{1}^{j} \mathbf{Z}_{t}^{i}\right) d W_{t}^{j}\right\} \\
& +\left|\mathcal{A}_{1}^{j}\left[\begin{array}{l}
\overline{\mathbf{X}}_{t} \\
\overline{\mathbf{Y}}_{t}
\end{array}\right]+\mathcal{C}_{1}^{j} \mathbf{Z}_{t}^{j}\right|^{2} d t,
\end{aligned}
$$

using Cauchy-Schwarz Inequality

$$
\begin{aligned}
E\left[\left|\overline{\mathbf{X}}_{t}\right|^{2}+\left|\overline{\mathbf{Y}}_{t}\right|^{2}\right] & =E\left[\int_{0}^{t} 2\left[\begin{array}{l}
\overline{\mathbf{X}}_{s} \\
\overline{\mathbf{Y}}_{s}
\end{array}\right] \cdot \mathcal{A}\left[\begin{array}{l}
\overline{\mathbf{X}}_{s} \\
\overline{\mathbf{Y}}_{s}
\end{array}\right]+\left|\mathcal{A}_{1}^{j}\left[\begin{array}{l}
\overline{\mathbf{X}}_{s} \\
\overline{\mathbf{Y}}_{s}
\end{array}\right]+\mathcal{C}_{1}^{j} \mathbf{Z}_{s}^{j}\right|^{2} d s\right] \\
& \leq 2\left(\|\mathcal{A}\|+\left\|\mathcal{A}_{1}^{j}\right\|^{2}\right) E\left[\int_{0}^{t}\left|\overline{\mathbf{X}}_{s}\right|^{2}+\left|\overline{\mathbf{Y}}_{s}\right|^{2} d s\right]+2\left\|\mathcal{C}_{1}^{j}\right\|^{2} E\left[\int_{0}^{t}\left|\mathbf{Z}_{s}^{j}\right|^{2} d s\right]
\end{aligned}
$$

and Gronwall Inequality, we obtain

$$
\begin{equation*}
E\left[\left|\overline{\mathbf{X}}_{t}\right|^{2}+\left|\overline{\mathbf{Y}}_{t}\right|^{2}\right] \leq 2\left\|\mathcal{C}_{1}^{j}\right\|^{2} e^{2\left(\|\mathcal{A}\|+\left\|\mathcal{A}_{1}^{j}\right\|^{2}\right) t} E\left[\int_{0}^{t}\left|\mathbf{Z}_{s}^{j}\right|^{2} d s\right], 0 \leq t \leq T \tag{64}
\end{equation*}
$$

By the General Itô Formula again,
$d\left(e^{-\mathcal{A} t}\left[\begin{array}{c}\overline{\mathbf{X}}_{t} \\ \overline{\mathbf{Y}}_{t}\end{array}\right]\right)=-\mathcal{A} e^{-\mathcal{A} t}\left[\begin{array}{c}\overline{\mathbf{X}}_{t} \\ \overline{\mathbf{Y}}_{t}\end{array}\right] d t+e^{-\mathcal{A} t} d\left[\begin{array}{c}\overline{\mathbf{X}}_{t} \\ \overline{\mathbf{Y}}_{t}\end{array}\right]$

$$
\begin{aligned}
& =-\mathcal{A} e^{-\mathcal{A} t}\left[\begin{array}{l}
\overline{\mathbf{X}}_{t} \\
\overline{\mathbf{Y}}_{t}
\end{array}\right] d t+e^{-\mathcal{A} t}\left\{\mathcal{A}\left[\begin{array}{l}
\overline{\mathbf{X}}_{t} \\
\overline{\mathbf{Y}}_{t}
\end{array}\right] d t+\left(\mathcal{A}_{1}^{j}\left[\begin{array}{l}
\overline{\mathbf{X}}_{t} \\
\overline{\mathbf{Y}}_{t}
\end{array}\right]+\mathcal{C}_{1}^{j} \mathbf{Z}_{t}^{j}\right) d W_{t}^{j}\right\} \\
& =e^{-\mathcal{A} t}\left(\mathcal{A}_{1}^{j}\left[\begin{array}{l}
\overline{\mathbf{X}}_{t} \\
\overline{\mathbf{Y}}_{t}
\end{array}\right]+\mathcal{C}_{1}^{j} \mathbf{Z}_{t}^{j}\right) d W_{t}^{j}
\end{aligned}
$$

with integral form

$$
e^{-\mathcal{A} t}\left[\begin{array}{c}
\overline{\mathbf{X}}_{t} \\
\overline{\mathbf{Y}}_{t}
\end{array}\right]=\int_{0}^{t} e^{-\mathcal{A} s}\left(\mathcal{A}_{1}^{j}\left[\begin{array}{c}
\overline{\mathbf{X}}_{t} \\
\overline{\mathbf{Y}}_{t}
\end{array}\right]+\mathcal{C}_{1}^{j} \mathbf{Z}_{s}^{j}\right) d W_{s}^{j}
$$

Also, we have

$$
\left[\begin{array}{c}
\overline{\mathbf{X}}_{t}  \tag{65}\\
\overline{\mathbf{Y}}_{t}
\end{array}\right]=\int_{0}^{t} e^{\mathcal{A}(t-s)}\left(\mathcal{A}_{1}^{j}\left[\begin{array}{l}
\overline{\mathbf{X}}_{s} \\
\overline{\mathbf{Y}}_{s}
\end{array}\right]+\mathcal{C}_{1}^{j} \mathbf{Z}_{s}^{j}\right) d W_{s}^{j}, 0 \leq t \leq T
$$

Since $E[\eta]=\mathbf{0}$ and $\eta \in H$, by the Itô Representation Theorem, $\exists\left(\zeta^{1}, \cdots, \zeta^{d}\right) \in \mathcal{H}$, such that

$$
\begin{equation*}
\eta=\sum_{i=1}^{d} \int_{0}^{T} \zeta_{s}^{i} d W_{s}^{i} \tag{66}
\end{equation*}
$$

Then, from (60) and (65), we have

$$
\begin{align*}
0 & =E\left[\eta \cdot \mathcal{K}\left(\mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right)\right]=E\left[\eta \cdot\left[\begin{array}{ll}
O & I
\end{array}\right]\left[\begin{array}{l}
\overline{\mathbf{X}}_{T} \\
\overline{\mathbf{Y}}_{T}
\end{array}\right]\right] \\
& =E\left[\int_{0}^{T} \zeta_{s}^{j} \cdot\left[\begin{array}{ll}
O & I
\end{array}\right] e^{\mathcal{A}(T-s)}\left(\mathcal{A}_{1}^{j}\left[\begin{array}{c}
\overline{\mathbf{X}}_{s} \\
\overline{\mathbf{Y}}_{s}
\end{array}\right]+\mathcal{C}_{1}^{j} \mathbf{Z}_{s}^{j}\right) d s\right] . \tag{67}
\end{align*}
$$

This yields

$$
\begin{align*}
& E\left[\int_{0}^{T}\left(\mathcal{C}_{1}^{j}\right)^{T} e^{\mathcal{A}^{T}(T-s)}\left[\begin{array}{c}
O \\
I
\end{array}\right] \zeta_{s}^{j} \cdot \mathbf{Z}_{s}^{j} d s\right] \\
= & -E\left[\int_{0}^{T}\left(\mathcal{A}_{1}^{j}\right)^{T} e^{\mathcal{A}^{T}(T-s)}\left[\begin{array}{c}
O \\
I
\end{array}\right] \zeta_{s}^{j} \cdot\left[\begin{array}{c}
\overline{\mathbf{X}}_{s} \\
\overline{\mathbf{Y}}_{s}
\end{array}\right] d s\right] . \tag{68}
\end{align*}
$$

Consequently, (64) and (68) result in (use Tonelli Theorem and Cauchy-Schwarz Inequality)

$$
\begin{align*}
& E\left[\int_{T-\delta}^{T}\left|\left(\mathcal{C}_{1}^{j}\right)^{T} e^{\mathcal{A}^{T}\left(T_{-}-s\right)}\left[\begin{array}{c}
O \\
I
\end{array}\right] \zeta_{s}^{j}\right|^{2} d s\right. \\
\leq & \left\|\mathcal{A}_{1}^{j}\right\| e^{\|\mathcal{A}\| T} E\left[\int_{T-\delta}^{T}\left|\zeta_{s}^{j}\right|\left(\left|\overline{\mathbf{X}}_{s}\right|^{2}+\left|\overline{\mathbf{Y}}_{s}\right|^{2}\right)^{\frac{1}{2}} d s\right] \\
\leq & \sqrt{2}\left\|\mathcal{A}_{1}^{j}\right\|\left\|\left\|\mathcal{C}_{1}^{j}\right\| e^{\left(2\|\mathcal{A}\|+\left\|\mathcal{A}_{1}^{j}\right\|^{2}\right) T} \int_{T-\delta}^{T}\left(E\left[\left|\zeta_{s}^{j}\right|^{2}\right]\right)^{\frac{1}{2}}\left(\int_{T-\delta}^{s} E\left[\left|\mathbf{Z}_{r}^{j}\right|^{2}\right] d r\right)^{\frac{1}{2}} d s\right. \\
\leq & \sqrt{2}\left\|\mathcal{A}_{1}^{j}\right\|\left\|\mathcal{C}_{1}^{j}\right\|^{2} e^{\left(3\|\mathcal{A}\|+\left\|\mathcal{A}_{1}^{j}\right\|^{2}\right) T} \int_{T-\delta}^{T}\left(E\left[\left|\zeta_{s}^{j}\right|^{2}\right]\right)^{\frac{1}{2}}\left(\int_{T-\delta}^{s} E\left[\left|\zeta_{r}^{j}\right|^{2}\right] d r\right)^{\frac{1}{2}} d s \tag{69}
\end{align*}
$$

By (30), we obtain

$$
\begin{align*}
& \int_{T-\delta}^{T} E\left[\left|\zeta_{s}^{j}\right|^{2}\right] d s \leq K \int_{T-\delta}^{T} E\left[\left|\mathcal{C}_{1}^{T} e^{\mathcal{A}^{T}(T-s)}\left[\begin{array}{c}
O \\
I
\end{array}\right] \zeta_{s}^{j}\right|^{2}\right] d s \\
\leq & \sqrt{2}\left\|\mathcal{A}_{1}^{j}\right\|\left\|\mathcal{C}_{1}^{j}\right\|^{2} e^{\left(3\|\mathcal{A}\|+\left\|\mathcal{A}_{1}^{j}\right\|^{2}\right) T} K \int_{T-\delta}^{T}\left(E\left[\left|\zeta_{s}^{j}\right|^{2}\right]\right)^{\frac{1}{2}}\left(\int_{T-\delta}^{s} E\left[\left|\zeta_{r}^{j}\right|^{2}\right] d r\right)^{\frac{1}{2}} d s \\
\leq & \frac{1}{2} \int_{T-\delta}^{T} E\left[\left|\zeta_{s}^{j}\right|^{2}\right] d s+\left\|\mathcal{A}_{1}^{j}\right\|^{2}\left\|\mathcal{C}_{1}^{j}\right\|^{4} e^{2\left(3\|\mathcal{A}\|+\left\|\mathcal{A}_{1}^{j}\right\|^{2}\right) T} K^{2} \int_{T-\delta}^{T} \int_{T-\delta}^{s} E\left[\left|\zeta_{r}^{j}\right|^{2}\right] d r d s \tag{70}
\end{align*}
$$

Thus, it follows that

$$
\begin{equation*}
\int_{T-\delta}^{T} E\left[\left|\zeta_{s}^{j}\right|^{2}\right] d s \leq 2\left\|\mathcal{A}_{1}^{j}\right\|^{2}\left\|\mathcal{C}_{1}^{j}\right\|^{4} e^{2\left(3\|\mathcal{A}\|+\left\|\mathcal{A}_{1}^{j}\right\|^{2}\right) T} K^{2} \delta \int_{T-\delta}^{T} E\left[\left|\zeta_{s}^{j}\right|^{2}\right] d s \tag{71}
\end{equation*}
$$

with $K>0$ being an absolute constant (independent of $\delta$ ). Therefore, for $\delta>0$ small, we must have

$$
\begin{equation*}
\zeta_{s}^{j}=\mathbf{0}, \text { a.e. } s \in[T-\delta, T], \text { a.s. } \tag{72}
\end{equation*}
$$

This together with (68) implies that

$$
\begin{align*}
& E\left[\int_{0}^{T-\delta}\left(\mathcal{C}_{1}^{j}\right)^{T} e^{\mathcal{A}^{T}(T-s)}\left[\begin{array}{c}
O \\
I
\end{array}\right] \zeta_{s}^{j} \cdot \mathbf{Z}_{s}^{j} d s\right] \\
= & -E\left[\int_{0}^{T-\delta}\left(\mathcal{A}_{1}^{j}\right)^{T} e^{\mathcal{A}^{T}(T-s)}\left[\begin{array}{c}
O \\
I
\end{array}\right] \zeta_{s}^{j} \cdot\left[\begin{array}{c}
\overline{\mathbf{X}}_{s} \\
\overline{\mathbf{Y}}_{s}
\end{array}\right] d s\right] . \tag{73}
\end{align*}
$$

Then, thanks to (30), we can continue the above procedure to conclude that (72) holds over $[0, T] \forall j=1, \cdots, d$.

If the above argument is not true, $\exists j=1, \cdots, d, s_{0}^{j} \in(0, T)$ such that $\zeta_{s}^{j}=\mathbf{0}$, a.e. $s \in\left[s_{0}^{j}, T\right]$, a.e., and $\forall \epsilon_{j} \in\left(0, s_{0}^{j}\right), \exists A_{\epsilon_{j}} \subset\left[s_{0}^{j}=\epsilon, s_{0}^{j}\right)$ with $m\left(A_{\epsilon_{j}}\right)>0$ such that

$$
\zeta_{s}^{j} \neq 0, \forall s \in A_{\epsilon_{j}} \text { a.s., }
$$

but from above similar procedure, we can find some $\delta_{j}>0$ such that

$$
\zeta_{s}^{j}=\mathbf{0}, \text { a.e. } s \in\left[s_{0}^{j}-\delta_{j}, s_{0}^{j}\right], \text { a.s. }
$$

it is a contradiction, and hence it follows from (66) that $\eta \equiv \mathbf{0}$ a.s. This proves (59).

We now prove (58). Suppose $\mathcal{K}\left(\mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right)=\mathbf{0}$. Again, we let $(\overline{\mathbf{X}}, \overline{\mathbf{Y}})$ be defined by

$$
\left[\begin{array}{c}
\overline{\mathbf{X}}_{t} \\
\overline{\mathbf{Y}}_{t}
\end{array}\right]=-\Phi_{t} \int_{0}^{t} \Phi_{s}^{-1} \sum_{i=1}^{d} \mathcal{A}_{1}^{i} \mathcal{C}_{1}^{i} \mathbf{Z}_{s}^{i} d s+\Phi_{t} \int_{0}^{t} \Phi_{s}^{-1} \sum_{i=1}^{d} \mathcal{C}_{1}^{i} \mathbf{Z}_{s}^{i} d W_{s}^{i}, 0 \leq t \leq T
$$

Like (65), we have

$$
\left[\begin{array}{c}
\overline{\mathbf{X}}_{t} \\
\overline{\mathbf{Y}}_{t}
\end{array}\right]=\int_{0}^{t} e^{\mathcal{A}(t-s)} \sum_{i=1}^{d}\left(\mathcal{A}_{1}^{i}\left[\begin{array}{c}
\overline{\mathbf{X}}_{s} \\
\overline{\mathbf{Y}}_{s}
\end{array}\right]+\mathcal{C}_{1}^{i} \mathbf{Z}_{s}^{i}\right) d W_{s}^{i}, 0 \leq t \leq T
$$

Then, $\forall\left(\zeta^{1}, \cdots, \zeta^{d}\right) \in \mathcal{H}$ and above, we have

$$
\begin{align*}
0 & =E\left[\left\{\sum_{i=1}^{d} \int_{0}^{T} \zeta_{s}^{i} d W_{s}^{i}\right\} \cdot \mathcal{K}\left(\mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right)\right] \\
& =\sum_{i=1}^{d} E\left[\int_{0}^{T} \zeta_{s}^{i} \cdot\left[\begin{array}{ll}
O & I
\end{array}\right] e^{\mathcal{A}(T-s)}\left(\mathcal{A}_{1}^{i}\left[\begin{array}{c}
\overline{\mathbf{X}}_{s} \\
\overline{\mathbf{Y}}_{s}
\end{array}\right]+\mathcal{C}_{1}^{i} \mathbf{Z}_{s}^{i}\right) d s\right] . \tag{74}
\end{align*}
$$

This implies that

$$
\left[\begin{array}{ll}
O & I
\end{array}\right] e^{\mathcal{A}(T-s)}\left(\mathcal{A}_{1}^{i}\left[\begin{array}{c}
\overline{\mathbf{X}}_{s}  \tag{75}\\
\overline{\mathbf{Y}}_{s}
\end{array}\right]+\mathcal{C}_{1}^{i} \mathbf{Z}_{s}^{i}\right)=\mathbf{0} \text {, a.e. } s \in[0, T], \text { a.s., } i=1, \cdots, d
$$

By (30), we easily see that

$$
s \mapsto \mathcal{B}^{i}(s) \triangleq\left\{\left[\begin{array}{ll}
O & I
\end{array}\right] e^{\mathcal{A}(T-s)} \mathcal{C}_{1}^{i}\right\}^{-1}\left[\begin{array}{ll}
O & I
\end{array}\right] e^{\mathcal{A}(T-s)} \mathcal{A}_{1}^{i}, i=1, \cdots, d
$$

is analytic and hence bounded over $[0, T]$. From (75), we obtain

$$
\mathbf{Z}_{s}^{i}=-\mathcal{B}^{i}(s)\left[\begin{array}{c}
\overline{\mathbf{X}}_{s}  \tag{76}\\
\overline{\mathbf{Y}}_{s}
\end{array}\right] \text {, a.e. } s \in[0, T] \text {, a.s. } i=1, \cdots, d
$$

Then $(\overline{\mathbf{X}}, \overline{\mathbf{Y}})$ is the solution of

$$
\left\{\begin{array}{l}
d\left[\begin{array}{l}
\overline{\mathbf{X}}_{t} \\
\overline{\mathbf{Y}}_{t}
\end{array}\right]=\mathcal{A}\left[\begin{array}{c}
\overline{\mathbf{X}}_{t} \\
\overline{\mathbf{Y}}_{t}
\end{array}\right] d t+\sum_{i=1}^{d}\left[\mathcal{A}_{1}^{i}-\mathcal{C}_{1}^{i} \mathcal{B}^{i}(t)\right]\left[\begin{array}{l}
\overline{\mathbf{X}}_{t} \\
\overline{\mathbf{Y}}_{t}
\end{array}\right] d W_{t}  \tag{77}\\
{\left[\begin{array}{l}
\overline{\mathbf{X}}_{0} \\
\overline{\mathbf{Y}}_{0}
\end{array}\right]=\mathbf{0} .}
\end{array}\right.
$$

Hence, we must have $(\overline{\mathbf{X}}, \overline{\mathbf{Y}}) \equiv(\mathbf{0}, \mathbf{0})$ a.s., which yields $\mathbf{Z}^{i} \equiv \mathbf{0}$ a.s., $i=1, \cdots, d$ due to (76). This proves (58).

A consequence of the above is the following.
Theorem 3. Linear FBSDE (3) (with $\widehat{A}=O$ ) is solvable $\forall \mathbf{g} \in H$ if and only if (29) and (30) hold. In this case, the adapted solution to (3) is unique (for any given $\mathbf{g} \in H$ ).

Proof. Theorem 1 and 2 tell us that (29) and (30) are necessary conditions. We now prove the sufficiency. First of all, for any $\mathbf{g} \in H$, we can find $\mathbf{y} \in \mathbb{R}^{m}$, such that (28) holds (by (29)). Then we have

$$
\mathbf{g}-\left[\begin{array}{ll}
O & I
\end{array}\right] \Phi_{T}\left[\begin{array}{l}
O  \tag{78}\\
I
\end{array}\right] \mathbf{y} \in N(E) .
$$

Next, by (57), $\exists\left(\mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right) \in \mathcal{H}$, such that

$$
\mathbf{g}-\left[\begin{array}{ll}
O & I
\end{array}\right] \Phi_{T}\left[\begin{array}{c}
O  \tag{79}\\
I
\end{array}\right] \mathbf{y}=\mathcal{K}\left(\mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right)
$$

For any pair $\left(\mathbf{y}, \mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right) \in \mathbb{R}^{m} \times \mathcal{H}$, we define $(\mathbf{X}, \mathbf{Y})$ by (11). Then one can easily check that $\left(\mathbf{X}, \mathbf{Y}, \mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right) \in \mathcal{M}[0, T]$ is an adapted solution of (3). The uniqueness follows easily from (30) and (58).

The above result gives a complete solution to the solvability of linear FBSDE (3) without any $\mathbf{Z}^{i}$ term in drift coefficient. It is also a problem when we consider the general linear FBSDE case.


## 4. A Riccati Type Equation

First, we consider the following BSDE:

$$
\left\{\begin{array}{l}
d \mathbf{Y}_{t}=\mathbf{h}\left(t, \mathbf{Y}_{t}, \mathbf{Z}_{t}^{1}, \cdots, \mathbf{Z}_{t}^{d}\right) d t+\sum_{i=1}^{d} \mathbf{Z}_{t}^{i} d W_{t}^{i}, 0 \leq t \leq T  \tag{80}\\
\mathbf{Y}_{T}=\xi
\end{array}\right.
$$

where $\xi \in L_{\mathscr{F}_{T}}^{2}\left(\Omega, \mathbb{R}^{m}\right)$ and $\mathbf{h} \in L_{\mathscr{F}}^{2}\left(0, T ; W^{1, \infty}\left(\mathbb{R}^{m} \times\left(\mathbb{R}^{m}\right)^{d} ; \mathbb{R}^{m}\right)\right)$ i.e., $\mathbf{h}:[0, T] \times \mathbb{R}^{m} \times$ $\left(\mathbb{R}^{m}\right)^{d} \times \Omega \rightarrow \mathbb{R}^{m}$, such that $(t, \omega) \mapsto \mathbf{h}\left(t, \mathbf{y}, \mathbf{z}^{1}, \cdots, \mathbf{z}^{d} ; \omega\right)$ is $\left\{\mathscr{F}_{t}\right\}_{t \geq 0}$-progressively measurable $\forall\left(\mathbf{y}, \mathbf{z}^{1}, \cdots, \mathbf{z}^{d}\right) \in \mathbb{R}^{m} \times\left(\mathbb{R}^{m}\right)^{d}$ with $\mathbf{h}(t, \mathbf{0}, \mathbf{0}, \cdots, \mathbf{0} ; \omega) \in L_{\mathscr{F}}^{2}\left(0, T ; \mathbb{R}^{m}\right)$ and $\exists L>0$,

$$
\begin{array}{r}
\left|\mathbf{h}\left(\mathbf{y}, \mathbf{z}^{1}, \cdots, \mathbf{z}^{d}\right)-\mathbf{h}\left(\overline{\mathbf{y}}, \overline{\mathbf{z}}^{1}, \cdots, \overline{\mathbf{z}}^{d}\right)\right| \leq L\left(|\mathbf{y}-\overline{\mathbf{y}}|+\sum_{i=1}^{d}\left|\mathbf{z}^{i}-\overline{\mathbf{z}}^{i}\right|\right), \\
\forall \mathbf{y}, \mathbf{z}^{1}, \cdots, \mathbf{z}^{d}, \overline{\mathbf{y}}, \overline{\mathbf{z}}^{1}, \cdots, \overline{\mathbf{z}}^{d} \in \mathbb{R}^{m} \text {, a.e. } t \in[0, T], \text { a.s. } \tag{81}
\end{array}
$$

Denote

$$
\begin{equation*}
\mathcal{N}[0, T] \triangleq L_{\mathscr{F}}^{2}\left(\Omega ; C\left(0, T ; \mathbb{R}^{m}\right)\right) \times\left[L_{\mathscr{F}}^{2}\left(0, T ; \mathbb{R}^{m}\right)\right]^{d} \tag{82}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\left(\mathbf{Y}, \mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right)\right\|_{\mathcal{N}[0, T]} \triangleq\left(E\left[\sup _{0 \leq t \leq T}\left|\mathbf{Y}_{t}\right|^{2}+\sum_{i=1}^{d^{\diamond}} \int_{0}^{T}\left|\mathbf{Z}_{t}\right|^{2} d t\right]\right)^{\frac{1}{2}} \tag{83}
\end{equation*}
$$

Then, $\mathcal{N}[0, T]$ is a Banach space under norm (83).

In this chapter, we present another method. It will give a sufficient condition for the unique solvability of (3). We will obtain a Riccati type equation and a BSDE associated with (3). Let us now carry heuristic derivation.

Suppose $\left(\mathbf{X}, \mathbf{Y}, \mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right) \in \mathcal{M}[0, T]$ is an adapted solution of (3). We assume that $\mathbf{X}$ and $\mathbf{Y}$ are related by

$$
\begin{equation*}
\mathbf{Y}_{t}=P(t) \mathbf{X}_{t}+\mathbf{p}_{t}, \forall t \in[0, T], \text { a.s. } \tag{84}
\end{equation*}
$$

where $P:[0, T] \rightarrow \mathbb{R}^{m \times n}$ is a deterministic matrix-valued function and $\mathbf{p}:[0, T] \times \Omega \rightarrow \mathbb{R}^{m}$ is an $\left\{\mathscr{F}_{t}\right\}_{t \geq 0}$-adapted process. We are going to derive the equations for $P$ and $\mathbf{p}$. First of all, from (8) and the terminal condition in (3), we have

$$
\begin{equation*}
\mathbf{g}=P(T) \mathbf{X}_{T}+\mathbf{p}_{T} \tag{85}
\end{equation*}
$$

Let us impose

$$
\begin{equation*}
P(T)=O, \mathbf{p}_{T}=\mathbf{g} . \tag{86}
\end{equation*}
$$

Since $\mathbf{g} \in L_{\mathscr{F}_{T}}^{2}\left(\Omega ; \mathbb{R}^{m}\right)$ and $\mathbf{p}$ is required to be $\left\{\mathscr{F}_{t}\right\}_{t \geq 0^{-}}$-adapted, we should assume that p satisfies a BSDE:

$$
\left\{\begin{array}{l}
d \mathbf{p}_{t}=\alpha_{t} d t+\sum_{i=1}^{d} \mathbf{q}_{t}^{i} d W_{t}^{i}, 0 \leq t \leq T  \tag{87}\\
\mathbf{p}_{T}=\mathbf{g}
\end{array}\right.
$$

with $\alpha, \mathbf{q}^{1}, \cdots, \mathbf{q}^{d} \in L_{\mathscr{F}}^{2}\left(0, T ; \mathbb{R}^{m}\right)$ being undetermined. Next, by Itô Formula, we have

$$
\begin{align*}
d \mathbf{Y}_{t}= & \dot{P}(t) \mathbf{X}_{t} d t+P(t) d \mathbf{X}_{t}+d \mathbf{p}_{t} \\
= & {\left[\dot{P}(t) \mathbf{X}_{t}+P(t)\left(A \mathbf{X}_{t}+B \mathbf{Y}_{t}\right)+\alpha_{t}\right] d t } \\
& +\sum_{i=1}^{d}\left[P(t)\left(A_{1}^{i} \mathbf{X}_{t}+B_{1}^{i} \mathbf{Y}_{t}+C_{1}^{i} \mathbf{Z}_{t}^{i}\right)+\mathbf{q}_{t}^{i}\right] d W_{t}^{i} \\
= & \left\{[\dot{P}(t)+P(t) A+P(t) B P(t)] \mathbf{X}_{t}+P(t) B \mathbf{p}_{t}+\alpha_{t}\right\} d t \\
& +\sum_{i=1}^{d}\left\{\left[P(t) A_{1}^{i}+P(t) B_{1}^{i} P(t)\right] \mathbf{X}_{t}+P(t) C_{1}^{i} \mathbf{Z}_{t}^{i}+P(t) B_{1}^{i} \mathbf{p}_{t}+\mathbf{q}_{t}^{i}\right\} d W_{t}^{i} \tag{88}
\end{align*}
$$

Now compare (88) with the second equation in (3) (note (84)), we obtain that (drift coefficient)

$$
\begin{equation*}
[\dot{P}(t)+P(t) A+P(t) B P(t)] \mathbf{X}_{t}+P(t) B \mathbf{p}_{t}+\alpha_{t}=[\widehat{A}+\widehat{B} P(t)] \mathbf{X}_{t}+\widehat{B} \mathbf{p}_{t} \tag{89}
\end{equation*}
$$

and (diffusion coefficient)

$$
\begin{equation*}
\left[P(t) A_{1}^{i}+P(t) B_{1}^{i} P(t)\right] \mathbf{X}_{t}+P(t) C_{1}^{i} \mathbf{Z}_{t}^{i}+P(t) B_{1}^{i} \mathbf{p}_{t}+\mathbf{q}_{t}^{i}=\mathbf{Z}_{t}^{i}, i=1, \cdots, d \tag{90}
\end{equation*}
$$

By assuming $I-P(t) C_{1}^{i}$ to be invertible $\forall t \in[0, T], i=1, \cdots, d$, we have from (90) that

$$
\begin{equation*}
\mathbf{Z}_{t}^{i}=\left[I-P(t) C_{1}^{i}\right]^{-1}\left\{\left[\left(P(t) A_{1}^{i}+P(t) B_{1}^{i} P(t)\right] \mathbf{X}_{t}+P(t) B_{1}^{i} \mathbf{p}_{t}+\mathbf{q}_{t}^{i}\right\}, i=1, \cdots, d\right. \tag{91}
\end{equation*}
$$

Then, (89) can be written as

$$
\begin{equation*}
0=[\dot{P}(t)+P(t) A+P(t) B P(t)-\widehat{A}-\widehat{B} P(t)] \mathbf{X}_{t}+[P(t) B-\widehat{B}] \mathbf{p}_{t}+\alpha_{t} . \tag{92}
\end{equation*}
$$

Now, we introduce the following differential equation for $M_{m \times n}(\mathbb{R})$-valued function $P$ :

$$
\left\{\begin{array}{l}
\dot{P}(t)+P(t) A+P(t) B P(t)-\widehat{A}-\widehat{B} P(t)=O, 0 \leq t \leq T  \tag{93}\\
P(T)=O
\end{array}\right.
$$

We refer to (93) as a Riccati type equation. Suppose (93) admits a solution $P$ over $[0, T]$ such that

$$
\begin{equation*}
\left[I-P(t) C_{1}^{i}\right]^{-1} \text { is bounded }, i=1, \cdots, d, \forall t \in[0, T] . \tag{94}
\end{equation*}
$$

Then, (92) gives

$$
\alpha_{t}=[\widehat{B}-P(t) B] \mathbf{p}_{t}
$$

Combining this with (87), we see that one should introduce the following BSDE:

$$
\left\{\begin{array}{l}
d \mathbf{p}_{t}=[\widehat{B}-P(t) B] \mathbf{p}_{t} d t+\sum_{i=1}^{d} \mathbf{q}_{t}^{i} d W_{t}^{i}, 0 \leq t \leq T  \tag{95}\\
\mathbf{p}_{T}=\mathbf{g}
\end{array}\right.
$$

When (93) admits solution $P$ such that (94) holds, BSDE (95) admits a unique solution $\left(\mathbf{p}, \mathbf{q}^{1}, \cdots, \mathbf{q}^{d}\right) \in \mathcal{N}[0, T]$. In the form provided here, a proof can be found in several sources, for instance Ma \& Yong (2000), pp. 15-16. From (84) and (91), the forward equation (X):

$$
\left\{\begin{aligned}
d \mathbf{X}_{t}= & \left\{[A+B P(t)] \mathbf{X}_{t}+B \mathbf{p}_{t}\right\} d t \\
& +\sum_{i=1}^{d}\left(\left\{A_{1}^{i}+B_{1}^{i} P(t)+C_{1}^{i}\left[I-P(t) C_{1}^{i}\right]^{-1}\left[P(t) A_{1}^{i}+P(t) B_{1}^{i} P(t)\right]\right\} \mathbf{X}_{t}\right. \\
& +B_{1}^{i} \mathbf{p}_{t}+C_{1}^{i}\left[I-P(t) C_{1}^{i}\right]^{-1}\left[P(t) B_{1}^{i} \mathbf{p}_{t}+\mathbf{q}_{t}^{i}\right] d W_{t}^{i}, 0 \leq t \leq T \\
\mathbf{X}_{0}= & \mathbf{0}
\end{aligned}\right.
$$

Then we can define the following:

$$
\left\{\begin{array}{l}
\widetilde{A}(t)=A+B P(t)  \tag{96}\\
\widetilde{A}_{1}^{i}(t)=A_{1}^{i}+B_{1}^{i} P(t)+C_{1}^{i}\left[I-P(t) C_{1}^{i}\right]^{-1}\left[P(t) A_{1}^{i}+P(t) B_{1}^{i} P(t)\right], i=1, \cdots, d \\
\widetilde{\mathbf{b}}_{t}=B \mathbf{p}_{t}, \\
\widetilde{\sigma}_{t}^{i}=B_{1}^{i} \mathbf{p}_{t}+C_{1}^{i}\left[I-P(t) C_{1}^{i}\right]^{-1}\left[P(t) B_{1}^{i} \mathbf{p}_{t}+\mathbf{q}_{t}^{i}\right], i=1, \cdots, d
\end{array}\right.
$$

It is clear that $\widetilde{A}$ and $\widetilde{A}_{1}^{i}$ are time-dependent matrix-valued function and $\widetilde{\mathbf{b}}$ and $\widetilde{\sigma}^{i}$ are $\left\{\mathscr{F}_{t}\right\}_{t \geq 0^{-} \text {-adapted processes. Further, under (94), by the Existence and Uniqueness The- }}$ orem for Stochastic Differential Equations, the following SDE admits a unique (strong) solution:

$$
\left\{\begin{array}{l}
d \mathbf{X}_{t}=\left[\widetilde{A}(t) \mathbf{X}_{t}+\widetilde{\mathbf{b}}_{t}\right] d t+\sum_{i=1}^{d}\left[\widetilde{A}_{1}^{i}(t) \mathbf{X}_{t}+\widetilde{\sigma}_{t}^{i}\right] d W_{t}^{i}, 0 \leq t \leq T  \tag{97}\\
\mathbf{X}_{0}=\mathbf{0}
\end{array}\right.
$$

The following Theorem gives a representation of the adapted solution of FBSDE (3).

Theorem 4. Let (93) admits a solution $P$ such that (94) holds. Then FBSDE (3) admits a unique solution $\left(\mathbf{X}, \mathbf{Y}, \mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right) \in \mathcal{M}[0, T]$ which is determined by (97), (84) and (91).

Proof. First of all, a direct computation (from above) shows that the process ( $\mathbf{X}, \mathbf{Y}, \mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}$ ) determined by (97), (84) and (91) is an adapted solution of (3). We now prove the uniqueness. Let $\left(\mathbf{X}, \mathbf{Y}, \mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}\right) \in \mathcal{M}[0, T]$ be any adapted solution of (3). Set

$$
\left\{\begin{array}{l}
\overline{\mathbf{Y}}_{t}=P(t) \mathbf{X}_{t}+\mathbf{p}_{t},  \tag{98}\\
\overline{\mathbf{Z}}_{t}^{i}=\left[I-P(t) C_{1}^{i}\right]^{-1}\left\{\left[P(t) A_{1}^{i}+P(t) B_{1}^{i} P(t)\right] \mathbf{X}_{t}+P(t) B_{1}^{i} \mathbf{p}_{t}+\mathbf{q}_{t}^{i}\right\}, i=1, \cdots, d
\end{array}\right.
$$

where $P$ and $\left(\mathbf{p}, \mathbf{q}^{1}, \cdots, \mathbf{q}^{d}\right)$ are (adapted) solutions of (93) and (95), respectively. Denote $\widehat{\mathbf{Y}}=\mathbf{Y}-\overline{\mathbf{Y}}$ and $\widehat{\mathbf{Z}}^{i}=\mathbf{Z}^{i}-\overline{\mathbf{Z}}^{i}$. By the Itô Formula,

$$
\begin{aligned}
d \overline{\mathbf{Y}}_{t}= & \dot{P}(t) \mathbf{X}_{t} d t+P(t) d \mathbf{X}_{t}+d \mathbf{p}_{t} \\
= & {[\widehat{A}+\widehat{B} P(t)-P(t) A-P(t) B P(t)] \mathbf{X}_{t} d t } \\
& +P(t)\left[\left(A \mathbf{X}_{t}+B \mathbf{Y}_{t}\right) d t+\sum_{i=1}^{d}\left(A_{1}^{i} \mathbf{X}_{t}+B_{1}^{i} \mathbf{Y}_{t}+C_{1}^{i} \mathbf{Z}_{t}^{i}\right) d W_{t}^{i}\right] \\
& +[\widehat{B}-P(t) B] \mathbf{p}_{t} d t+\sum_{i=1}^{d} \mathbf{q}_{t}^{i} d W_{t}^{i} \\
= & {\left[\widehat{A} \mathbf{X}_{t}+P(t) B\left(\mathbf{Y}_{t}-\overline{\mathbf{Y}}_{t}\right)+\widehat{B} \overline{\mathbf{Y}}_{t}\right] d t } \\
& +\sum_{i=1}^{d}\left\{P(t) B_{1}^{i}\left(\mathbf{Y}_{t}-\overline{\mathbf{Y}}_{t}\right)+P(t) B_{1}^{i}\left[P(t) \mathbf{X}_{t}+\mathbf{p}_{t}\right]+P(t)\left(A_{1}^{i} \mathbf{X}_{t}+C_{1}^{i} \mathbf{Z}_{t}^{i}\right)+\mathbf{q}_{t}^{i}\right\} d W_{t}^{i} \\
= & {\left[\widehat{A} \mathbf{X}_{t}+P(t) B\left(\mathbf{Y}_{t}-\overline{\mathbf{Y}}_{t}\right)+\widehat{B} \overline{\mathbf{Y}}_{t}\right] d t+\sum_{i=1}^{d}\left\{P(t) B_{1}^{i}\left(\mathbf{Y}_{t}-\overline{\mathbf{Y}}_{t}\right)+P(t) C_{1}^{i} \mathbf{Z}_{t}^{i}+\left[I-P(t) C_{1}^{i}\right] \overline{\mathbf{Z}}_{t}^{i}\right\} d W_{t}^{i} } \\
= & {\left[\widehat{A} \mathbf{X}_{t}+P(t) B\left(\mathbf{Y}_{t}-\overline{\mathbf{Y}}_{t}\right)+\widehat{B} \overline{\mathbf{Y}}_{t}\right] d t+\sum_{i=1}^{d}\left\{P(t) B_{1}^{i}\left(\mathbf{Y}_{t}-\overline{\mathbf{Y}}_{t}\right)+\overline{\mathbf{Z}}_{t}^{i}+P(t) C_{1}^{i}\left(\mathbf{Z}_{t}^{i}-\overline{\mathbf{Z}}_{t}^{i}\right)\right\} d W_{t}^{i} }
\end{aligned}
$$

Then a direct computation shows that (compare to (3))

$$
\left\{\begin{array}{l}
d \widehat{\mathbf{Y}}_{t}=[\widehat{B}-P(t) B] \widehat{\mathbf{Y}}_{t} d t+\sum_{i=1}^{d}\left\{\left[I-P(t) C_{1}^{i}\right] \widehat{\mathbf{Z}}_{t}^{i}-P(t) B_{1}^{i} \widehat{\mathbf{Y}}_{t}\right\} d W_{t}^{i}  \tag{99}\\
\widehat{\mathbf{Y}}_{T}=\mathbf{0}
\end{array}\right.
$$

By (94), We may set

$$
\begin{equation*}
\widetilde{\mathbf{Z}}_{t}^{i}=\left[I-P(t) C_{1}^{i}\right] \widehat{\mathbf{Z}}_{t}^{i}-P(t) B_{1}^{i} \widehat{\mathbf{Y}}_{t}, i=1, \cdots, d \tag{100}
\end{equation*}
$$

to get the following equivalent BSDE (of (99)):

$$
\left\{\begin{array}{l}
d \widehat{\mathbf{Y}}_{t}=[\widehat{B}-P(t) B] \widehat{\mathbf{Y}}_{t} d t+\sum_{i=1}^{d} \widetilde{\mathbf{Z}}_{t}^{i} d W_{t}^{i}  \tag{101}\\
\widehat{\mathbf{Y}}_{T}=\mathbf{0}
\end{array}\right.
$$

It is clear that such a BSDE admits a unique adapted solution $\left(\widehat{\mathbf{Y}}, \widetilde{\mathbf{Z}}^{1}, \cdots, \widetilde{\mathbf{Z}}^{d}\right) \equiv(\mathbf{0}, \mathbf{0}, \cdots, \mathbf{0})$ a.s. (see Ma \& Yong (2000), pp. 15-16). Consequently, $\widehat{\mathbf{Z}}^{i} \equiv \mathbf{0}$ a.s., $i=1, \cdots, d$ (since $\left.\widehat{\mathbf{Z}}_{t}^{i}=\left[I-P(t) C_{1}^{i}\right]^{-1}\left[\widetilde{\mathbf{Z}}_{t}^{i}+P(t) B_{1}^{i} \widehat{\mathbf{Y}}_{t}\right], i=1, \cdots, d\right)$. Hence, by (98), we obtain

$$
\left\{\begin{array}{l}
\mathbf{Y}_{t}=P(t) \mathbf{X}_{t}+\mathbf{p}_{t}  \tag{102}\\
\mathbf{Z}_{t}^{i}=\left[I-P(t) C_{1}^{i}\right]^{-1}\left\{\left[P(t) A_{1}^{i}+P(t) B_{1}^{i} P(t)\right] \mathbf{X}_{t}+P(t) B_{1}^{i} \mathbf{p}_{t}+\mathbf{q}_{t}^{i}\right\}, i=1, \cdots, d
\end{array}\right.
$$

This means that any adapted solution ( $\mathbf{X}, \mathbf{Y}, \mathbf{Z}^{1}, \cdots, \mathbf{Z}^{d}$ ) of (3) must satisfy (102). Then, similar to the heuristic derivation above, we have that $\mathbf{X}$ has to be the solution of (97). Hence, we obtain the uniqueness.

The following result tells us something more.
Proposition 2. Let (93) admits a solution $P$ such that (94) holds for $t \in\left[T_{0}, T\right]$ (with some $T_{0} \geq 0$ ). Then, $\forall \widetilde{T} \in\left[0, T-T_{0}\right]$, linear $F B S D E$ (3) is uniquely solvable on $[0, \widetilde{T}]$.

Proof. Let

$$
\begin{equation*}
\widetilde{P}(t)=P(t+T-\widetilde{T}), 0 \leq t \leq \widetilde{T} \tag{103}
\end{equation*}
$$

Then $\widetilde{P}$ satisfies (93) with $[0, T]$ replaced by $[0, \widetilde{T}]$ and

$$
\begin{equation*}
\left[I-\widetilde{P}(t) C_{1}^{i}\right]^{-1} \text { is bounded for } 0 \leq t \leq \widetilde{T}, i=1, \cdots, d \tag{104}
\end{equation*}
$$

Thus, Theorem 4.1 applies.
The above proposition tells that if (93) admits a solution $P$ satisfying (94), FBSDE (3) is uniquely solvable over any $[0, \widetilde{T}]$ (with $\widetilde{T} \leq T$ ). Then in this case, by Theorem 1 , the solvability (3) of FBSDE over $[0, \widetilde{T}]$ admits a solution $\forall \mathbf{g} \in L_{\mathscr{F}_{\overparen{T}}}^{2}\left(\Omega ; \mathbb{R}^{m}\right)$, of which a necessary condition is

$$
\operatorname{det}\left(\left[\begin{array}{ll}
O & I
\end{array}\right] e^{\mathcal{A} t}\left[\begin{array}{c}
O  \tag{105}\\
I
\end{array}\right]\right)>0,0 \leq t \leq T
$$

Therefore, by Theorem 3, compare (105) and (29), we see that the solvability of Riccati type equation (93) is only sufficient condition for the solvability of (3).

We have seen that (105) is necessary condition for (93) having a solution $P$ satisfying (94). The following result gives the inverse of this.

Theorem 5. Let (105) hold. Then (93) admits a unique solution $P$ which has the following representation:

$$
P(t)=-\left\{\left[\begin{array}{ll}
O & I
\end{array}\right] e^{\mathcal{A}(T-t)}\left[\begin{array}{c}
O  \tag{106}\\
I
\end{array}\right]\right\}^{-1}\left[\begin{array}{ll}
O & I
\end{array}\right] e^{\mathcal{A}(T-t)}\left[\begin{array}{c}
I \\
O
\end{array}\right], 0 \leq t \leq T
$$

Moreover, it holds
$I-P(t) C_{1}^{i}=\left\{\left[\begin{array}{ll}O & I\end{array}\right] e^{\mathcal{A}(T-t)}\left[\begin{array}{l}O \\ I\end{array}\right]\right\}^{-1}\left[\begin{array}{ll}O & I\end{array}\right] e^{\mathcal{A}(T<t)}\left[\begin{array}{c}C_{1}^{i} \\ I\end{array}\right], 0 \leq t \leq T, i=1, \cdots, d$.
Consequently, if in addition to (105), (30) holds, then (94) holds and the linear FBSDE (3) is uniquely solvable with the representation given by (97), (84) and (91).

Proof. We can easily check that (106) is a solution of (93). You can find in Ma \& Yong (2000), pp. 49-50.

Uniqueness is obvious since (93) is a terminal value problem with the right hand side of the equation being locally Lipschitz.

$$
\begin{aligned}
I-P(t) C_{1}^{i} & =I+\left\{\left[\begin{array}{ll}
O & I
\end{array}\right] e^{\mathcal{A}(T-t)}\left[\begin{array}{l}
O \\
I
\end{array}\right]\right\}^{-1}\left[\begin{array}{ll}
O & I
\end{array}\right] e^{\mathcal{A}(T-t)}\left[\begin{array}{c}
C_{1}^{i} \\
O
\end{array}\right] \\
& =\left\{\left[\begin{array}{ll}
O & I
\end{array}\right] e^{\mathcal{A}(T-t)}\left[\begin{array}{c}
O \\
I
\end{array}\right]\right\}^{-1}\left[\begin{array}{ll}
O & I
\end{array}\right] e^{\mathcal{A}(T-t)}\left(\left[\begin{array}{c}
O \\
I
\end{array}\right]+\left[\begin{array}{c}
C_{1}^{i} \\
O
\end{array}\right]\right) \\
& =\left\{\left[\begin{array}{ll}
O & I
\end{array}\right] e^{\mathcal{A}(T-t)}\left[\begin{array}{c}
O \\
I
\end{array}\right]\right\}^{-1}\left[\begin{array}{ll}
O & I
\end{array}\right] e^{\mathcal{A}(T-t)}\left[\begin{array}{c}
C_{1}^{i} \\
I
\end{array}\right]
\end{aligned}
$$

Finally, an easy calculation shows (by (105), (30))

$$
\operatorname{det}\left(I-P(t) C_{1}^{i}\right)=\frac{\operatorname{det}\left(\left[\begin{array}{ll}
O & I
\end{array}\right] e^{\mathcal{A}(T-t)} \mathcal{C}_{1}^{i}\right)}{\operatorname{det}\left(\left[\begin{array}{ll}
O & I
\end{array}\right] e^{\mathcal{A}(T-t)}\left[\begin{array}{c}
O \\
I
\end{array}\right]\right)}>0, \forall t \in[0, T], i=1, \cdots, d,
$$

and $I-P(t) C_{1}^{i}$ is a continuous function on $[0, T], \forall i=1, \cdots, d$, hence (94) holds. Then we complete proof.

## 5. Conclusion

This study proposed some extension of Ma \& Yong (2000). We give the sufficient and necessary conditions of the linear FBSDE (3), and modify their work to prove the closeness of $R(\mathcal{K})$ (with $\widehat{A}=O$ ). Then we find the connection between a Riccati type equation and the linear FBSDE.

There are at least three more possible extensions of our method for future research. First, we can add nonzero $\mathbf{Z}_{i} \mathrm{~s}$ term in drift coefficient and derive the sufficient and necessary conditions. Second, one can prove or give a counterexample of the closeness in general case (not just special case in this study). Third, someone can consider some special nonlinear cases (like quadratic form) and discuss the solvability of the FBSDE. This work may be can apply in the mathematical finance like mean-variance portfolio selection and consider in optimal control and LQ problem (like Zhou and Li (2000)) in the future.
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## Appendix

Lemma 6. Consider the following SDE:

$$
\left\{\begin{array}{l}
d \mathbf{X}_{t}=\left(A_{t} \mathbf{X}_{t}+B_{t} \mathbf{Y}_{t}\right) d t+\sum_{i=1}^{d}\left(A_{1, t}^{i} \mathbf{X}_{t}+B_{1, t}^{i} \mathbf{Y}_{t}+C_{1, t}^{i} \mathbf{Z}_{t}^{i}\right) d W_{t}^{i} \\
d \mathbf{Y}_{t}=\widehat{B}_{t} \mathbf{Y}_{t} d t+\sum_{i=1}^{d} \mathbf{Z}_{t}^{i} d W_{t}^{i} \\
\mathbf{X}_{0}=\mathbf{0}, \mathbf{Y}_{0}=\mathbf{0}
\end{array}\right.
$$

where

$$
\left\{\begin{array}{l}
A, A_{1}^{i}:[0, T] \times \Omega \rightarrow M_{n}(\mathbb{R}) \\
B, B_{1}^{i}, C_{1}^{i}:[0, T] \times \Omega \rightarrow M_{n \times m}(\mathbb{R}) \\
\widehat{B}:[0, T] \times \Omega \rightarrow M_{m}(\mathbb{R})
\end{array}\right.
$$

all the processes are $\left\{\mathscr{F}_{t}\right\}_{t \geq 0}$-progressively measurable, $\exists M \geq 0$ with $\left\|A_{t}\right\|,\left\|A_{1, t}^{i}\right\|,\left\|B_{t}\right\|,\left\|B_{1, t}^{i}\right\|,\left\|C_{1, t}^{i}\right\| \leq$ $M, i=1 \cdots$, d, a.e. $t \in[0, T]$, a.s. And $\exists \widehat{b}>0$ such that $\left\|\widehat{B_{t}}\right\|>\widehat{b}$ a.e. $t \in[0, T]$, a.s. Then there exists $c>0$ (independent of $\left(\mathbf{Z}_{1}, \cdots, \mathbf{Z}^{d}\right)$ ), $\forall\left(\mathbf{Z}_{1}, \cdots, \mathbf{Z}^{d}\right) \in \mathcal{H}$ such that

$$
E\left[\left|\mathbf{X}_{T}\right|^{2}\right] \leq c E\left[\left|\mathbf{Y}_{T}\right|^{2}\right] .
$$

Proof. By the Itô Formula,

$$
\begin{aligned}
d\left|\mathbf{Y}_{t}\right|^{2} & =2 \mathbf{Y}_{t} \cdot d \mathbf{Y}_{t}+d\langle\mathbf{Y}\rangle_{t} \\
& =\left(2 \mathbf{Y}_{t} \cdot \widehat{B}_{t} \mathbf{Y}_{t}+\sum_{i=1}^{d}\left|\mathbf{Z}_{t}^{i}\right|^{2}\right) d t+2 \sum_{i=1}^{d} \mathbf{Y}_{t} \cdot \mathbf{Z}_{t}^{i} d W_{t}^{i}
\end{aligned}
$$

hence,

$$
\begin{align*}
E\left[\left|\mathbf{Y}_{t}\right|^{2}\right] & =E\left[\int_{0}^{t} 2 \mathbf{Y}_{s} \cdot \widehat{B}_{s} \mathbf{Y}_{s}+\sum_{i=1}^{d}\left|\mathbf{Z}_{s}^{i}\right|^{2} d s\right] \\
& \geq 2 \widehat{b} E\left[\int_{0}^{t}\left|\mathbf{Y}_{s}\right|^{2} d s\right]+\sum_{i=1}^{d} E\left[\int_{0}^{t}\left|\mathbf{Z}_{s}^{i}\right|^{2} d s\right] . \tag{108}
\end{align*}
$$

Similarly, by the Itô Formula,

$$
\begin{aligned}
d\left|\mathbf{X}_{t}\right|^{2}= & 2 \mathbf{X}_{t} \cdot d \mathbf{X}_{t}+d\langle\mathbf{X}\rangle_{t} \\
= & {\left[2 \mathbf{X}_{t} \cdot\left(A_{t} \mathbf{X}_{t}+B_{t} \mathbf{Y}_{t}\right)+\sum_{i=1}^{d}\left|A_{1, t}^{i} \mathbf{X}_{t}+B_{1, t}^{i} \mathbf{Y}_{t}+C_{1, t}^{i} \mathbf{Z}_{t}^{i}\right|^{2}\right] d t } \\
& +2 \sum_{i=1}^{d} \mathbf{X}_{t} \cdot\left(A_{1, t}^{i} \mathbf{X}_{t}+B_{1, t}^{i} \mathbf{Y}_{t}+C_{1, t}^{i} \mathbf{Z}_{t}^{i}\right) d W_{t}^{i},
\end{aligned}
$$

taking expectation we get and use the inequality $\alpha a^{2}+\frac{1}{\alpha} b^{2} \geq 2|a b| \forall \alpha>0$,

$$
\begin{aligned}
E\left[\left|\mathbf{X}_{t}\right|^{2}\right]= & E\left[\int_{0}^{t} 2 \mathbf{X}_{s} \cdot\left(A_{s} \mathbf{X}_{s}+B_{s} \mathbf{Y}_{s}\right)+\sum_{i=1}^{d}\left|A_{1, s}^{i} \mathbf{X}_{s}+B_{1, s}^{i} \mathbf{Y}_{s}+C_{1, s}^{i} \mathbf{Z}_{s}^{i}\right|^{2} d s\right] \\
\leq & 2 M E\left[\int_{0}^{t}\left|\mathbf{X}_{s}\right|^{2} d s\right]+\alpha M^{2} E\left[\int_{0}^{t}\left|\mathbf{X}_{s}\right|^{2} d s\right]+\frac{1}{\alpha} E\left[\int_{0}^{t}\left|\mathbf{Y}_{s}\right|^{2} d s\right] \\
& +3 M^{2} \sum_{i=1}^{d} E\left[\int_{0}^{t}\left|\mathbf{X}_{s}\right|^{2}+\left|\mathbf{Y}_{s}\right|^{2}+\left|\mathbf{Z}_{s}^{i}\right|^{2} d s\right] \\
\leq & M(2+\alpha M+3 M d) E\left[\int_{0}^{t}\left|\mathbf{X}_{s}\right|^{2} d s\right]+\left(\frac{1}{\alpha}+3 M^{2} d\right) E\left[\int_{0}^{t}\left|\mathbf{Y}_{s}\right|^{2} d s\right] \\
& +3 M^{2} \sum_{i=1}^{d} E\left[\int_{0}^{t}\left|\mathbf{Z}_{s}^{i}\right|^{2} d s\right], \forall \alpha>0 .
\end{aligned}
$$

By Gronwall Inequality and (108),

$$
\begin{aligned}
E\left[\left|\mathbf{X}_{t}\right|^{2}\right] \leq & e^{M(2+\alpha M+3 M d) t}\left\{\left(\frac{1}{\alpha}+3 M^{2} d\right) E\left[\int_{0}^{t}\left|\mathbf{Y}_{s}\right|^{2} d s\right]+3 M^{2} \sum_{i=1}^{d} E\left[\int_{0}^{t}\left|\mathbf{Z}_{s}^{i}\right|^{2} d s\right]\right\} \\
\leq & e^{M(2+\alpha M+3 M d) t}\left\{\left(\frac{1}{\alpha}+3 M^{2} d\right) \frac{1}{2 \widehat{b}}\left(E\left[\left|\mathbf{Y}_{t}\right|^{2}\right]-\sum_{i=1}^{d} E\left[\int_{0}^{t}\left|\mathbf{Z}_{s}^{i}\right|^{2} d s\right]\right)\right. \\
& \left.+3 M^{2} \sum_{i=1}^{d} E\left[\int_{0}^{t}\left|\mathbf{Z}_{s}^{i}\right|^{2} d s\right]\right\} \\
= & e^{M(2+\alpha M+3 M d) t}\left\{\frac{1}{2 \widehat{b}}\left(\frac{1}{\alpha}+3 M^{2} d\right) E\left[\left|\mathbf{Y}_{t}\right|^{2}\right]\right. \\
& \left.+\left[3 M^{2}-\frac{1}{2 \widehat{b}}\left(\frac{1}{\alpha}+3 M^{2} d\right)\right] \sum_{i=1}^{d} E\left[\int_{0}^{t}\left|\mathbf{Z}_{s}^{i}\right|^{2} d s\right]\right\}, \forall \alpha>0, t \in[0, T] .
\end{aligned}
$$

Take $\alpha$ sufficient small, we obtain

$$
E\left[\left|\mathbf{X}_{t}\right|^{2}\right] \leq e^{M(2+\alpha M+3 M d) t} \frac{1}{2 \widehat{b}}\left(\frac{1}{\alpha}+3 M^{2} d\right) E\left[\left|\mathbf{Y}_{t}\right|^{2}\right], \forall t \in[0, T]
$$

let $c=e^{M(2+\alpha M+3 M d) T} \frac{1}{2 \widehat{b}}\left(\frac{1}{\alpha}+3 M^{2} d\right)$, we complete the argument.
The following case is that we want to show in the Chapter 3.
Lemma 7. Consider the following SDE:

$$
\left\{\begin{array}{ll}
d \mathbf{X}_{t}=\left(A \mathbf{X}_{t}+B \mathbf{Y}_{t}\right) d t+\sum_{i=1}^{d}\left(A_{1}^{i} \mathbf{X}_{t}+B_{1}^{i} \mathbf{Y}_{t}+C_{1}^{i} \mathbf{Z}_{t}^{i}\right) d W_{t}^{i}, \\
d \mathbf{Y}_{t}=\widehat{B} \mathbf{Y}_{t} d t+\sum_{i=1}^{d} \mathbf{Z}_{t}^{i} d W_{t}^{i} \\
\mathbf{X}_{0}=\mathbf{0}, \mathbf{Y}_{0}=\mathbf{0}
\end{array} \quad 0 \leq t \leq T\right.
$$

the matrices are defined by (4). Then there exists $C>0$ (independent of $\left(\mathbf{Z}_{1}, \cdots, \mathbf{Z}^{d}\right)$ ), $\forall\left(\mathbf{Z}_{1}, \cdots, \mathbf{Z}^{d}\right) \in \mathcal{H}$ such that

$$
\begin{equation*}
E\left[\left|\mathbf{X}_{T}\right|^{2}\right] \leq C E\left[\left|\mathbf{Y}_{T}\right|^{2}\right] \tag{109}
\end{equation*}
$$

Proof. We use the General Itô Formula in $e^{-\widehat{B} t} \mathbf{Y}_{t}$,

$$
d\left(e^{-\widehat{B} t} \mathbf{Y}_{t}\right)=-\widehat{B} e^{-\widehat{B} t} \mathbf{Y}_{t} d t+e^{-\widehat{B} t} d \mathbf{Y}_{t}=e^{-\widehat{B} t} \sum_{i=1}^{d} \mathbf{Z}_{t}^{i} d W_{t}^{i}
$$

Now, we consider $e^{t} e^{-\widehat{B} t} \mathbf{Y}_{t}$ and use the Itô Formula again,

$$
\begin{aligned}
d\left(e^{t} e^{-\widehat{B} t} \mathbf{Y}_{t}\right) & =e^{t} e^{-\widehat{B} t} \mathbf{Y}_{t} d t+e^{t} d\left(e^{-\widehat{B} t} \mathbf{Y}_{t}\right) \\
& =e^{t} e^{-\widehat{B} t} \mathbf{Y}_{t} d t+e^{t} e^{-\widehat{B} t} \sum_{i=1}^{d} \mathbf{Z}_{t}^{i} d W_{t}^{i}
\end{aligned}
$$

Let $\widehat{\mathbf{Y}}_{t}=e^{t} e^{-\widehat{B} t} \mathbf{Y}_{t}$, and $\widehat{\mathbf{Z}}_{t}^{i}=e^{t} e^{-\widehat{B} t} \mathbf{Z}_{t}^{i}$, we derive the SDE:

$$
\begin{cases}d \mathbf{X}_{t}=\left(A \mathbf{X}_{t}+B e^{-t} e^{\widehat{B} t} \widehat{\mathbf{Y}}_{t}\right) d t+\sum_{i=1}^{d}\left(A_{1}^{i} \mathbf{X}_{t}+B_{1}^{i} e^{-t} e^{\widehat{B} t} \widehat{\mathbf{Y}}_{t}+C_{1}^{i} e^{-t} e^{\widehat{B} t} \widehat{\mathbf{Z}}_{t}^{i}\right) d W_{t}^{i}, \\ d \widehat{\mathbf{Y}}_{t}=\widehat{\mathbf{Y}}_{t} d t+\sum_{i=1}^{d} \widehat{\mathbf{Z}}_{t}^{i} d W_{t}^{i}, \\ \mathbf{X}_{0}=\mathbf{0}, \widehat{\mathbf{Y}}_{0}=\mathbf{0} & 0 \leq t \leq T,\end{cases}
$$

by Lemma $6, \exists c>0$ such that

$$
E\left[\left|\mathbf{X}_{T}\right|^{2}\right] \leq c E\left[\left|\widehat{\mathbf{Y}}_{T}\right|^{2}\right] \leq c e^{2 T} e^{2\|\widehat{B}\| T} E\left[\left|\mathbf{Y}_{T}\right|^{2}\right]
$$

Take $C=c e^{2 T} e^{2\|\widehat{B}\| T}$, we prove (109).

