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中文摘要

無線通訊晶片在智慧型手機等高科技產品上扮演著不可或缺的角色。隨著技

術快速演進，工程師如何在短時間內設計出高效能的晶片是決定著自身及產業競

爭力的關鍵。本篇論文以演化式計算實作微波及毫米波電路的匹配網路自動合成

及最佳化，實現了商用模擬軟體缺乏的電路合成功能。在平行計算的加速之下，

可在數秒內輕易地完成匹配網路的最佳設計。

論文的第一部分說明如何使用先進的演化式計算去合成匹配網路。有別於過

去在微波領域發表過的文獻，我們深入探討匹配網路合成的特性並結合電腦科學

領域的先進技術，針對匹配網路設計特別實作出更快且精確的合成演算法，使工

程師能夠在不需分析匹配網路架構下設計出高效能的電路。最後以電腦實驗統計

提出的演算法的優異效能，如放大器及濾波器電路合成。

第二部分展示用提出的演算法實作的兩個寬頻放大器。首先是增益頻寬第一

個涵蓋整個 D-band 的 65-nm CMOS 寬頻放大器，我們針對級間網路設計一個最佳

化方法來決定所需的放大器級數，並且合成各個寬頻的匹配網路，此外也探討了

改善疊接式放大器匹配的方法。而第二個電路是使用 0.1-μm GaAs pHEMT 製程實

作的寬頻 Ka-band 功率放大器，由於最佳化的匹配網路使得增益、反射損耗、輸

出功率及效率能夠有良好的寬頻表現。

關鍵字 — 電路合成，電腦輔助設計及最佳化，電路設計自動化，寬頻匹配技術，

寬頻 D-band 放大器，寬頻功率放大設計，演式計算，基因遺傳演算法，演化策略。 
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ABSTRACT 

This thesis presents a novel algorithm for microwave circuit synthesis and 

optimization, which is not presented in the current commercial circuit-simulation 

software. With the help of our proposed algorithm, the time for the design of matching 

networks can be reduced to only a few seconds. 

Our proposed algorithm is based on the real-coded expended compact genetic 

algorithm (rECGA) and evolutionary strategy (ES), which combines advantages of 

linkage learning from genetic algorithm (GA) and exploration ability from ES for robust 

global optimizations. Due to the specific design of the proposed algorithm for matching 

network synthesis, the possibility of immature convergence is reduced and the optimum 

matching network can be found rapidly. Besides, the proposed algorithm can 

simultaneously find many sub-optimal circuits with different topology, which makes the 

design flexible in choosing the desired circuit architecture. In order to validate the 

proposed algorithm, several experiments have been performed and analyzed, and the 

results show that our algorithm outperforms the previously published works. 

Two monolithic microwave integrated circuits (MMICs) are also implemented 

using our algorithm. The first one is a 110-180 GHz broadband amplifier in 65-nm 

CMOS process, which is the first CMOS amplifier covering the full D-band. The 

second circuit is a two-stage Ka-band power amplifier in 0.1-μm GaAs pHEMT process, 

which performs broadband response of gain, return loss, output power and high 

power-added efficiency (PAE). 

 Index Terms —Circuit synthesis, Computer-aid design (CAD), Electronic design 

automation (EDA), Optimization method, broadband matching technique, broadband 

amplifier, evolution computation, genetic algorithm (GA), evolutionary strategy (ES). 
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Chapter 1 Introduction 

 

1.1  Motivation 

Optimization of matching networks is a necessary step to design a high 

performance microwave circuits. Unfortunately, the problem to synthesize an optimal 

matching network for a given circuit specification can be reduced to the NP-complete 

problems [1]. Therefore, enumeration is still the only way to ensure the global 

optimality so far. However, the design of microwave circuits usually has real-time 

constraints, and thus it is desired to have an algorithm to fast find a reasonable solution 

or possibly the global optimum instead of enumeration. 

If the time for the design of matching networks can be reduced to only a few 

seconds, the work efficiency of design engineers can be enhanced significantly. Since 

the computing capability of modern computer is powerful and the parallel computations 

are well developed, it is worth putting more effort on computer-aid design (CAD) and 

electronic design automation (EDA). Therefore, a robust algorithm is presented in this 

thesis, which can fast and accurately synthesize the optimum matching network, and 

several experiments have been performed to show that our proposed algorithm 

outperforms previously published works. 
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1.2  Literature Survey and Background 

1.2.1 Circuit Synthesis Algorithms 

There are various techniques for circuit optimization, such as methods based on 

calculus and derivative-free meta-heuristic [2]. Fig. 1.1 shows the category of usually 

used search algorithms. Most parts of realistic optimization problems have multiple 

local optima, where the methods based on steepest descent easily fall in one of local 

optimum. Evolutionary computation is well-known for global optimization with a 

derivative-free meta-heuristic and population-based optimization; one of the 

characteristics is to solve problems with multiple local optima. 

 

 

Genetic algorithm (GA) is one of evolutionary algorithms [3], which is search 

heuristic inspired from natural evolution. Due to its reliable and accurate optimization 

ability, GA has been widely used in science and engineering problems [4]-[5]. There are 

also many applications of microwave circuits that used GA to optimize performance 

[6]-[10]. GA is used with 2.5 D electric-magnetic (EM) simulation with extraordinary 

metal layout to produce specific responses [6]. GA is employed to generate special 

Fig. 1.1. Category of usually used search algorithms. 
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line-segment circuits in 2D and 3D respectively [7]-[8]. Nevertheless, [6]-[8] need large 

time for computation and are not suitable for general circuit design under real-time 

constraints. GA is applied for filter synthesis with distributed components, but the 

algorithm is too simple to be robust [9].  

However, the GAs used in most existing works on microwave circuit optimizations 

are equivalent to simple genetic algorithm (SGA). The operators of SGA do not 

consider the dependency among variables and may cause solution candidates to 

converge immaturely. Modern GA designs include learning genetic linkages and mixing 

via building blocks [11]. Several papers have empirically verified that considering the 

dependencies and relations among genes of GA greatly enhance the optimization 

performance [12]-[15].  

Evolutionary strategy (ES) is another efficient stochastic search algorithm [16]. 

The basic idea behind ES is to generate offspring by perturbing solution candidates; the 

ES mechanism usually consists of elitic selection and self-adaptive mutation [17]. 

Contrary to GA that focuses more on crossover, the development of ES centers more on 

mutation, which lead ES usually converge to the optimum in monotonic functions faster 

than GA. 

Due to the periodicity characteristic in distributed components, there are many 

local optima in solution space and make circuit synthesis difficult. According to the 

no-free-lunch theorem [18], specific algorithm for particular problem has better search 

ability and outperforms the general search algorithms. Therefore, a novel synthesis 

algorithm is developed to overcome this difficulty instead of only employing SGA. The 

proposed algorithm is based on rECGA and ES, which combines advantages of linkage 

learning from GA and the exploration ability of ES for robust global optimization. 
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1.2.2 Broadband Amplifier 

Two broadband amplifiers have been designed and implemented to demonstrate the 

proposed algorithm. They are a 110-180 GHz amplifier in 65-nm CMOS process and a 

Ka-band medium power amplifier in 0.1-μm GaAs pHEMT process respectively. 

Due to the wide data bandwidth and higher image resolution, there are many 

system applications in D-band (110-170 GHz), such as the biomedical imaging systems 

and short-term high data rate communications. However, it is difficult to design the 

CMOS amplifiers beyond 100 GHz, due to the gain limitation of the transistor and 

losses of on-chip passive components in CMOS process. For instance, a 6-stage 

amplifier is presented [28], but the small signal gain is low. Even the high gain can be 

achieved in D-band, the bandwidth is narrow and gain significantly degrades around 

170 GHz due to the moderate fmax and fT of transistors in CMOS process [29]-[32].  

Table 1.1 summarizes previously published CMOS D-band amplifier. It is obvious 

that there is no amplifier whose bandwidth can actually cover the full D-band. Therefore, 

our design target is to simultaneously achieve the full D-band bandwidth and desirable 

gain performance by applying the circuit synthesis algorithm. 

 

Table 1.1.  Summary of the previously published D-band Si-based amplifier. 

Reference 
Ref.[28] 

2008 RFIC 
Ref.[29] 

2010 ASSCC
Ref.[30]  

2009 ISSCC
Ref.[31]  

2012 IMS 
Ref.[32] 

2008 RFIC 

Process 65-nm CMOS 65-nm CMOS 65-nm CMOS 65-nm CMOS 0.13- m SiGe

Topology 
6-Stage 

Single-Ended 
LNA 

3-Stage 
Differential 
Amplifier 

3-Stage 
Single-Ended

Amplifier 

4-Stage 
Single-Ended 

PA 

5-Stage 
Single-Ended

Amplifier 

Frequency (GHz) 140 144 150 140 165 

3-dB Bandwidth (GHz) 10 33*  27 > 30 15 

Gain (dB) 8 20.6 8.2 15 14 

dc Power (mW) 63 102 25.5 115.2 135 

Chip Size (mm2) 0.06 ** 0.21 0.41 0.38 0.14 

* : Gain > 10 dB bandwidth, not 3-dB bandwidth. 

**: Estimate from chip micrographs (not including test pads). 
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Power amplifier (PA) plays an important role in wireless transmitter; the growing 

demands in satellite communication in Ka-band (26.5-40 GHz) have motivated the need 

for broadband power amplifiers design. One of the design challenges of power amplifier 

is performing broadband response; there are several techniques to achieve this target, 

such as balanced amplifiers [33], distributed amplifier [34] and synthesized transformer 

[35]. Although [33]-[34] can obtain wide bandwidth, the large chip size is large and 

power-added efficiency is degraded due to on-chip large passive components. Table 1.2 

summarizes the previously published GaAs HEMT Ka-band power amplifier. 

 

 

1.3  Contributions 

This thesis presents a novel circuit synthesis algorithm which combines advantages 

of linkage learning from GA and exploration ability from ES. In order to validate the 

proposed algorithm, several experiments have been conducted and analyzed, and the 

results show that the proposed algorithm indeed outperforms the previously published 

Table 1.2.  Summary of the previously published Ka-band power amplifier in GaAs 
HEMT process. 

Reference 
Ref.[33] 

2001 SSICT  
Ref.[34] 

2005 APMC 
Ref.[35]  

2012 MTT 
Ref. [36] 

2006 EUMC 

Process 
0.25-μm GaAs 

HEMT 
0.15-μm GaAs 

HEMT 
0.15-μm GaAs 

HEMT 
0.15-μm GaAs 

HEMT 

Topology 
2-Stage 

Balanced 
Distributed 

Output Equivalent
Coupled Resonator 

4-Stage 
Single-Ended 

3-dB Frequency (GHz) 17-36 4-37 17-35 35-42 

Gain (dB) 11-14 15 9-12 26-28 

dc Supply (V) 5 5 4 5 

Psat (dBm) 23-24 20-23 22.5-23.5 26 

OP1dB (dBm) 21.5-23 19-21 21-22 24 

PAE@Peak (%) 22-35 15 30-40 14 

Chip Size (mm2) 4.32 3 1.5 3.5 
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works, since it can find the better optimum solution with the fewer function evaluations. 

Besides, the proposed algorithm can simultaneously find many sub-optimal circuits with 

different topology, which make the design flexible in choosing the desired circuit 

architectures. 

Two broadband amplifiers have been designed and implemented to demonstrate the 

proposed algorithm. The 110-180 GHz amplifier is the first amplifier covering full 

D-band in 65-nm CMOS process; we propose an optimization method to determine the 

minimum number of cascade stage and an impedance transformation technique to 

achieve desirable gain performance and wide bandwidth. The Ka-band 0.1-μm GaAs 

pHEMT power amplifier performs broadband output power and high power-added 

efficiency (PAE) due to the synthesized broadband matching networks. 

Therefore, our algorithm can help microwave-circuit engineer to design matching 

networks within only a few seconds, thus the work efficiency of engineer or IC 

design-house can be enhanced significantly. 

 

1.4  Thesis Organization 

Chapter 2 presents the detail of our circuit synthesis algorithm. Several 

experiments such as transistor matching and dual-band filter design have been 

performed to compare our proposed algorithm with previously published works. 

Chapter 3 presents the circuit synthesis instances. The design of full D-band 65-nm 

CMOS amplifier and broadband 0.1-μm GaAs pHEMT power amplifier will be 

demonstrated. 

Chapter 4 summarizes the results of previous chapter and illustrates the future 

works. 
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Chapter 2 Novel Evolutionary Algorithms for Fast 

Synthesis of Microwave Matching 

Network 

 

This chapter presents a novel circuit synthesis algorithm based on real-coded 

expended compact genetic algorithm (rECGA) and evolutionary strategy (ES), which 

combines advantages of linkage learning from genetic algorithm (GA) and exploration 

ability from ES. Due to the specific design of the proposed algorithm for matching 

network synthesis, the possibility of immature convergence is reduced and the optimum 

matching network can be found rapidly. Besides, the proposed algorithm can 

simultaneously find many sub-optimal circuits with different topology, which makes the 

design flexible in choosing the desired circuit architectures. 

 

2.1  Difficulties in Microwave Matching Networks Synthesis 

2.1.1 Formalization of Microwave Matching Networks Synthesis 

The matching network design can be reduced to the nonlinear least-square problem. 

The operating frequency is the independent variable, while the electric parameters of 

each circuit component are the adjustable variables, and the dependent variable is the 

frequency response of the network. Finding the nonlinear least-square error solution is 

equivalent to achieve the desirable frequency response. 

Fig. 2.1 illustrates the flow of matching network synthesis. Each unknown block 

(symbol ‘?’) is one of the distributed components. Although the set of possible 

components can include lump or other components, we only apply distributed 
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components for instruction. Given an sampling data of target frequency response of Γ(f), 

the first step is to transform terminated impedance (ZT) to the Γin(f), followed by 

calculating the square error between transformed response and target response as  

 
2

| ( ) ( ) |i in i
i

f fΓ − Γ  (2.1) 

The synthesis algorithm should find the nonlinear least-square solution under 

pre-defined constraints, such as the order of network (N), limits of transmission-line 

electrical lengths (EL) and characteristic impedances (Z0); while the [ai, bi] and [ci, di] 

denote the range of EL and Z0 which belong to component i respectively. The more 

point we samples, the more accurate the global optimum is; however, redundant 

sampling will cause more computation overhead.  

 

Fig. 2.1. Flow charts of matching network synthesis. This problem can be reduced to 
nonlinear least-square problem; finding the nonlinear least-square error solution is 
equivalent to achieve the desirable frequency response.  
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Unfortunately, the problem to synthesize an optimal matching network for a given 

circuit specifications can be reduced to NP-complete problems [1]. Thus it is not easy to 

find global optimum under real-time constraint when problem dimension is large (i.e. 

the order of network is high). However, the periods of integral-circuit design and 

hybrid-circuit design are not long enough to use naïve search algorithm, such as 

enumeration (brute-force method). Therefore, it is desired to have an algorithm to fast 

find a reasonable solution or possibly the global optimum instead of enumeration. 

However, for the global optimum, the algorithm output sometimes is not the best 

choice due to circuit design consideration. For example, the global optimum may 

contain more than two shunt-connected components join on a node, and this topology is 

impractical for layout in general. Another example on microwave circuit design is that 

the global optimum may contain one short stub, which causes that engineer need to add 

additional decoupling capacitor to prevent dc bias from short-circuited to ground. 

Although simply transforming each consideration into constraints of algorithm can 

handle this problem, an algorithm which can simultaneously find many sub-optimal 

circuits with different topology is actually more practical. 

 

2.1.2 Naïve Algorithm 

Although the computation effort of enumeration is too large to use, it is a good 

choice when problem dimension is very small (small network order). Therefore, we 

discuss this naïve algorithm and correspondent time complexity before investigating 

another practical algorithm.  

The enumeration for circuit synthesis can be outlined as following pseudo code 
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N
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d

Type Type EL EL Z Z

NN







=
  

 (2.2) 

where the parameters are defined in Fig. 2.1. This naïve algorithm simply enumerates 

all possible component type and electrical parameters to find the global optimum.  

For an example, if the range of EL and Z0 for all components is [a, b] and [c, d] 

with unit electrical parameter step (i.e. EL ∈ a, a+1, ⋯, b and Z0 ∈ c, c+1, ⋯, d) 

respectively, the time complexity T(N) can be derived as 

 ( ) ((3 ( ) ( )) )NN b a c dΤ = Θ × − × −  (2.3) 

where Θ is an asymptotic notation [37]. Replace with usually used parameters such as [a, 

b] = [0, 100], [c, d] = [40, 100] and N = 4, the time complexity become   

 
4

16

( ) ((3 (100 0) (100 40))

) )(

)

(10

N

NΤ

Τ = Θ × − × −

= Θ
 (2.4) 

It is obvious that this computation cannot be completed in a reasonable time even if 

commercial cluster with parallel computation is applied. But if we only want to 

synthesize a network with a few order and parameters like N = 2, [a, b] = [0, 100] and [c, 

d] = [50, 50], the time complexity is acceptable to employ enumeration 

 
3

4

( ) ((2 (100 0

( )

)) )

(10 )N

N

Τ

Τ = Θ × −

= Θ
 (2.5) 

However, it is necessary to use another algorithm instead of enumeration for general 
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purpose applications. Evolutionary computation is well-known for global optimization 

with a derivative-free meta-heuristic and population-based optimization; one of the 

characteristics is to accurately solve problems with multiple local optima like the circuit 

synthesis. 

 

2.1.3 Multimodal and Deceptive Characteristics of Circuits Synthesis 

 However, due to the periodicity characteristic in distributed components, there are 

many local optima (i.e. multimodal) in solution space and make circuit synthesis 

difficult. For instance, Fig. 2.2 shows two artificial circuit synthesis problems, which 

are to find a 60-Ω transmission line (a distributed component) that causes the most same 

frequency response of target. The objective function is defined as 

 2

1

1 | ( ) ( ) |
objective

i in i
i

F
f f

=
+ Γ − Γ

 (2.6) 

Maximizing the objective function is equal to minimize the total square error. Although 

these problems are trivial, they can show the multimodal characteristic and variable 

dependency between circuit type and electrical parameters. Due to the small problem 

dimension, the enumeration can be employed to search entire solution space. Figs. 2.3 

and 2.4 show solution space of these two problems. Each local optimum is labeled with 

correspondent component type and electrical length. In problem 1 defined in Fig. 2.2, 

the 180° straight line, 180° open stub and 85° short stub have a similar 

impedance-transformation result to the answer (straight line with 10° electrical length). 

In the problem 2, the 90° short stub and 0-180° of straight line have a similar 

impedance-transform result to the answer (open stub with 10° electrical length).  

All the directions radiated from the global optimum point to other local optima 

(deceptive). These multimodal and deceptive characteristics make circuit synthesis 
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problem difficult to solve. Therefore, it is beneficial to use niching technique to find 

global optimum with clues from local optima, and keep solution diversity to enhance 

exploration.  

 

 

 

 

Fig. 2.2. Two artificial problems to show multimodal and deceptive characteristics of 
circuit synthesis. 

 

Fig. 2.3. Solution space of problem 1 described in Fig. 2.2. 
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2.2  Genetic Algorithm with Linkage Learning Technique 

Crossover is an important operator in GA, because it is used for generating new 

solution candidates and exploiting the search space. An inadequate crossover operator 

causes local optima easily take over solution candidates; this phenomenon usually 

occurs when SGA is used to solve deceptive problems [20]-[21]. Therefore, this section 

introduces the real-coded expended compact genetic algorithm (rECGA), which 

employs the linkage learning techniques from GA to accurately solve the deceptive 

problem.  

In order to describe the differences between SGA and rECGA, consider a deceptive 

function defined as  

 1

1

2 ,    if /  for 1, ,

( , )
,    otherwise

i

n
n

i
i

nu x u i n

F x , x
x

λ

=

< =
= 





  (2.7) 

 

Fig. 2.4.  Solution space of problem 2 described in Fig. 2.2. 
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where x, u ∈ R and x is restricted in [0, u], both x and u are non-negative. Fig. 2.5 shows 

the solution space of the deceptive function F with u = 100, n = 2 and λ = 4. This 

function has a local optimum located at (x1, x2) = (u, u) and a global optimum located at 

(x1, x2) = (0, 0). Then we define a difficult artificial optimization problem based on the 

deceptive function F as 

 
1 4 5 8 3

/4

1 3
1

 ( , , ,  , , , )

( , , ) ( , , ),    mod 4 0 and 4

m m

m

m i i
i

Maximize G x , x x , x x , x

G x x F x x m λ

−

+
=

= = =

   

 
 (2.8) 

Assume both SGA and rECGA are blind to this problem structure initially. The uniform 

or one-point crossover can be used for SGA, and these operators cause each variable xi 

easily takeover by u and be trapped into local optimum G (u,⋯, u), since it cannot figure 

out the dependencies between each variable in F, that is, some variables should be 

grouped and cannot be separated after the crossover, which leads to inadequate 

crossover, as shown in Fig. 2.6.  

Unlike SGA, rECGA uses minimum description length (MDL) to find out the 

dependencies between variables [22]. Therefore, rECGA can use building-block-wise 

crossover [15] instead of simple operators like uniform and one-point crossover, thus it 

can solve each sub-problem F and maximize G. Fig. 2.7 algorithmically outlines the 

rECGA. 

Fig. 2.8 shows the experiment results of solving optimization deceptive problem G. 

The parameter in both SGA and rECGA are n = 50000, 100000 total function 

evaluations and tournament selection pressure s = 30 without mutation operator. Due to 

linkage learning technique, rECGA can accurately find global optimum, while the SGA 

easily trapped into the local optima when problem dimension is increased. 

 The deceptive solutions space shown in Fig. 2.5 is similar to the Figs. 2.3 and 2.4. 
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According to this experiment, employing rECGA rather than using SGA for circuit 

synthesis is beneficial, since SGA will lead to inadequate crossover when solution space 

contain variable dependencies. 

 

 

Fig. 2.5. Solution space of the deceptive function F with u = 100 and λ = 4. This 
function has a local optimum located at (x1, x2) = (u, u) and a global optimum located 
at (x1, x2) = (0, 0).  

 

Fig. 2.6. Simple crossover operator makes solution candidates (chromosome) 
difficult to maintain good variables patterns. 
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Fig. 2.7. Flow chart of real-coded expended compact genetic algorithm (rECGA). 
The procedures enclosed by dash line are main operation of rECGA. 

 

Fig. 2.8. Experiment results of solving artificial problem G of rECGA and SGA. The 
parameter in both SGA and rECGA are n = 50000, 100000 total function evaluations 
and tournament selection pressure s = 30 without mutation operator. 
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2.3  Algorithm Design 

2.3.1 Design of Overall Architecture 

According to the no-free-lunch theorem in search algorithm [18], if the algorithm 

can be more specifically designed for a particular problem, the search ability is 

enhanced, with the sacrifices of the performance on other problems that we do not care. 

Therefore, our proposed algorithm is designed especially for circuit synthesis, and is 

anticipated to outperform other general search algorithms on this type of problems.  

Since the solution space of circuit synthesis performs multimodal and deceptive 

characteristics, our proposed algorithm combines rECGA and ES with special niching 

method to handle these difficulties instead of only to use SGA. The rECGA performs a 

more accurate crossover operation when problem has the deceptive characteristic, and 

generates good solution patterns among large solution space; while the niching method 

keeps diversity of population by maintaining a few individuals to represent the 

information for each local optimum, and uses localized competition to exploit solutions. 

ES enhances exploration on each solution maintained by niching method and leads 

global optimum to outstand other local optima. In a simple word, rECGA takes charge 

of global search of solutions while ES is responsible for fast local search. 

Fig. 2.9 illustrates the flow chart of the proposed circuit synthesis algorithm. The 

procedures of rECGA and ES are the cores of this algorithm, and they are highlighted in 

the figure. The details of each procedure in this flow chart are presented accordingly. 
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Fig. 2.9. Flow chart of our proposed circuit synthesis algorithm. The procedures of 
rECGA and ES are the cores of this algorithm, and they are highlighted in the figure. 
In a simple word, rECGA takes charge of global search of solutions and ES is 
responsible for fast local search. 
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2.3.2 Transformation between Circuits and Building Blocks of GA 

In order to perform rECGA, it is beneficial to transform the circuit to the building 

blocks (BBs) of GA; this ideal is novel in the circuit optimization algorithm. Fig. 2.10 

shows how to encode circuit to chromosomes (candidate solutions represented in GA) 

and transform the components to primitive building blocks of GA before performing 

linkage learning. Each electrical parameter of component has pre-defined realistic upper 

and lower bounds. A special circuit type called empty is used to eliminate redundant 

components [9] and it can ensure minimal order of optimal circuit. The relation between 

terminology of GA and circuit is shown in Table 2.1. 

 

 

 

Fig. 2.10. Novel representation schemes of matching network in our algorithm. Each 
distributed component consists of type, electrical length and characteristic impedance, 
and we group these parameters into primitive building blocks of GA before 
performing linkage learning. 
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2.3.3 Computation of Circuit Response 

In order to get the fitness of a chromosome (matching network) defined in Eqn. 

(2.6), the Eqn. (2.1) should be evaluated first; the Γ(fi) is the given sampling data, thus 

the only variable need to compute is Γin(fi). Our computation method is succinct: for 

each frequency, calculating individual tow-port S-matrix of each component first, and 

employing signal-flow graph to connect all two-port S-matrix and obtain S-parameters 

of the matching network. The computation effort of this approach is lower than using 

nodal analysis.  

According to the basic definition of two-port S-matrix [38], we derive the general 

formula of S-parameters of each distributed component as 
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Table 2.1.  Terminology synopsis.  

GA Circuit 

Gene 
Circuit type 

Electrical length (°) 
Characteristic impedance (Ω) 

Allele Value of gene 

Building Blocks 
A Sub-circuit has at least one 

component 

Chromosome A matching network 

Population Set of matching network 
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where EL denotes electrical length of transmission line, Z0 denotes characteristic 

impedance, Zref represents terminated impedance and f0 denotes reference frequency. 

Fig. 2.11 shows signal flow graph of cascading two S-matrixes and the 

correspondent S-parameters are 
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Fig. 2.11. Signal flow graph used to evaluate connected S-matrixes. 
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Cascading the two circuits, the ZT(fi) can be transformed to Γin(fi) as 
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 (2.17) 

An example to evaluate the Γin(fi) of a given 4th-order matching network is shown 

in Fig. 2.12. The first step is to cascade the S-matrix of each circuit components in a 

bottom-up approach, followed by transforming the terminated impedance to the Γin(fi). 

 

 

Fig. 2.12. Example of calculating circuit response of a 4th-order matching network. 
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2.3.4 Implementation of Circuit Synthesis Algorithm 

 The first step in Fig. 2.9 is to randomly generate n solution candidates (population 

with size n) under boundaries of electrical parameters. To ensure reasonable circuit 

architecture for realistic fabrication, we set constraints to all solutions and repair 

infeasible solutions, such as to avoid multiple shunt-connected components (≥ 3) joining 

in a node. For instance, a solution for 4th-order matching network contains 4 short stubs 

is difficult to layout in general. The following procedure is to evaluate the fitness of 

each feasible solution, which is the most time-consuming step. Fortunately, we can 

adopt functional decomposition and compute in parallel described in next section. 

In rECGA procedures, tournament selection is adopted due to its efficiency and 

stability [39]. In tournament selection, the best solution always survives, thus the noise 

effect of random number generator is reduced. The selection pressure s should be 

selected carefully to avoid immature convergence. In general, the more difficult the 

problem is, the larger the selection pressure s should be. 

Discretization procedure is used to transform problems from the continuous 

domain to the discrete domain for performing linkage learning. Fig. 2.13 illustrates flow 

of discretization procedure, where b denotes the interval value of bins, L denotes the 

chromosome length and h(i) denotes the length of code vector for genei. The first step is 

to use discretization method to construct code vectors with different number of bins per 

gene, followed by discretizing each component parameter such as type, EL and Z0 

according to the code table. Previous research has shown that split-on-demand (SoD) 

discretization method outperforms fixed-height-histogram and fixed-width-histogram to 

discretize the continuous domain [23]-[24], since SoD automatically determines the 

number of bins to fit problem characteristic. Fig. 2.14 shows the flow of SoD, where the 

γ denotes split rate; the smaller γ causes the larger number of bins. An example which 
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Fig. 2.13. Flow of discretization procedure. Where the b denotes the interval value of 
bins, L denotes the chromosome length and h(i) denotes the length of code vector for 
genei.The first step is to use split-on-demand (SoD) to construct code table with 
different number of bins per gene, followed by discretizing each component 
parameter such as type, EL and Z0 according to the code table. 

 

Fig. 2.14. Flow chart of SoD. 
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illustrates the generation of code table by SoD is shown in Fig. 2.15. For each electrical 

parameter, the first step is to collect correspondent parameter values from population, 

followed by sorting collected values, and finally employ SoD to generate code vector Xi 

for discretization of genei. Each real value represented by genei maps to specific discrete 

code according to the correspondent interval value in code vector Xi. 

 

 

Dimension 1  

(Type 1-3) 

 Dimension 2  

(EL 0-100°) 

Dimension 3  

(Z0 40-110 Ω) 

Interval Code Interval Code Interval Code 

1-1.5 0 0-30 0 40-80 0 

1.5-2.2 1 30-50 1 80-100 1 

2.2-3 2 50-65 2 100-110 2 

  65-100 3   

Fig. 2.15. Example of SoD with population size n = 10 and split rate γ = 0.5. The bk 
denotes the interval value of bins choose in iteration i and Xi denotes the vector 
containing all bk of genei. Each electrical parameter value represented by genei maps 
to a specific discrete code according to the correspondent interval value in code 
vector Xi. 
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The rECGA is based on minimum description length (MDL) model [22] and 

greedy algorithm [37]. The MDL metric is the summation of two components, and can 

be expressed as 

 Model DataMDL D D= +  (2.18) 

 
| ( )|

2Model Complexiy log ( )
BB I

Model i
I i

D n χ=  ∏  (2.19) 

 Compressed Population Complexity ( )Data I
I

D n E M=   (2.20) 

 2( ) logIE M p p= −  (2.21) 

where n denotes population size, |BB(I)| denotes length of Ith building blocks, χ denotes 

cardinality of gene in BB(I), p denotes statistic probability of BB(I) and E(MI) represents 

Shannon entropy [25] of Ith marginal distribution. Fig. 2.16 shows how to evaluate MDL 

for a given marginal-product model (MPM) [12]; the first step is to count the probability 

of circuit patterns sampled from each building block, followed by using this statistic 

probability to calculate result of Eqns. (2.19)-(2.21). 

 

Fig. 2.16. An example to show how to computing the MDL. The first step is to count 
the probability of circuit pattern, followed by using this statistic probability and 
evaluating eqs (2.19)-(2.21). 
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MPM is the classification of building blocks which denotes what circuit 

components should be grouped as a sub-circuit, because promising solutions in 

population have the same sub-circuit pattern according to the MDL model. The MPM 

with minimal MDL represents the optimal classification of building blocks. It is 

necessary to use another search algorithm to find a optimum MPM, and the greedy 

algorithm is efficient and suitable for this problem. Fig. 2.17 illustrates the flow of 

MPM learning. 

 

 

Fig. 2.17. Example of circuit linkage learning based on MDL model and greedy 
algorithm. This matching network is transformed to 8 building blocks of GA at first, 
and it is transformed to 3 building blocks after greedy MPM search.  
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The MPM points out which component should be linked with other components, 

because good solutions in population have the same combination pattern according to 

the MDL model. Fig. 2.18 illustrates a typical method that using MPM to perform 

building-block-wise crossover to generate new solutions; it uses roulette-wheel 

sampling to sample circuit patterns and combines them, the statistic probability is 

counted when computing MDL. However, we employ MPM to perform another version 

of building-block-wise crossover shown in Fig. 2.19, which exchanges sub-circuits 

represented by building blocks with a probability of pc. The reason of not using 

roulette-wheel sampling to generate circuit patterns is that the method may destroy 

original real-valued parameters due to sampling noise. 

 

Fig. 2.18. A flow of typical building-block-wise crossover. It uses the learned MPM 
and roulette-wheel to sample circuit patterns and combines them to a new solution. 
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After rECGA operation, the fitness of each chromosome is evaluated again, and the 

ES is used to exploit the solutions with near optimal or optimal circuit topologies found 

by rECGA. The first step is to sieve m solutions with different circuit architectures from 

the best solution to the worst solution, followed by performing (1+1) ES [16] on these m 

solutions independently, and each sub-routine consumes n / m function evaluations. ES 

only perturbs the electrical parameters of these m circuits without changing circuit 

topology. Fig. 2.20 shows this procedure. When m is small, each selected circuits can be 

 

Fig. 2.19. A modified version of building-block-wise crossover we apply. It uses the 
learned MPM to exchange sub-circuits without changing the electrical parameters. 
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tuned further more; while m is large, each selected circuits can only change slightly, but 

it can avoid immature convergence due to pay lot of attentions on several different 

circuits. The reason to perform ES on individuals instead of (ߤ+λ) ES is to avoid 

interacting between immature circuit architectures with each other. This procedure plays 

a key role in the proposed algorithm as it promotes quality of those good circuits and 

helps the optimal circuit to outstand in lots of local optima. 

(1+1) ES generates solution candidate according to following equation 

 (0,1)y x Nσ= +  (2.22) 

where x denotes the parent, y denotes the offspring and σ is the step size to adjust 

standard Gaussian distribution N. The solution of next generation is selected in the 

parent x and the offspring y according to the fitness. The standard Gaussian random 

number pair can be generated from the Box-Muller transform method [40] as  

 2 2

    unifrom_rand()

    y unifrom_rand()
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We use the 1∕5 success rule to update the step size [17]. The following equation shows 

a method to update step size 
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p p
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σ σ

−
← × ×

−
 (2.24) 

where the ps denotes probability of successful offspring in the recent d generation and 

ptarget is 1∕5. If there are 1∕5 offspring are better than parent, the step size σ will be 

increased, or be decreased otherwise. Both the initial step size σ and d which we apply 

are 5.0 for local search.  
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It is beneficial to use niching technique to handle multimodal characteristic of 

circuit synthesis problem. The function of niching method is to keep diversity of 

population by maintaining a few individuals to represent the information for each local 

optimum, and use localized competition to exploit solutions. Our algorithm employs the 

restricted tournament replacement (RTR) [26]. RTR restricts competitions between new 

solutions and the most similar solution in randomly selected w original solutions before 

performing rECGA and ES. A method to select appropriate w in circuit synthesis 

problem is to count the number of all possible topology; for instance, the topology count 

for a N-order matching network (component are transmission line, open stub, short stub) 

 

Fig. 2.20. The ES procedure in the proposed algorithm. The first step is to sieve m 
solutions with different circuit architectures from the best solution to the worst 
solution, followed by independently performing (1+1) ES with Gaussian distribution 
perturbation and self-adaption on these m solutions. 
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with the only constraint that a node cannot join ≥ 3 shunt-connected components can be 

derived as follow 

 

3

Topology count (total number of possible topologies)

  (count of infeasible topologies)

3 2 ( 1)
N

N i

i

N i
=

= −

= − − +

 (2.25) 

For example, when N is 4, the feasible topology count is  

 

4 3 4Topology count 3 2 (4 3 1) 2 (4 4 1)

81 16 16

49

= − − + − − +
= − −
=

 (2.26) 

Therefore, the w can be selected as slight larger than 49 to keep all possible feasible 

topology in solution space, and perform local competition between the similar topology. 

Table 2.2 shows the feasible topology count with different matching network order, 

which can be used as reference value of window size w. 

The similarity is determined by hamming distance [41] between electrical 

parameters of two chromosomes, and there is a penalty added to the calculated distance 

if the circuit architecture is not the same to ensure the diversity of circuit topologies in 

the solution space. The more similar the circuits are, the shorter hamming distance is. In 

our case, the penalty of 100 is added to hamming distance if a component type in 

specified position is not the same between two chromosomes. Fig. 2.21 shows an 

example to calculate the similarity between chromosomes and illustrate flow of RTR. 

 

Table 2.2.  Feasible circuit topology count with different network order, which can be 
used as reference value of window size w.  

Network Order 3 4 5 6 7 8 9 10 

Count 19 49 155 521 1731 5601 17701 55033
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After one generation of evolution process, our algorithm repairs infeasible 

solutions again to ensure realistic solutions. Above procedures iterate until the 

termination condition is satisfied, function evaluation count reaches the limit, the 

program hit time constraint, or the population is converged. 

Table 2.3 shows the time complexity of each procedure in the proposed algorithm. 

The most time-consuming steps are evaluating the fitness in rECGA and ES operations, 

MPM learning or RTR. However, this time complexity is efficient enough to perform 

circuit synthesis under real-time constraint. 

 

Fig. 2.21. An example showing how to use RTR for generating offspring in next 
generation. For each solution produced by ES, the first step is to randomly select w 
solutions before performing rECGA, followed by finding the most similar original 
solution and compete with it, if the offspring is the better, replace the original solution, 
otherwise discard the offspring. 
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Table 2.3.  Time complexity of each procedure. Where n denotes the population size, 
l denotes the chromosome length, C denotes the time to compute circuit response, s 
denotes selection pressure and w denotes windows size of RTR. 

Procedure Time Complexity 

Evaluate fitness ( )nlCΘ  

Tournament selection ( )nsΘ  

SoD ( log )nl nΘ  

MPM learning 2( log )nl lΘ  

Building-block-wise crossover ( )nlΘ  

(1+1) ES ( )nlCΘ  

RTR ( )nwlΘ  

Repair infeasible solutions ( )nlΘ  

Total 2( ) max{ ( ),  ( log ),  ( )}T n nlC nl l nlw≈ Θ Θ Θ  
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2.3.5 Speedup with Parallel Computation 

Evaluate the fitness for each feasible solution may be the most time-consuming 

step than other procedures. Fortunately, it performs good data parallelism to be 

evaluated in parallel. The primitive task is to compute response of a circuit. It is 

recommended to use distributed block-data decomposition scheme [27] to schedule 

tasks. There are p processors and relative id are 0, 1, ⋯, p−1, the computation tasks 

scheduled to each processor as 

 
* ( 1) *

Computation range =  + [ , 1]
id n id n

C
p p

   + −   
   

 (2.27) 

 
( 1) 1

Task  is belong to processor 
p j

j
n

+ − 
  

 (2.28) 

where C denotes a constant used to shift index, which is problem dependently. Each 

process takes charge in computing the fitness of chromosome of the index range in 

(2.27) independently.  

In our case, we use multi-thread programming on a symmetric-multiprocessing 

(SMP) machine to handle this bottleneck of time consumption. Fig. 2.22 shows an 

example of parallel computing circuit response which uses distributed block-data 

decomposition scheme. If the problem size is too large to use single computer, the 

message passing between multi-computers can be used to speed up further more; the 

general purpose graphic compute unit (GPGPU) can also be employed to accelerate 

computing the circuit response. 

Although the operations of rECGA and ES are efficient, they can be applied with 

parallel computation for further speedup due to inherit data parallelism. For instance, 

the tournament selection can be divided into many independent parts; each part is a 

tournament of population. Therefore, many threads can be created to handle individual 
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tournament according to (2.27) and synchronize each result. Fig. 2.23 uses an example 

to illustrate parallel version of tournament selection with number of processors p = 3 

and s = 20. 

Fig. 2.24 shows the speedup of our algorithm with different number of processors 

under SMP architecture; the speedup is slightly lower than processors number due to 

inherent sequential procedure in algorithm. 

 

 

 

 

Fig. 2.22. An example of parallel computing circuit response by using distributed 
block-data decomposition scheme. 
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Fig. 2.23. Parallel version of tournament selection (without replacement). 

 

Fig. 2.24. Speedup of our algorithm with different number of processors under SMP 
architecture. 
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2.4  Performance Measurements 

In order to evaluate the performance measurement of proposed algorithm, several 

computer experiments have been performed to compare with previously published work. 

These experiments are matching networks synthesis on transistors and a dual-band filter 

design [9], respectively. 

2.4.1 Experiments of Microwave Circuit Design I: Matching Γ Curve 

Without loss of generality, these experiments are performing conjugate matching 

syntheses on two commercial packaged transistors; they are NE-42484 [42] and 

ATF-58143 [43] respectively. The synthesis results are used to compare with previous 

published algorithm [9], such as function evaluations and average optimal solution 

quality.  

For simplicity, the matching targets of both transistors are to match 

simultaneous-conjugate-matching frequency responses (i.e. ΓMS(f) and ΓML(f)), and the 

Z0 of transmission line is fixed at 50 Ω. The metric of a good matching network is based 

on Eqn. (2.6). 

Fig. 2.25 illustrates the first synthesis target to match NE-42484. The device is 

biased at recommend value in the data sheet that VD = 3V and ID = 20 mA. The gate of 

the transistor is connected with small resistor to ensure the existence of 

simultaneous-conjugate-matching condition, and the effective series inductance (ESL) 

is also considered. The global optimum of this matching target has been obtained by 

enumeration with large computation efforts. Fig. 2.26 shows the curves of ΓMS(f) and 

ΓML(f) of stabilized NE-42484 in the Smith chart, and the correspondent optimal circuits 

and responses found by enumeration are also illustrated. Fig. 2.27 shows the optimal 

matching result with ideal passive components, and the in-band region is highlighted in 
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the figure (2.2-2.8 GHz). The matched small signal gain almost fit to the maximum 

available gain (MAG) of the stabilized device due to optimized matching. 

We employ the proposed algorithm and [9] to synthesize these optimal matching 

networks and perform statistic for comparison, such as function evaluations and average 

optimal fitness. The criterion of finding the optimal solution is that the final population 

contains at least one solution, whose circuit architecture is the same as the optimal 

solution and fitness is larger than 95 % that in optimal circuit. Table 2.4 shows the 

parameter settings of our algorithm in these experiments, while the parameters of [9] 

remain the same in the most part and be slightly optimized for this experiment. Since 

the number of feasible topology of 4th-order circuits is about 50 according to Eqn. (2.25), 

the restricted windows size w of RTR is selected as 50, and the sieving number m used 

in exploration procedure is chosen as 20 for exploiting only on about top 1∕2 circuit 

topology. The initial step size σ in ES is selected as 5.0 because this range of 

perturbation for electrical parameter can be regarded as fine tuning in general.  

Figs. 2.28 and 2.29 show the statistic results of conjugate matching synthesis of 

NE-42484. Each experiment executes 30 independent runs, the x-axis represents 

population size n from 100 to 10000 (n = 100, 300, 500, 1000, ⋯, 9500, 10000) with 

totally 100n function evaluations, and the y-axis denotes times of finding the global 

optimum for conjugate matching and average optimal fitness, respectively.  

Since the matching problem for ΓMS(f) is too hard for SGA to solve, the optimal 

solution of [9] is always trapped into local optima instead of global optimum, thus the 

times of finding global optimum of SGA is almost zero; however, our algorithm can 

find global optimum with 100% statistic probability when n is larger than only 500, that 

is, we can use smaller computation effort to find the global optimum. Besides, the 

average fitness of the found best solution is always larger than that in [9] apparently.  
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Table 2.4.  Parameter settings of our algorithm. 

Parameter Value 

Selection pressure (s) 20 

Probability of crossover (pc) 0.5 

Split rate of SoD (ߛ) 0.5 

Restricted window size of RTR (w) 50 

Initial step size of ES (σ) 5.0 

Updating generation of ES (d) 5 

Sieving number for ES (m) 20 

Total function evaluations 100n 

Reference frequency (f0) 2.5 GHz 

Sampling points 30 

Electrical length (°) [0, 100] 

 

Fig. 2.25. The first example for performance measurement of our proposed algorithm. 
The synthesis target is to employ 4th-order network to synthesize broadband 
simultaneous-conjugate-matching from 2.2 to 2.8 GHz. The data sheet of NE-42484 
can be obtained from the website [42]. 



 41

 

 

 

 

Fig. 2.26. The curves of ΓMS(f) and ΓML(f) of stabilized NE-42484 transistor, and the 
correspondent frequency response (solid line without symbol) and circuit topology of 
optimal matching network are also illustrated.  

 
Fig. 2.27. The S-parameters of matched NE-42484, which is matched with global 
optima of ΓMS(f) and ΓML(f). It is obvious that the |S21|dB is almost the same of MAG 
in 2.2-2.8 GHz (highlight) due to optimized matching. 
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Fig. 2.28. The times of finding global optimum in matching ΓMS(f) andΓML(f) of 
NE-42484, and compare our work to the published algorithm [9]. The function 
evaluations of algorithms are 100n. Since the ΓMS(f) is too difficult for SGA to solve 
in this case, [9] always takeover by other local optima; while our algorithm can find 
global optimum with 100% statistic probability when n is larger than 500. 

 

Fig. 2.29. Average optimal fitness of 30 independent runs for ΓMS(f) and ΓML(f) with 
total function evaluations of each algorithm 100n. The averages of our algorithm are 
always larger than that in [9] apparently. 
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The program executing time of our algorithm is about 20 seconds with n = 500, 

function evaluations 100n and using a 2.13 GHz processor; it can be reduced further 

more by adopting parallel computation.  

Fig. 2.30 illustrates second matching experiment, which is to match transistor 

ATF-58143, and Fig. 2.31 shows the frequency response of ΓMS(f) and ΓML(f) of 

stabilized device and the optimal matching results. Fig. 2.32 shows the correspondent 

S-parameters of ATF-58143 with the optimal matching. The statistic results are shown 

in Figs. 2.33 and 2.34, which are consistent with the first experiment that our algorithm 

can find global optimum with a high statistic probability with small computation efforts.  

According to the results of these two experiments, it can be observed that the 

proposed algorithm outperforms published work [9], since our algorithm can fast and 

accurately find global optimum with a few computation efforts.  

 

 

 

Fig. 2.30. The second example for performance measurement of our proposed 
algorithm. The synthesis target is to employ 4th-order output network and 5th-order 
input network to synthesize broadband simultaneous-conjugate-matching from 2.2 to 
2.8 GHz. The data sheet and design kits of ATF-58143 can be obtained from the 
website [43]. 
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Fig. 2.31. The curves of ΓMS(f) and ΓML(f) of stabilized ATF-58143 transistor, and the 
correspondent frequency response (solid line without symbol) and circuit topology of 
optimal matching network are also illustrated.  

 
Fig. 2.32. The S-parameters of matched ATF-58143 which is matched with global 
optima of ΓMS(f) and ΓML(f). It is obvious that the |S21|dB is almost the same of MAG 
in 2.2-2.8 GHz (highlight) due to optimized matching. 
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Fig. 2.33. The times of finding global optimum in matching ΓMS(f) andΓML(f) of 
ATF-58143, and compare our work to the published algorithm [9]. The function 
evaluations of algorithms are 100n. Since the ΓMS(f) is too difficult for SGA to solve 
in this case, [9] easily takeover by other local optima; while our algorithm can find 
global optimum with 100% statistic probability when n is larger than 500. 
 

 

Fig. 2.34. Average optimal fitness of 30 independent runs for ΓMS(f) and ΓML(f) with 
total function evaluations of each algorithm 100n. The averages of our algorithm are 
always larger than that in [9] apparently. 
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Due to the appropriate niching method and efficient local search, the proposed 

algorithm can simultaneously find a lot of sub-optimal circuits, that is, it can find 

optimal electrical parameters with different circuit architectures for flexible choices. 

This makes our circuit synthesis algorithm more flexible and applicable for general 

applications. Fig. 2.35 illustrates the frequency response of sub-optimal circuits found 

by the proposed algorithm (n = 1000 and 100n evaluations) in problem synthesizing 

ΓMS(f) of NE-42484. The fitness of these solutions is higher than 95% that in 

correspondent sub-optima.  

 

 

 

 

 

Fig. 2.35. The frequency responses and correspondent circuit topology of another two 
sub-optimal circuits for matching ΓMS(f) of NE-42484. 
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2.4.2 Experiments of Microwave Circuit Design II: Dual-Band Filter 

If the algorithm can synthesize the network with arbitrary frequency response of 

S-parameters, it is practical to synthesize the matching network in circuit design. The 

filter synthesis is very suitable for the performance measurement.  

For comparison, we repeat the dual-band filter synthesis reported in [9] with 

slightly different design target. Fig. 2.36 illustrates the synthesis specifications of a 

dual-band filter with 25 components in matching network, which conform the IEEE 

802.11 a/b/g WLAN systems. The total square error is defined as 

 Square error in band out band
i j

E E− −= +   (2.29) 

 11_ 11 21_ 21(| | ) (| | )in band S in dB S in dBE w E S w E S− = +  (2.30) 

 21_ 21(| | )out band S out dBE w E S− =  (2.31) 

where the E(|S|) denotes the function to calculate the square error from the S-parameter; 

while the wS11_in and wS21_in denote the weight of square error of pass-band S21 and S11 

respectively, and the wS21_out is for rejection-band. 

The synthesized components are transmission lines, open stubs, short stubs, where 

the electrical length of transmission lines are restricted between 0° and 120° at 2 GHz 

and characteristic impedance are from 40 to 110 Ω. For simplicity, there is only one 

constraint that no node can join ≥ 3 shunt-connected components. Table 2.5 shows the 

parameter settings of our algorithm, while the parameters of algorithm in [9] remain the 

same because they have been optimized for this filter design. 

Fig. 2.37 shows the statistic results, which is the average of optimal fitness in 30 

independent runs, and the x-axis represents function evaluations with population size n 

= 1000. It is obvious that the proposed algorithm can find the better solution under the 

same computation effort, and this result is consistent with previous experiments that our 
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algorithm is robust. Fig. 2.38 shows S-parameters of a synthesized dual-band filter 

(fitness = 0.035) and Table 2.6 illustrates the correspondent topology with ideal passive 

components, the computation time is about 4 minutes with 200n function evaluations.  

 

 

 

 

(a) 

 

(b) 

Fig. 2.36. (a) Specification of the dual-band filter with specified weights between 
in-band and out-band. (b) Using 25 distributed components for circuit synthesis. 
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Table 2.5.  Parameter settings of our algorithm in filter synthesis. 

Parameter Value 

Population size (n) 1000 

Selection pressure (s) 30 

Probability of crossover (pc) 0.5 

Split rate of SoD (ߛ) 0.5 

Restricted window size of RTR (w) 100 

Initial step size of ES (σ) 5.0 

Updating generation of ES (d) 5 

Sieving number for ES (m) 30 

Reference frequency (f0) 2 GHz 

Sampling step (GHz) 0.1 

Electrical length (°) [0, 120] 

Characteristic Impedance (Ω) [40, 110] 

(wS11_in, wS21_in, wS21_out) (1, 1.5, 0.1) 

 
Fig. 2.37.Average optimal fitness of 30 independent runs in dual-band filter synthesis. 
The x-axis is function evaluations with n = 1000. 
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Fig. 2.38. S-parameters of the synthesized dual-band filter (fitness = 0.035) with ideal 
passive components for statistic comparison 

Table 2.6.  Components from number 1 to 25 in the optimized dual-band filter 
network with reference frequency 2 GHz. 
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According to these two experiments, it is concluded that our algorithm can fast and 

accurately synthesize desired matching network and outperform the previously 

published algorithm [9]. The main reason to cause the difference is that we consider 

several characteristics of solution space and specifically design for circuit synthesis, 

rather than only use the simple genetic algorithm operators. 

 

2.4.3 Discussions of Performance with Different Procedures 

In order to illustrate the effect of each procedure in our proposed algorithm, we 

perform several experiments with different operation combinations and compare each 

statistic results. The matching problem is to match ΓMS(f) of NE-42484 as shown in Fig. 

2.25, and the parameters setting is the same in Table 2.4. 

The first comparison is between two different versions of building-block-wise 

crossover, which are illustrated in Fig. 2.18 (using roulette-wheel to sample circuit 

patterns) and Fig. 2.19 (exchanging sub-circuit represented by MPM). Fig. 2.39 shows 

the statistic results of employing these two operators, while the other procedures in Fig. 

2.9 remain the same. The x-axis represents population size n from 100 to 10000 (n = 

100, 300, 500, 1000, ⋯, 9500, 10000) with a total of 100n function evaluations. Using 

roulette-wheel sampling method to generate new solutions may destroy good 

real-valued (non-integer) parameters due to sampling noise, thus the average 

performance is lower than the proposed modified version of building-block-wise 

crossover shown in Fig. 2.19 

The second comparison is between four different versions of implementation of ES, 

which are performing (ߤ+λ) ES on top 10% solutions with and without perturbation of 

circuit topology and applying the proposed (1+1) ES (as shown in Fig. 2.20) on top m 

different-topology circuit independent with and without perturbation of circuit topology. 
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Fig. 2.40 shows the statistic results of these two operators, while the other procedures in 

Fig. 2.9 remain the same. The (ߤ+λ) ES runs 10 generations on the top 10% solution, 

while the (1+1) ES runs n∕m generations on each sieved individuals, the function 

evaluation of both procedures is n per iteration of our proposed algorithm.  

Since the standard deviation of Gaussian random variables of (ߤ+λ) ES is 

calculated according to a group of circuits, the local optima will affect the accuracy of 

standard deviation and easily cause immature convergence, thus the average 

performance of (ߤ+λ) ES is lower than the proposed (1+1) ES in this case. Fig. 2.40 also 

shows the effect of perturbing the circuit topology; the one without changing topology 

is better since it can avoid the solution with circuit topology of global optimum 

changing to other sub-optimal topology before convergence. 

The third comparison is the algorithm architecture. Fig. 2.41 shows the statistic 

results of naïve rECGA, combining rECGA and (1+1) ES with and without RTR 

niching method (as shown in Fig. 2.21). The naïve rECGA cannot be used to solve this 

problem like [9] due to the no-free-lunch theorem, that is, the operator is too simple to 

solve circuit synthesis. Although ES procedure can help in exploiting solution 

candidates, it is beneficial to employ niching method to enhance the probability of 

finding global optimum because of the multimodal characteristic of solution space of 

circuit synthesis.  

Based on these comparisons, it can be concluded that the proposed algorithm is 

designed particularly for circuit synthesis problems, and each procedure has the specific 

function that is irreplaceable. This is the main reason that the proposed algorithm 

outperforms previously published work [9], which only employs SGA. 
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(a) 

 

(b) 

Fig. 2.39. (a) shows respect times of finding global optimum with two different 
version of building-block-wise crossover. (b) shows the average fitness of optimal 
solution in 30 independent runs. 
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(a) 

 

(b) 

Fig. 2.40. (a) shows respect times of finding global optimum of different 
implementation of ES. (b) shows the average fitness of optimal solution in 30 
independent runs. 
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(a) 

 

(b) 

Fig. 2.41. (a) shows times of finding global optimum with different algorithm 
architecture. (b) shows the average fitness of optimal solution in 30 independent runs. 
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Chapter 3 Design of Microwave and Millimeter 

Wave Broadband Amplifiers via Circuit 

Synthesis Algorithm 

 

Two broadband amplifiers have been designed and implemented to demonstrate the 

proposed circuit-synthesis algorithm. They are a 110-180 GHz amplifier in CMOS 

65-nm process and a Ka-band high efficiency power amplifier in 0.1-μm pHEMT 

process respectively. The small signal gain of 110-180 GHz amplifier is the first circuit 

covering full D-band in CMOS process; we also develop an optimization method to 

determine the minimal number of cascade stages and propose an impedance 

transformation technique to achieve desirable gain performance and wide bandwidth. 

The Ka-band medium power amplifier performs broadband output power and 

power-add efficiency (PAE) due to the synthesis matching networks. 

 

3.1  A 110-180 GHz Broadband Amplifier in 65-nm CMOS 

Process 

To increase the gain performance beyond 100 GHz in CMOS process, it is 

inevitable to use several gain stages; the gain limitation of the transistor (fmax) and losses 

of on-chip passive component are the bottleneck in circuit design. Since our design 

target is to simultaneously achieve the full D-band bandwidth and desirable gain 

performance, it is suitable to develop particular design method to ensure the optimal 

usage of each cascade stage, and use proposed algorithm to synthesize the optimal 

broadband matching. 
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3.1.1 Optimization Method for Inter-stage Matching 

In order to ensure optimal usage of each cascade stage, an optimization method is 

developed. Each cascade stage can be view as a two-port network like a black-box, 

which can provide the maximum available gain (MAG) [38] from its two-port 

S-parameters, as shown in Fig. 3.1. Using search algorithm to synthesize the inter-stage 

matching is beneficial for raising and flatting the frequency response of MAG. In our 

case, we apply the proposed algorithm for this inter-stage matching synthesis. If the 

optimized MAG cannot achieve the specification under current number of applied stage, 

it is necessary to cascade another gain-cell until gain performance excesses the design 

target. Fig. 3.2 illustrates this bottom-up optimization approach, which ensures the 

optimal usage of each stage and leads the minimal number of cascade stage. Without the 

redundant cascade stages, the dc-power consumption and chip size can be reduced. 

 

 

 

Fig. 3.1. Black-box view of a cascade stage. The maximum available gain (MAG) 
can be obtained by evaluating the S-parameters provided by the two-port network. 
Using optimization algorithm to synthesize the inter-stage matching is beneficial 
for raising and flatting the frequency response of MAG. 
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In order to guarantee optimized MAG is desirable (broadband, high gain and flat 

frequency response), several rules are adopted to guide the search algorithms to find 

acceptable solutions. The response of optimized circuit is totally dependent on the rules, 

which are set according to the prior knowledge of engineers. Therefore, the following 

square errors between target frequency response and solution candidates are adopted, 

which can control the frequency response and make optimized result desirable 

 all in band out band− −Δ = Δ + Δ  (3.1) 

 { }
1

([ ( )]) ([ ( )]) ([ ( )])
n

in band gain i flat i stable i
i

E S f E S f E S f−
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Δ = + +  (3.2) 

 
2
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S f

−

−

= −

<
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Fig. 3.2. A bottom-up approach to cascade gain stage. If the MAG of the cascade 
stage cannot achieve the design target after synthesis of inter-stage matching, it is 
necessary to cascade another gain cell for raising the performance until the MAG 
excesses the target response. 
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where Δall denotes the total square error, Δin-band and Δout-band denotes the in-band and 

out-band part of Δall respectively, n denotes the number of sampling points in out-band 

frequency, MAG is function to evaluate maximum available gain, αripple denotes the 

maximum allowable gain ripple, penalty is used to control circuit stability and wout-band 

denotes the weight between in-band and out-band. The Egain ensures the in-band high 

gain response, while the Eflat reduces gain ripple by comparing the adjacent points and 

the Estable guarantees the unconditional stability of the two-port network by monitoring 

the k-factor [38]. For a solution candidate, when its maximum available gain excesses 

the design, Egain stops to increase and the Eflat will dominate the Δin-band and inform the 

search algorithm to exploit solutions with flat frequency response. Therefore, the 

synthesized results will have both high and flat frequency response of maximum 

available gain. 

Equations (3.2)-(3.5) is search rules for in-band response, but it is suitable to 

consider the out-band frequency response to ensure reasonable response, such as 

avoiding the occurrence of return gain. The out-band rules can be set as follow 
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where m denotes the number of sampling points in out-band frequency, wout-band is used 

to control the ratio of square error between in-band and out-band, the Erejection can 

control the out-band gain rejection. The value of wout-band should set small, otherwise the 

optimized result of in-band circuit response will be unreasonable. Since the main 

consideration of out-band is high rejection in general, therefore the Eflat can be ignore in 

out-band consideration. 

Fig. 3.3 shows an example of target response for search algorithm to optimize. It is 

beneficial to keep few space of frequency between in-band and out-band interval, which 

controls the slope of response and guide the algorithm to search efficiently. The wout-band, ߙripple and penalty should be selected carefully to ensure desirable response. 

 

 

 

 

Fig. 3.3. Example of specification for search algorithm to optimize. The Egain ensures 
the in-band high gain response, while the Eflat reduces gain ripple by comparing the 
adjacent points, the Estable guarantees the unconditional stability of the two-port 
network by monitoring the k-factor and the Erejection can control the out-band gain 
rejection. 
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3.1.2 Selecting Gain-Cell 

This proposed MMW amplifier is fabricated in TSMC 65-nm GP 1P9M CMOS 

process. The target is to simultaneously achieve the full D-band bandwidth and desired 

small signal gain. 

The maximum gain (MSG/MAG) of small-size common source (CS) and cascode 

cell are shown in Fig. 3.4. Both transistors are biased near peak of the maximum 

trans-conductance (gm) under standard supply voltage. Although the dc consumption of 

cascode cell is larger than that of CS, the gain is about twice of CS around 170 GHz. 

For the sake of obtaining the high gain performance under the minimum amount of 

cascade stage, we select cascode topology as the primary gain cell instead of 

common-source topology, and the chip size can be reduced.  

 

 

Fig. 3.4. Maximum gain (MSG/MAG) of small-size CS and cascode cell. Both 
transistors are bias near the gm peak under standard supply voltage. We employ 
cascode topology as the primary gain cell instead of common-source topology for 
reducing chip size. 
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Fig. 3.5 is a contour plot that shows the gate-finger number and width of transistor 

of cascode pair versus the turning point of MSG/MAG, where the device sizes of the 

cascode pair are the same and the bias condition of each transistor is near peak of the gm 

peak with VDD = 2.4 V. Although the smallest size has the highest frequency of turning 

point, the saturated power is too small to be applicable; therefore, the gate width and 

finger number we select are 1 μm and 12 respectively, whose turning-point frequency is 

slightly higher than 170 GHz and is higher than other combinations with the same total 

gate width. 

 

 

 

 

 

Fig. 3.5. Sweep finger number and gate width of transistors of cascode pair. The 
black curve representes xy = 12 μm, which x denotes gate width and y denotes finger 
number. 
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3.1.3 Synthesis of Broadband D-band Amplifier  

First, we use the proposed bottom-up approach (as shown in Fig. 3.2) to synthesize 

each inter-stage matching until the MAG of cascade stage achieves the target response, 

followed by synthesizing the input and output matching to obtain the available gain.  

The in-band and out-band parameter settings to guide search algorithm (Eqns. (3.2)

-(3.8)) are shown in Table 3.1 and Table 3.2, respectively. The specifications of in-band 

MAG are lower than the upper bound (summation of MAG of each gain-cell) because 

the upper bound is too difficult to obtain. If the Gain_specin-band is set as high as the 

upper bound, the Egain will be too high and dominate Δall, which makes the Eflat, Estable 

and Δout-band useless (i.e. the circuit will be unstable or the gain ripple will be large) 

because they are much smaller than Egain. Although there is no general rule for setting 

the Gain_specin-band, the performance of previously published D-band CMOS amplifier 

can be referred for setting the initial value of Gain_specin-band. If the optimized 

frequency response easily achieves the target, the Gain_specin-band can slightly increase 

toward the upper bound; else if the optimized result has unacceptable gain ripple, the 

Gain_specin-band should decrease or stop to increase to ensure the flat frequency 

response. 

Fig. 3.6 shows specification of frequency response with different cascade stage. 

The ideal passive components are employed in optimization first to observe how large 

the gain response the circuit can perform, and the parameters settings of our algorithm 

are the same in Table 2.4. Although the passive components are lossless, the k-factor of 

the cascade black-box may be different from that of single gain-cell due to including 

other transistors. The k-factor of the synthesized result using lossless components is 

indeed greater than 1 (unconditionally stable). The higher k-factor in post-simulation 

can be obtained due to the losses of passive components, which makes the circuit more 
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stable. Figs. 3.7 and 3.8 show the synthesis results with ideal passive components and 

network order N = 3, 4 respectively. Figs. 3.9 and 3.10 illustrate the correspondent 

synthesized circuit topology. The synthesized frequency response of 4-stage cascode is 

desirable with high gain and flat frequency response in pass-band, and the out-band 

rejection is high enough to ensure the circuit stabilities. Although the synthesized results 

with 4th-order inter-stage matching are slightly closer to the specifications than results 

with 3rd-order matching, the complicated circuit topology will increase the chip size. 

Therefore, we apply the 3rd-order networks in our circuit. The T-network of synthesis 

result in 3rd-order networks can transform the impedance between cascode stages as 

illustrated in Fig. 3.11. The right-side transmission line moves the impedance to the 

high admittance circle, followed by a short stub to pull the impedance toward the 

location near the edge of Smith chart, and finally the left-side transmission line 

transforms the impedance to the conjugate of output impedance of cascode stage. 

 

 

 

Fig. 3.6. Specification for search algorithm to optimize with different cascade stage 
in ideal simulation. 
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Fig. 3.7. Result of synthesized MAG of two-port network with different number of 
cascade stage, where the inter-stage matching employ 3rd-order matching network. 
The frequency response of 4-stage cascode is desirable with high gain and flat 
frequency response. 

 

Fig. 3.8. Result of synthesized MAG of two-port network with different number of 
cascade stage, where the inter-stage matching employ 4th-order matching network. 
These solutions are more close to the specification than the results of using 3rd-order 
matching network, but the correspondent circuit topology is more complex for layout. 
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Fig. 3.9. Synthesis results with different number of cascade stage in 3rd-order 
inter-stage matching network. All the synthesized inter-stage matching result are the 
simplex T-network. 

 
Fig. 3.10. Synthesis results with different number of cascade stage in 4th-order 
inter-stage matching network. The result of employing 4th-order network is more 
complicated for layout. 
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Fig. 3.11. Illustration of impedance transformation with the synthesized T-network, 
which is the optimal synthesized result of 3rd-order inter-stage matching network.  

Table 3.1.  Parameter settings of search rules for in-band response. 

Parameter Value 

Gain_specin-band 15, 20, 25 for 2-4 stage ߙripple 0.2 

Frequency Range 110-170 GHz 

Sampling Step 1 GHz 

 
Table 3.2.  Parameter settings of search rules for out-band response. 

Parameter Value 

Gain_specout-band < 10 dB 

wout-band 0.1 

Penalty 10 

Frequency Range 80-95 and 185-200 GHz 

Sampling Step 1 GHz 
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After the synthesis of the inter-stage matching, the optimized MAG of cascade 

stage can be obtained by synthesizing the simultaneously-conjugate-matching as shown 

in Fig. 3.12. Due to the parasitic capacitance effect in large size transistors beyond 100 

GHz, it is necessary to decrease total gate width to optimize the bandwidth and high 

gain frequency response. However, the small device size makes it difficult to transform 

output impedance of the cascode stage to the system impedance 50 Ω, which leads to 

the poor output return loss and low gain. The in-band ΓML(f) of each number of cascade 

stage are shown in Fig. 3.13, and the synthesized 4th-order matching result ΓL(f) is also 

in the figure. Fig. 3.14 shows the S-parameters of the 4-stage cascode with optimized 

simultaneous-conjugate matching of 4th-order network. Although the optimized MAG 

provided by the 4-stage cascode is high, the gain of matched circuits cannot achieve the 

optimized MAG and the return loss is undesirable, because the output impedance of 

cascode stage is too high to perfectly match. Therefore, it is suitable to apply other 

techniques to achieve broadband response rather than increasing the network order. 

 

 

 

 

Fig. 3.12. Synthesis of simultaneously-conjugate-matching with the optimized 
inter-stage matching to obtain the MAG provided by the 4-stage cascode. 
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Fig. 3.13. The in-band ΓML(f) of each cascade stages after optimization of inter-stage 
matching. The synthesized 4th-order matching result ΓL(f) cannot achieve the target 
response under reasonable network order. 

 
Fig. 3.14. The S-parameters of 4-stage cascode that are matched with synthesized 
input and output 4th-order network. Due to the high output impedance of cascode 
stage is difficult to match, the gain cannot achieve the optimized MAG and the output 
return loss is undesirable. 
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Fortunately, this problem can be solved by adding a CS stage for trans-impedance 

as Fig. 3.15, because of the high input and lower output impedance characteristic of CS 

topology. Fig. 3.16 illustrates this output impedance transformation result, it can be 

observed that the frequency response of ΓML(f) is closer to the system impedance 50 Ω 

than 4-stage cascode without trans-impedance, which is easier to match than the 

impedance near the periphery of Smith chart. 

After connecting a CS stage for trans-impedance, the synthesis procedure is 

performed again with 3rd-order inter-stage matching, and the synthesized inter-stage 

matching topology is as the same in Fig. 3.9 (all network is the T-network). Fig. 3.17 

shows S-parameters of 4-stage cascode with 1-stage trans-impedance stage, which are 

matched with synthesized input and output 4th-order network. Based on the 

trans-impedance procedure, the matched circuit response can achieve higher gain and 

wider bandwidth performance than the 4-stage cascode without trans-impedance. 

Although adding a trans-impedance stage increases the chip size and dc-power 

consumption, the circuit performance can be significantly enhanced. 

 

 

 

 

Fig. 3.15. Procedure of adding a trans-impedance stage following cascode stage. 



 71

 

 
Fig. 3.16. Output impedance transformation of 4-stage cascode by using 
trans-impedance stage with ideal passive components. 

 

Fig. 3.17. The S-parameters of 4-stage cascode with 1-stage trans-impedance stage 
that are matched with optimized input and output 4th-order network. Due to the 
trans-impedance procedure, the matched circuit response can achieve higher gain and 
wider bandwidth performance than the 4-stage cascode without trans-impedance (Fig. 
3.14). 
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3.1.4 Post-Simulation Results 

Fig. 3.18 is optimization result which has considered the non-ideal effect of 

on-chip passive components with full-wave EM simulations (Sonnet [44]).  The long 

transmission lines are replaced with inductor for reducing chip size. Due to the loss of 

on-chip passive components and the non-ideal effect of high-order mode EM wave, the 

optimized maximum available gain is lower than ideal optimized results. 

 

 

Fig. 3.19 illustrates this output impedance transformation provided by the 

trans-impedance stage and correspondent synthesized matching result. It is very difficult 

to match the output impedance without the suitable trans-impedance stage, because the 

ΓML(f) is near to the edge of Smith chart, which causes the difficulty of matching and 

degrade the gain and bandwidth performance. Since the trace of ΓML(f) becomes circular 

shape after impedance transformation, it is simple to perform broadband matching as 

 

Fig. 3.18. Result of synthesized MAG after considering the non-ideal effect of passive 
components and full-wave EM simulations 



 73

long as the frequency response of output matching network to the center of the circle 

can be designed. Using this approach, the distance between the ΓML(f) and synthesized 

ΓL(f) will be minimized (i.e. the response is broadband). The square error can be 

reduced about 80% by performing the trans-impedance, which makes the frequency 

response broadband and desirable. Both the post-simulation results of S-parameters are 

shown in Fig. 3.20. Due to the trans-impedance effect, the matched circuit response can 

achieve higher gain and bandwidth performance than the response of without 

trans-impedance 4-stage cascode. 

Fig. 3.21 shows the overall circuit schematic, and the chip photograph is shown in 

Fig. 3.22 with a chip size 0.57×0.65 mm2. It is 4-stage cascode with a trans-impedance 

stage. The four cascode stages provide the primary gain performance and the 

trans-impedance stage can improve output matching. There are slight differences 

between each cascode stage in synthesis procedures to ensure reasonable results, such as 

source degeneration at the first stage to improve the input return loss, and the larger 

device size of output stage for better power handling. Although the inter-stage stability 

was not considered in the proposed algorithm, it has been checked to avoid the 

oscillation after the post-simulation of the entire circuit, as shown in Fig. 3.23.  
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Fig. 3.19. Output impedance transformation of four stage cascode by using 
trans-impedance stage. The 4th-order matching result ΓL.(f) is synthesized by the 
proposed algorithm. 

 
Fig. 3.20. Post-simulation result of S-parameters with (symbol line) and without 
trans-impedance. Due to the trans-impedance effect and synthesized matching, the 
small signal gain, return loss and bandwidth are desirable. 



 75

 

 

 

 

Fig. 3.21. Circuit schematic of the four cascode stage and one trans-impedance stage. 
The four cascode stages provide the primary gain performance and the 
trans-impedance stage can improve output matching. 

 

Fig. 3.22. Chip photograph with chip size 0.37 mm2. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 3.23. (a)-(d) inter-stage stability check from 1 to 200 GHz. The mapping circles 
do not intersect with the correspondent stability circles, that is, the oscillation is 
avoided in the inter-stage.  
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3.1.5 Measurement Results  

The S-parameters of this broadband amplifier are measured from 110 GHz to 220 

GHz by employing Agilent VNA. The measurement and simulation result is illustrated 

in Fig. 3.24. Due to the imperfect transistors characteristic modeling at this frequency, 

there are some mismatch between the simulation and measurement. It shows a 

broadband amplification characteristic of the small signal gain higher than 10 dB from 

110 GHz to 180 GHz, and 19-dB maximum small signal gain is at 170 GHz. Since we 

use the 1.2-V MOS-varactors in bypass circuits rather than 3.3-V MOS-varactors by 

mistake, it causes an unnecessary 43-mW extra dc power consumption in the bias 

network, and thus the total dc power is 109 mW at VDD = 2.4 V, but the actual dc power 

dissipated in transistors is only 66 mW. 

 
 

 

Fig. 3.24. Measurement and simulation results of S-parameters from 110 GHz to 220 
GHz. It shows a broadband amplification characteristic of the small signal gain higher 
than 10 dB from 110 to 180 GHz, and 19-dB maximum small signal gain at 170 GHz. 
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Table 3.3 summarizes the amplifier performance of this work and compares with 

previously published D-band amplifiers in silicon. It can be observed that the gain 

performance in this work is comparable to the published amplifiers, but our amplifier 

has the widest bandwidth (The amplification bandwidth with gain > 10 dB from 

110-180 GHz) with the reasonable dc-power consumption and chip size, and indeed 

covers the entire D-band. 

In this work, we use the proposed design method and matching network synthesis 

algorithm to successfully achieve the broadband bandwidth and high gain performance 

for D-band amplifier. This is the first amplifier covering full D-band in CMOS process. 

 

Table 3.3.  Summary of the previously published D-band Si-based amplifier. 

Reference 
Ref.[28] 

2008 RFIC 
Ref.[29] 

2010 ASSCC
Ref.[30] 

2009 ISSCC
Ref.[31] 

2012 IMS 
Ref.[32]  

2008 RFIC 
This 

Work 

Process 65-nm CMOS 65-nm CMOS 65-nm CMOS 65-nm CMOS 0.13- m SiGe 65-nm CMOS

Topology 
6-Stage 

Single-Ended 
LNA 

3-Stage 
Differential
Amplifier 

3-Stage 
Single-Ended

Amplifier 

4-Stage 
Single-Ended

PA 

5-Stage 
Single-Ended 

Amplifier 

5-Stage 
Single Ended

Amplifier 

3-dB Center 
Frequency (GHz) 

140 144 150 140 165 170 

Gain > 10 dB 
Frequency Range 

(GHz) 
N/A* 127-157 N/A* N/A* 159-179 110-180 

3-dB Bandwidth 
(GHz) 

10 < 5 27 > 30 15 15 

Gain > 10 dB  
Bandwidth (GHz) 

0 30 0 > 30 20 70 

Peak Gain (dB) 8 20.6 8.2 15 14 19 

dc Power (mW) 63 102 25.5 115.2 135 66** 

Chip Size (mm2) 0.06 *** 0.21 0.41 0.38 0.14 0.37 

*:Not available. 
**:The actual dc power dissipated in transistors. 
***: Estimate from chip micrographs (not including test pads). 
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3.2  Synthesis of Ka-band Broadband Medium Power 

Amplifier in 0.1-μm GaAs pHEMT Process 

An integral circuit fabricated in 0.1-μm GaAs pHEMT process with 2-mil substrate 

is designed and implemented for demonstration. This circuit synthesized by our 

algorithm is a full-Ka band (26-40 GHz) medium power amplifier.  

3.2.1 Problem Decomposition and Synthesis 

The matching network designs can be decomposed into three parts as shown in Fig. 

3.25 and it can be solved sequentially from the output stage to the input. The 

correspondent synthesized results are also shown in the figure. The first step is to 

synthesize the output network such as broadband load-pull matching; followed by 

transforming the input impedance of second stage to the output impedance of driver- 

stage like ΓML(f) or load-pull response; finally, transform input impedance of 

driver-stage to the system impedance 50 Ω. The total device size ratio of output stage to 

driver-stage is selected as 3:1 for the higher power-added efficiency (PAE) 

consideration; however, a smaller device size of driver-stage makes input return loss 

poorer. Therefore, an RC feedback is inserted in driver-stage to improve the input return 

loss, and both driver and output stage are treated as black-box in optimization. If the 

synthesized result of input return loss is lower than 10 dB, the feedback is slightly 

modified and synthesis is performed again until the desirable return loss is obtained. 

The parameter settings of our algorithm are as same as Table 2.4. Although the 

synthesis of the characteristic impedance of transmission line can help to enhance 

solution quality, we fix it as 72.8 Ω in 2-mil substrate for layout consideration. In order 

to achieve broadband response of maximum output power, it is beneficial to record the 

load-pull results of each frequency in 26-40 GHz as target frequency response to be 
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Fig. 3.25. The decomposition of synthesis two-stage single-ended power amplifier. It 
can be solved sequentially from output stage to circuit input. The first step is to 
synthesize the broadband load-pull matching, followed by transforming the input 
impedance of second stage to the output impedance of driver-stage; finally, transform 
input impedance of driver-stage to the system impedance 50 Ω. 

 
Fig. 3.26. Crcuit synthesis result of broadband load-pull matching and correspondent 
synthesized matching network. 
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synthesized, and the sample step is 1 GHz in our case. Fig. 3.26 shows the results of 

matching load-pull curve and correspondent synthesized matching network. It is 

obvious that the synthesized result can fit the target response in most part, which makes 

the frequency response of output power broadband. 

The chip photograph is shown in Fig. 3.27 with a compact chip size of 1×1.5 mm2. 

Since the coupling effect should be taken into account, several physical parameters are 

slightly adjusted with the help of commercial full-wave EM software (Sonnet [44]). Due 

to the synthesized matching network, the circuit performs the good broadband responses. 

Fig. 3.28 shows the simulation results of S-parameters, both the small signal gain and 

return loss are desirable. The large signal result is shows in Fig. 3.29, the Psat is 21-22 

dBm around the Ka-band with the high PAE. The diagram of simulated input power 

versus output power is illustrated in Fig. 3.30. The long short stub in the inter-stage 

matching is replaced with a 1-turn spiral inductor to compact the chip size, and there is 

only negligible difference in the frequency response as shown in Fig. 3.31. 
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Fig. 3.27. Chip photograph with a compact chip size 1×1.5 mm2. 

 

Fig. 3.28. Simulation results of S-parameters. The frequency response of gain and 
return loss is desirable due to synthesized matching. 



 83

 

 

 

 

 

Fig. 3.29. Simulation results of large signal. This power amplifier performs the 
broadband responses and covers the full Ka-band (26-40 GHz).  

 

Fig. 3.30. Simulation results of input power versus output power at center frequency 
34 GHz. The Psat is 22 dBm with a 40% peak PAE. 
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(a) 

 

(b) 

Fig. 3.31. (a) Illustration of compacting Inter-stage matching (layout view in Sonnet). 
(b) The post-simulation results after replacing the long shot stub to a 1-turn spiral 
inductor. The difference of frequency response is few enough to neglect. 
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3.2.2 Measurement Results 

Fig. 3.32 shows measurement results of the S-parameters from 1 GHz to 50 GHz 

by employing Agilent VNA. Fig. 3.33 shows measurement results of large signal in 

Ka-band. The measured output power Psat at peak PAE is 19-22 dBm, the correspondent 

PAE is 22-35%. Fig. 3.34 shows the diagram of input power versus output power at the 

central 34 GHz. Due to good synthesis of matching network via proposed algorithm, the 

frequency response of output power and PAE are broadband, and both the small signal 

gain and return loss are desirable.  

Due to the imperfect transistors modeling of both large and small signal at this 

frequency, there are some mismatch between the simulation and measurement; the 

dc-IV curve of output stage is shown in Fig. 3.35, and the VG is slightly changed (shift 

0.05 V) in measurement to maintain the same drain current at simulation. The mismatch 

of the transistor behavior makes the simulation and measurement inconsistent. 

Therefore, constructing a better transistor model [45]-[46] in this 0.1-μm GaAs pHEMT 

process is beneficial for more accurate design. 

Table 3.4 summarizes the performance of this work and compare with previously 

published HEMT Ka-band power amplifier. This experiment illustrates a simple design 

methodology of medium power amplifier under real-time constraint by circuit synthesis 

algorithm, and this synthesis can be extended to the architecture with transistors 

combining for a higher output power. 

 

 



 86

 

 

 
 

Fig. 3.32.Measurement and Simulation results of S-parameter from 1 GHz to 50 GHz. 
Both the in-band gain and return loss are desirable due to good synthesized matching. 

Fig. 3.33. Frequency response of large signal. The Psat is 22 dBm with 33% peak PAE 
at 31 GHz. 
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Fig. 3.34. Measurement result of input power versus output power. The Psat is 20.6 
dBm with 35% peak PAE at 34-GHz central frequency. 

 

Fig. 3.35. dc-IV of output stage of simulation and measurement. The VG is slightly 
changed (shift 0.05 V) in measurement to maintain the same drain current at 
simulation. 
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Table 3.4.  Summary of the previously published Ka-band power amplifier in GaAs 
HEMT process. 

Reference 
Ref.[33] 

2001 SSICT  
Ref.[34] 

2005 APMC
Ref.[35]  

2012 MTT 
Ref. [36] 

2006 EUMC 
This Work 

Process 
0.25-μm GaAs 

HEMT 
0.15-μm GaAs 

HEMT 
0.15-μm GaAs 

HEMT 
0.15-μm GaAs 

HEMT 
0.1-μm GaAs 

HEMT 

Topology 
2-Stage 

Balanced 
Distributed 

1-Stage 
Single-ended 

4-Stage 
Single-Ended 

2-Stage 
Single-Ended 

3-dB Frequency 
(GHz) 

17-36 4-37 17-35 35-42 28-42 

Gain (dB) 11-14 12-15 9-12 26-28 16-18* 

dc Supply (V) 5 5 4 5 4 

Psat (dBm) 23-24 20-23 22.5-23.5 26 19-22* 

OP1dB (dBm) 21.5-23 19-21 21-22 24 16-18* 

PAE@Peak (%) 22-35 15 30-40 14 22-35* 

Chip Size (mm2) 4.32 3 1.5 3.5 1.5 

*Measurement results in the 3-dB frequency range. 
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Chapter 4 Conclusion and Future Work 

 

A novel evolutionary algorithm for microwave circuit synthesis has been presented, 

which combines advantages of linkage learning from GA and exploration ability from 

ES with special niching method. Due to the specific design of proposed algorithm for 

matching network synthesis, the possibility of immature convergence is reduced and the 

optimum matching network can be found rapidly.  

Several experiments have validated the performance of the proposed algorithm. 

The statistic results show that our algorithm outperforms the previously published 

works, since it can fast find the optimum solution with fewer computation efforts. 

Besides, the proposed algorithm can simultaneously find many sub-optimal circuits with 

different topology, which makes the design flexible in choosing the desired circuit 

architecture. 

Two broadband amplifiers have been designed and implemented to demonstrate the 

proposed algorithm. The 110-180 GHz amplifier is the first amplifier covering full 

D-band in 65-nm CMOS process, and an optimization method to determine the required 

number of cascade stage for specific target has been presented. The Ka-band 0.1-μm 

GaAs pHEMT power amplifier performs broadband gain performance, return loss, 

output power and PAE, due to the synthesized broadband matching networks. It is 

concluded that the proposed algorithm indeed help microwave-circuit engineer to fast 

design the optimal matching networks in a few seconds, and indeed makes the circuit 

performance better and desirable. 

In future work, the design engineers can synthesize the specific circuit frequency 

response by integrating the correspondent numerical simulation methods in the 
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proposed algorithm or modifying the fitness function. For example, the model of 

passive components can include metal and substrate loss for more realistic simulation; 

the optimizations of large-signal frequency response for voltage-control-oscillators 

(VCOs) and mixers can be conducted by evaluating the time-domain waveforms and 

frequency-domain spectrum. Further, the programmer can transform the parameters of 

transistor, such as device size and bias conditions, to the genes of chromosome for 

extending the function of circuit synthesis. The layout consideration such as chip size 

and coupling effect, or the minimally required order of matching network can be 

implemented in the fitness function with the engineer experiences.  

Therefore, the proposed algorithm can be the kernel of circuit synthesis, and the 

design engineers can slightly modify some procedure for general-purpose applications. 
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