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Abstract

The meta-heuristic algorithm, known as a technique coping with high complexity
problems, has still been encountered the physical bottleneck calculating under the
high dimension problems in realistic problems. Recent twenty years, moreover, the
Multi-Thread parallel calculating program developing techniques has obviousy
became a vital trend accelerating the speed in calculation speed and effeciency of

algorithm.

Therefore, the thesis approaches the Travelling Salesman Problem ( TSP ) , based
on the CUDA, a parallel computing platform and programming model created by
nVDIA, together with the Superior/Inferior Segment-Discriminated Ant System
( SDAS ). This thesis also looks for further research analysis in connection with

different algorithm strategies in collection with the CUDA and the SDAS.

Keywords: CUDA, SDAS, TSP, parallelization
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Mg RAT S BB R

Fry=F=@(f = fran) (35)

LR

Frpy = [ +0(fra =) ° (36)

B SO Wil HI R Ut R HEAW 0T 12 F o § @Azl
A BB ER 41 ehfiz B 2 0 e § R ARG T P ARt R T A s piE
s AR T ER o

mohfe )t R P T o F

| WS MR h 4 BB 2
={k|£(S)" <F,, where ke {1,2,..,m}]

(3.7
YRR MR FE LR &
w={k|f(S) 2F,,, where ke {12,..,m}} - (3.8)

- RRERE L RLRET A Sf Y RS R L F L

LA €3 e o § 2o s 1R 57

‘_.

EE AW BBE TR A
I
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322 e ¥R %k F AR ATE R

B A ARG FIR RS RSB (1S 5 0 MBI Y dfad

BFWB o B FATRE S N HI(S) R RS Y AR L 4
S$={1,4,6,3,2,7,5} ’ R

H pheromene vve (S = {(1,4),(4,6),(6,3),(3,2),(2,7),(7,5),(5D)) » F B =+ % 7 =
Hrreromone v (S) =11 L Ly L leg o lgg o Ly} 2 % BB 321 & 9 47 & 2 (fddh ¥ bR 1L 2
LS BGREBSTRELAIZRRELE  Z I REEB R E L

G=H(S) > (3.9)
dRGBNEE AT ERE LSS

A”=UH(S") (3,10)

keB
A D N(BO)LEAT BT BLE L
D"= U H(S") (3,11)
ke W

He G-A"2D' =z B8+ L& v * < XB (Venndiagram) #74 i >
4eB] L@t PG 0 BE G ES T AR T B RS RLATE R T
FERNLFOFN L EATEABES T R REL A=A -G-D'fry B
B LD =D"-G-A"4B 31(0)*77 o 5 71 e & kkird & L HpFhREHA > B
BE T RSP TRGEEE- B EPHNFE AT SR R FE ARy

BEB D @& A=A 0,<0') > T EB I B Y TE

D={/,11,eD,6,<6"} » 0" 5 i BB " LA AP $85 0%
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Bl31 BETEELTR
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SDAS i & chifp§ 5 A4 1% B33 @R AHF R FELLAT EHF &4

s

F17 AR R ARG 2 HE R R JRBAR -

33.CUDA %z T {7 it k¥4

NVDIA # ) 5sCUDA ( Compute Unified Device Architecture) GPU T {73+ &
BAEAESNERF 7 0] CUDA 2 hC3F3 & GPU i 7 < FER 7 ik
FEL LS B GPGPU P& it { defien VB2 > B e il ¥ P2 F
fena e CUDA 2 #.T 0 CPU ¢ #4258 jifz 2 @8 1 e A et § B GPU
#4174 (threads) 4% {7 -GPU ethread P d #1 4 573~ ¥ $% .« (cores) #4 {7 -GPU
FWhy AT engraa TEEE i AMA AT FIEREE s o GPU T
FORE 5 A AR RS S BARR T B A e e R AR BT R S
EP 4 ik o TR 0§ A BWE GPU A MRS R T T FEpE

TR AL o
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331 GPUH MEZB

GPU #. 1 & ¢hif = & Streaming Multiprocessors ( SMs ) ™ % & & i#if 4
GPU i# & eh2 i T4l %5 2o ft8 (globa memory) - SM 423 %5 GPU i &
Y <2 Streaming Processors ( SPs) ~ 2 ¥ & B SP & p b ik TR
(sharememory) = * zeif48 - & 5 SPp 5 B35 2w (core) - 7 FpFiE(T
10 Fe >t core e g end 7 T 73 B o 2 nVIDIA Quadro 600 GPU =+ & & > 3
@ B SP &= ¥ GPU 7 Multiprocessors(MPs) - & i SP 5 96 i# core; Share

memory fiz 7 64KiB ; Global memory fiz 3 1023.69MiB -

3.3.2. GPUKernel ;=5 f ¢ 2 X4

% CUDA 7T 4258 ch GPU 8 B 3k 8 £{- CPU &~ B co d GPU 4 7 &l 42
ey Iyt S &2k Bd CPURB T i fgstef el 2 8~ Sdic o CPU LS 42
FH A (host) » @ GPU L5 % & =4 (device) o3 Bifeg & chFflz
B i¥ j$_host @ 1E % device F “zsfidd > 1 & & device } i — #F H o & device
7 ehalARsS > A5 kernel 425% c CUDA 338 ™ e B € - kernel 4258 S =
GPU device it # 7 Ba6 o @ kernel A2 H (77 U b o fads Bicp B+ B

thread i& {7 T 738 5 o

H 7 kernel P Rk TR FHE RS (thread block ) G Bk #cE 1% & B
block ¥ fx* trthread 2 2= — B grid :& 7= g2 7 e GPU + A $K &
3 # e eblock #icg % 2 _F P2 thread #ck T F 2 - 2 nVIDIA Quadro 600 GPU
Z 1 > block + *3%_65535 % > m &+ B block ¥ thread 7+ *3§_1024 B - — 45
= et v kernel pF e 2 §_kernel_function<<<block-number, thread-number>>>(...)

Bz Rk AIEELN R TIFE AT & ehblock 2 thread #c® - 4258 $4 (7 ¥ device ¢

w2 %cnblock 2 thread #icécds block 2 thread ¥ B3 7 F ek 5 ( blockiD &
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threadID ) = kernel 2% RIFE S 34 (7 3% cniBh > 1817 & p ShiZdbt 2 TR 5B
WBALT & 4Bl 3.2 #7714 kernel_function<<<7,8>>>(...) % ] > A B¢ A E B XK
7 % block ® = i block B 2% 8 % thread + 56 > X 7% » f25\ p ?;ﬁd ZE

HendaEL o FPpEFEAE REAR DI

R TR

/ i N

Block 1 Block 2

B 32 block =/ 5 7 thread =~ /] 5 8 7 T H7 & B

GPU + 1 el § 5487 I eie il > 258 T (7 P R f IR s s 2 1
fe® T4 A s AT 7 ik o global memory E_host fr device F A e
Bt > #r block % 7 FBi 3B e pr i E 475 et 2 % o share memory
P & block p £ % 5> 2 ¥ i block % B~ host 4254 » & % 33 B~ ~ {3 > share memory
& block p #Renthread 7 3 T30 > 3 B~pF [ # global memory P37 & > e 3 £
ol o ARNEB T R G B (register ) i * LR o register £ ] thread
Wz F TR AT R FREARARE FEER UL F G
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R FEDID - Rt device B R B Ao B) 3.3 #7122 MP
357 F block #5LiE 7 & p ehiz iz thread FF & 2 %ﬁ" register < # FM 0 7 &
FoRLT ;ﬁd global memory ¢ share memory < # F 3t - block & &2 ;“ﬁ“ d

sharememory < 4 5 » F & FL 3 @ pr ¥ %ﬁ" global memory % # 3 o

Multiprocessor Multiprocessor Multiprocessor
0 1

Multiprocessor
29

B 3.3 =R i8e device FF b BB 14T 3 B

L

3.4. SDAS $.& TSP ehf 5] 1 i & 425 %

b

SDAS Hejsi (745 & f R ALPF » WERIEH FHB D ET o 2w F - ER L ER
7 (73 o SDAS BB =P AHA IRk RS iRy AE > L RAERE
FER L B AFHEAREYHE RS RO AT TSP 3 %7 A7)0 A 33 g

Bl %A 0, WA o 10T BT, § AL B L e o

SDAS i B B 4ni4- 41t 95 B30 R P enp R FET, 0 1 E g4k

ASH

EERERE S N COREARE AN EL S Sl
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a B
(T)(”) YjeZ (312)

P~ z 7711

leZ

FPZE R mhiESS L (FAEFTSS ), afcfEIEM L ER
T RET RN FRFRAZEFTNRFDRRE - F o A3 P R

HRRF E B Y S% o TR FRA APHE F SAEF P M5 g RL
ERPTOB D g B R 5B I8 W EEeniie o T e, o Koy o et
ﬁ&ﬂ%%iﬁﬁ&%ﬁﬁ%ﬁi&ﬁﬁﬁﬁo%?%ﬁ%é@ﬁ%ﬁﬁ’uﬁ
(3135 P 558 i o SDAS #u5 0% i 3.2 & o iE R L R U2 B A A R

Mo 2 PRk e ¥ ARGEIBIKENES T B RE- B RA S BRIoT R IR
T SDASHE B it F L 472 o 4 § 3225 I eh TR E B0 8 ) D kiR

FEAZZEEEDE B BREFET

Tij%Tij+

Jifl e A (313)

1
/(57
BRI REFE  FRIOR SRR AT

7, <1,(1-p) ,if[,eD (3,14)

BRI R R R H e AFEE S p AR B4
O"h’l7 & o glﬁﬁ,\’ff’{ﬁ,\ ‘%1 ]‘4‘1;#\2"/)5",9’“"[")5 mF /é?ﬁ'ﬁiﬁ_i”‘rg

#® Ao iz 4 B iF fRen %!'/ %‘;E‘G ’ *@:f’?%ﬁ‘/ %‘d’/ %/f]‘

7, <1, (1-p)+ Az, , Vi,
L* ifleG o (3,15)
where Az, =1 f(S") !
0 ,otherwise
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ﬁ’»w’f‘ﬁﬁé Il‘«kﬁv%iﬁ‘ﬁ’»‘ }?*S ’*k?’ ’5—5/\‘5 7 B iE ° %{E'J{%%f(S*)TVS*

f*‘f( )5 S o W E I ARACT ATT L

B 5)it SDAS ehiF & in e

r(s) e -
3 for k«1to max _cycles
4 A MBI R BB LR E RS BT o
5 HEFTLNHRBOFZ(EREHGA) -
6 PEEREAOP RSN E
7 SR URE N s RE A VAR
8 H 17 SDAS B4e ¥ REE T L F A2 o
9 If 4 Bk b RS Btig £ A d B
10 f(S)e<f(S):S«s:
11 end if
12 end for

3.5. SDAS * ¢+ TSP T {7 it K3+ — e 2 f2 &

e

i 42 f#2& $(Tour construction) 1 2 # i % { #T(pheromone) £ ik 7 /% & i* <0
Prosd REFFEFTRE S DA o F B AT DT TN RFRRE M
CUDA) % # {4 » i # 5 kgt © (7 14 e § £ B> Fldpid LR 7|5 "84 "2 4
fao veAAEE AT A A RFET AN o A Y 44 Cedilia(Ceilia,

Garcig, Ujaldon, Nisbet, & Amos, 2011) % * & ) e 4T (7 it g » A &7
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BAOAFTHINT 71 SDAS i b 2 £ f&2 TSP B 483 48 X ok © atomic %

partition o

3.5.1. i fz iz 2 4 kernel —K 1% &

LA PRI R feniE e o R - AR s B - DGR A

PENBB Y REFEASD BT o - A 3 R AR > GRS

MJ -

m%TﬁﬁéﬁﬁﬁE%@ﬁ%aéO( 5 REFS E Lty

FER S O(n) At R A et B R AR FE A IRE PP N AR R e R

BOTE R EE RS AR AR TSP KRR - Fe @ik U R
Sw B R e

A
i
1%

Ay 24z Databased i & 2 SUE R AR AL ATR R FEL D 6 0 A

=1

34 atomic 2 partition = faiw & K1k cSDAS ¢ kdp§ A g E L AZ
FEEEDLATP AFEL AFTHRIBS T RREBELT ks 285

HREE TR A LA E L oW 34 TR n=4 S i SRR T

{113!131’143’134}E A~ {114’141’124’142}e D -

U >» o o
U o oo
> o o »
o » U U

4x4

B34 #F @B EEELT b

27



A0 SRR # B 3 R RRIBIRENIR L AT R b FAEL - SDAS #iBik s 3
B KSR BRI IEA Fen g R s b B B REE T 0 SDAS B

BB T $g o FETie AT

AEARARFET TR TEMNFY AR L*’}?l@%iﬁ’?r’i’ﬁ kernel > p kernel

(i & 2333 2 1§ £ Databased 2 g fefd B X A e B @ Bk ELo

Data-based #& ffi# 2 {3 T {7 L /n 42

Data-based e-L {7 it 2 A BIGR:EH/ T - BiziEs e & f?&%ﬂi‘f_ﬁﬁfzﬁ {7 g 8
SR EREFE AT N o EREE SR reduction 0T 7R B ARR X Mg

e BEFSH AT R auFE PR o 3 (7 kernel pF . Task-based H#-5¢ T & thread

F.

B THE A G E & B thread | § & ISR R UR B 2 A% AP $H
Data-based -3¢ ™ ¢ block #ic® #7 ¥ i cHE 8% ki dic > thread #c &3 3 g - #
i thread f § fR2 4R+ L33 BN FE Tk B A F R R ) * SEhi 2
RS o I w BRE RS B S - - AR E RO
Task-based #i-53¢ T e & 5% 2 SRR fRands o ApEAT A A R A 5 e pF
7 Ec L BRI e P R MR (T LT 0 @ AP ¥ oh Datarbased #0334 M- A S
RN T A o T s g A4 - 2T @S p, NS
ficie > & @ * reduction max % B HI7A A — w e BT T s (7 A g aus e o

i REREE AL R - - LB hi R

Bofs AT SBIRMET R A (S R 32 & iR A UL T A = Rk Tk

b5k 0 - kernel i fel 5 i BRREE B A
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el 57 i BHEEEE T 71 Jn g —atomic B 2

RAG IR PR S FT IR R I F R TR AH B (S 0 RS R SR Y T AR
B4 4w » 5 B BHEIREET ¢ o 47 kernel A2V FEPF - ERPEG A 1E 2
TR FEER - B RE I EFER kv BREREL BT (race
condition ) # FFE L E NSRBI ERELRZIAEFFE c AFT B
* Ak st Y ATR L F B b atomic function k38 B ke TR R
v atomic function %8 {7 chpF i S Fef e @ L 2 - W E v F A B2

FER 4eif o

ol 57 i S EEE T {7 1 i 48 —partition 3 &

R FALEHT o Jf 31~ atomic function rig fE B 4535 B fm R T A
o AR & partition 2 2 > eSS B BRRAEE T aF B S 0 @ H i 59
%% i 24 gtomic function e FEF T (7 1Y o B AR 1T RS MRINIE ST RS A TR
RS FERAE G BB BB RY TR S5 £ S i
BEREET ¢ 2 $RFHA LATR AT kend 7R o 00 T, 5
Pikers B BHREE T, A YRS B T, 5 ks o

28

@B ESEE S L AT R AL hkerne #4551 s Sl B RAEL L

O A A O 0O 0 D D 0 00O
A 0 0 A 0O 0 D D 0 00O
Tl = T2 = T3 =
A 0 0 A D D O O 0 00O
O A A O 4x4 D D O 0 4x4 O 0 0 0 4x4

B 3.5 B R ERREE T gsam
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3.5.2. i A A= 1 kernel — 4258 3K 3

*E T A SDAS FfEn —137 TSP pF o> & AR it Ao 0 m B gk
A AGPU Bty fe mxXn B 8 =~ F#iksglobal memory » * kT m &
kL p LA 2SS AV B RS mER B I Rl nxnB 8 A ik
global memory  #73 fRiEH % {5 kernel =75 3 & A 0 iRk % partition
FREP T -oPBEROFEFLATTECFEREE LB Y A G L p R R T AT

ik o AR w0 F|p R e B mXnXn B 8 = F ¥k global memory i 5

B Rk T o ¥ b foatomic 2 ¢ Rl el nxn ik 8 A K dkeh
global memory &% 7 55 % i R EEEET oy kg 4k 23S 2 PR

SoBcte f(S) » £ el n+1iF 8 =& #c?) i ¢h global memory e Al G B o B

{67 Bl nxnip 8 1 F#cd] i s global memory » (&3 ALY 57 B enpeRdt

ey

Data-based - 7 & & Task-based #5' cifdss i 4 2 i & - Task-based
¢ B thread 593 #4 (7 F Rk B3N B 7L chf 8 1027 — BB o it
#5727 ch Datarbased #-5¢ % - B thread + & p & 2 L8 E(AF 7 @ * cuda
B encurand B GPU 8 ¢ 44 (7) v i2 {7 T {7 ;8 eireduction 38 8 > fie ¥ block

BEE B EEm o thread fe B BB 50139 B n o

Data-based -T {7 /% & £ * sharememory 1% i& 5 B-siiy > ¥ B 7 & chffl
SHiE Y 3 & share memory L3 { PBHPE L » AlhE2E 2 G EFEPF >}

Axn B 8 =7 £ #ceh share memory # B4 % & o
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I ERE T i e kernel

ConstructSolutionPath <<< m,n,4n >>>

(route S,transition P,Tpheromone T,int' S, ﬂoat* f (S))

%3 (7 pF o7 3 0 global memory - share memory 12 2 block #cfe thread #c 'y fie &

Data-based fics" 22 T {7 % & 42 &

Robpenfhif k¢ o S IS GESD JEEId NGIE NS eI
Py HOF T IAIRE S R B 42008 12 BenpidiE o B - 2L RS

- jﬁvpl_juﬁ; v B H|ETTE O~ oR— B E JIEY B AR

3

& Datarbased 38 T » #-iF - b gen NI B RS ehpl 2 L E 2
odg B B3 BRSO AR R R B B R R T T RS i A A
PERSEBEEDTE > FIMERBEES I E N kahp T R

reduction max E-ifiE 1357 j o H ¥

Py =p;d; (3,16)
q, % tabuvalue> ¥ A fRE HriEfE? ¢ Sl HEZ 00 F 5 L4t pr#
s A T L 00 FREET (FfREie o AN 0R 12 jrikciE R A

I B ik i A o AR E B L LB S s R A% o o (3,16)

¢ @3|ehp; i * reduction max Ak AT ¢ R R T - s

j=max{p/, je[Ln]} - (3,17)
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Data-based T {7 i i & ¢ 7 337 (87 jenig s 5 p. & * 7 o thread 3+

B & - i thread 5 Jp3- ¥ - % p) > 3 35%(3,17) 1% reduction max #-*72& £ 2_ 5

B jE D bothread e * F AT D AT (71 g B F R T (7 1 T RE

5 oas g
B PTAe ©

’i’r&;‘

=

T {7 {v reduction max uF 5 iARAcB] 3.6 om0 k- 4B L0 L 8 stepl
Ber [8/2]=4 i thread i& (i@ > & B thread ¥ ¥ - S § - S
T BT i B E B thread W RA B TV RNEE TR S5 P
Bd RAHBHESE 5 4B e T - BAepE ¥ FE R &7 E[4/2]=21 thread

ot AT 0 R B A A A B R 3

Thread ID 0 1 2 3 4 5 6 7

y A
Step 1 E@‘

Step 2

B 3.6 Reductionmax -+ &,



LB p pET 1% fe R kernel 423¢ s sharememory > — & block #7 4 ixihiz
i A 4p- LRk f% > 1% 48 sharememory 7 Fe block T3l 7 & 3 duegh o ¥
¥R N A L’J‘ﬁ_ﬁ”l Fitagt bl %> ?;g_?_o

oW 37 9 p; o R g R RS TR plmEy d 3 ke eh thread o
SR E FEE 4 1k p,=01~ 7, =02~ ¢,=0 Ald ID 5 O ¢ thread
P H T @ p =00 #77F thread - ¥ % & 14t reduction max i 1 FE S5 0 hoR]
B¢ EF T LS ne kB, 1 g~ p T AI* e B3 share memory

hE iy o P AR A G SR e 1 2 Hd AR % kernel 420 o

SRR LR

018 - f--f-- 02s| Py
Citles 1 2 @ @ W & & 8 N 8 8 8 B & I

020405 ® N Y PRI 0.7 4
Cities 1 2 * s s m o om s omoEomomomow A

Cities 1 2 i A M E A S B EE R EEE R
’
O |0 o7y -} ccF"°1""1" 0.175 p,]
Cities 1 2 § 8 8 8 & 8 & 5 @ § & § & v aos
Reduction
0ATS{0.07y O 0 S EREEE IEEEE RN S and get the
bast
Cities n 3 1 2 s vesnne s %
B 3.7 Databased * 7 i* j§ & 7+ &
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e 57 s SR T 78 42 & —atomic 2 2

B EREE T IR 32 &P 8 iR R B LA ¥ B

atomic
BEELEDAERR SRR (AR R FEL kend {7 &IRT 0, &85

BEAFALERFAFH Ao o AP EERY Y A=A"-G-D" {r

D'=D"-G-A"&n-5d % AED £25 55 Fpt4 T i il b Ad A HS

BrR o BB e Y T A if-else St - - 2]y

‘i;
i
bt

FEPET S H- B

EB o BT F RN FG A AT u»,p;ﬁ—d atomic function & & 373k 3+ F
FEHEA FEE -

B ZAPF 7 I block A2 7 Fe b5k eniz 0 7 Fe thread f # #5357 F %6170
=T s i o doblock ID 5 O~thread ID 5 3 e84 7 B E_f F 28 ik %
B 09 Henfay SR s 38 A7 s i 2 g o 4o block ID % 3
thread ID & nehdd (7 55 T A_f § RJZ 858k S5 5 O #rE HEenfid e MMz 5 n

R crsss sl el o

atomic function 8 (F441 5 - § 7 F thread $8 Al e 5 Bk e 7 bkeh
3o k- FERET, . SF - B2 F@ikis ot pF atomic function #8411 €

)= 3@%‘1%-»‘“/5@571 FFR B ARSIk R s o

1.1
Bt A b BT, = o L ARIRY > P BER s g L] At
1 .- 1
SR T, hfEREE R s 2> A REAMIRY o H YL Sus @K

atomic,,ij
W ., N s 7 2. a, ¥ . L 1 2
Ly “TH BT A BT, EREEL S ke 5 0022 % - @ thread fit

= e P m  AE S
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1L 1®1=1: FHEy 25 » Bl Ed L bk Pz T =1

atomic ,ij

2. 1®2=2201=2: xixz- £~ Rl iFihik > P Tammmj =2

3. 100=0,001=0 : ¥ - ff3k» B L 5% PR T, =0 -

4. 002=3200=3 : F - this» FlRAHLR > — s~ Bl EIHE > Plikze
atomic,ij =3

5. 3@any=3,any®3=3 : g s x> T =3

atomic,ij

Aol B0 BEEEE T 558 &4 —partition 3 72

F1 o T, © 9533 @ R0 T bt e - B thread 55607 it > F §
417 atomicfunction f# i 35 & 3 ch3F 4 > T AT T 4 ) partition % 0 ek
fle st it R lem D B REEE T om B F SR e T

Beifsk o o TIRIR A RS 2 fEAF SR T R QA RRL 2T 2 68

|

B R25PF 7 I block A2 7 P b5k eniz ik 0 I PFL € ST F block ID 7 F o &
BT ion» A~ R 3 e thread | F1R387 B EFEET Gus i g o

=3

LRmE e T =l ke L2, m) o ki R B

PRl T E T ALY [ S REB G B Bk

partition,ij



Touiionss =3y € A" > B i % K YR 85D B T DT R

partition,ij partition,

Y GRS s T, =L e D

partition ij

3.6. SDAS * »* TSP {7 it sk 3+ — { #7% it F it

X
]

RABRERREE Y {ATIE S R I B @ BIEE LR R A0 &

\v

7 A S F AT RO RS LATR i F A E o Bk

¥ B4 AT g otk 0 ehatomic 2 partition 2 jE g

—\

LAl A RAEE T 0 T RS Y - BRAFEL - AF T EY
SDAS e it § L AT FIFHE &6 T 7 1 TR GHAE > Ak SRERET R

FAELLIATF N IS § e - bl A 4 o

3.6.1. { #77 & % &L kernel

AT FEDSDAS L #7F i 5L ET 5 PR35 E Y s i Bk

EELE T R EE 0 B - R A FEA N B el 7 AT -

%% =g 3 GPU s B Mfe k 3 kernd T FaEN %t

SDAS 12 TSP { #77 it ¥ 4L pF > & partition & £ 458k 5 fled & p ohf %

fie 8 mXnXn 8 =~ # #e global memory &%

<

,\tm.(

‘-\w

q;‘g

cn—

1

\a

3.7,

o A
=

F aomic > 2 ¥ Pl E ek nXnip 8 = Bk

partition
global memory % 35 % @ BfRsRE LT, o R EFELRS it ¥ nxnik 8-~

% dieeh global memory o ks £ ek 12 S & fRenp o £(S) 4k

PFAfhiiieit S G Ran T A 5T EAE n+1B 8 A Bk global
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ATR R BT 50 i BB AR 0 F — i thread 384k T

{
EIBELZ § R FEL? Buh haF o A patition &2 aomic = & ¢ Fg e E

2
block #& = {1824—‘ thread & 5 1024> H ¢ 1024 5 ~# 3 f B3R & P4 (S
* & i block ¥ e ¥ chthread #c®) - # LR 1) aomic = # & f it 5 B {7

TR AL AP R BT partition 2 2 o i g of dest g RLA fRE 4 kenel

? i * atomic function 7 k crigg > FlptH ER 7 H T}“'@‘ 5 kerndl ekt 0 &

BARGREE L ATF R F LT (5 iR B #4480 J *t share memory ¥ & *

ZREZARALEFNTE GRS FTHE > ~ kernel 3 & 24 share memory i3

PheromoneRefresh <<< " ,1024,0 >>>
1024

(pheromone R,Tpheromone T,int" S, float f(S))

m 3 17 kernel 42.;% pF 7 % i globa memory 14 2 block #cfe thread #ic 'y @ e ¥ =

A o

atomic * 2 { A5 A FEL

At 5 F T 2 ORER R R R T TR 3 Rf R
FEETRY A penthread § §0407 F 5 f Ty RS 2D 27 Fhi, j

d AR FHFE & - Bthread e 7 E a3 g S
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L #FT e =1T, . =313%57 82872 FHREEEATT BN TEREE

atomic,ij atomic ,ij

2.

D #%-Zmpiye r,<1,(l-p) -

2. %”Tammic,y:Z B B B BT IREEEA %gﬁ—:’zéi%ié’%ﬁ’i‘gﬁ—
. [ 1
XZFRFE Ty < TU+TS*) (1-p) ’
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S0k T Ak ﬁiﬁ’iﬁ’fﬁ_ﬁﬂfﬁﬁ%ﬂ SR R S 8 13353 s T A
SHEAELORES VA 2 T aomic 2 2 partition © E o AFT R SRR A
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AR E AR A LR BRI (70 SDAS K jE 4 dho LB T (7 {4
EAER o AT @Y TSPLIB ¥ ehiE % R AT B3R AR ¢ 4% 1 cH SDAS & B iF

BRFELT R SR thde il 0 L 2R MR R - St A $E o
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7 oo F A A A 2 atomic 1 2 partition o A W] A { AT SR pE T fo
CUDA 3 ¥ shatomic it B~ 4841 o % & atomic #53% g atomic i it 4455 7 i
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4.1. T {7 i* SDAS - f% % g 1F

~ 7 @ % Microsoft Visua Studio 2010 B % 1 & - % Microsoft .NET
Framework T 5 F » 2 Nvidia s CUDA ;% 2 B3 T (71 SDAS /% & «h TSP

j\ﬁ* ;l ‘»u °

% A1 A AT FE PR MIES - & % i1 GPU E_Nvidia 7 Geforce & 7+

+ 57> A5 5 GTX680- ) 4 8 1% SM»>% 5 SM ¢ 4 167 B2+ & 1.« (Core)
B E Pk 5 167x8=1536 % o & CUDA p = i block # % # mpe % 1024
i thread > @ block efe & + *18_65535 i o #-thread f § 7i& ¥ i% 2 Core it
P pEE AV e pFiE i 32 B thread > % 1 block 3 48Kib ¢ share memory » GPU

porEE SRt (global memory) * | €_4096Mib -
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SM #cE 8
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& i block ¥ thread & + & | 1024

Block # + & 65535

Warp = -] 32

# 1% Block 48Kib

Share memory = -]

Global memory = -] 4096Mib

A4.2. % B % 2o A7

F OIRIEE k@A A 47T (7 14 SDAS et g 2ay B AR (T 0B FF F eh
BAEApF o i TRRAGLEE Y 0 LT F RN R R TR S o A iR
FIEC N R T FOORF LR 2 S AR e} i e AT
AT E R e 0 TR RS AT RSB TR B e Ak T R T

e e i vk it - A4 -
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24
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% 429 vt gk 7] SDAS & L i7 it SDAS £37 I TSP endfgoic o &
PR R HE 0 W0 SDAS i B 2 AfE 2500 =t @ F b bR e s ot

B g 5B TSPF RAEIS=7 N T b df2enp £ 3 8E L0z 81
Ao p I REA IS E TR T H o2y, ~ Hyiflg<yy, > 27y, 8T i
SDAS 18 g b i f2 P B e T 35> 1, A 7 SDAS $17 cnsff b £ f2 p 5

Beie T30 £ % - FEAPIREGIE LA F oL whEiEf FZ e AR
7| SDAS F 18 i e T 52 LB L ;%7 -2 LT (71 - SDAS# * atomic
22 RE R EIERTIHZ R Y 5 - FE Tk T pvaue; 5 ~F L
T {7 it SDAS & * partition = 2 REF B EIFHE T LB L 2 T b

p-vaue -

% 43 4_FK 7] SDAS~ L {71t SDAS i¢ * atomic = ;= ~ 2 L {7 it SDAS & *
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%42, B 7|t SDAS# T (7 it SDAS* 7 b p{4L T it i

T {7 - SDAS
B 7|1 SDAS "

BlRAGIAL BRCEFEY (‘atomic)

Tiopedp  RB L Tioppdr B Z 0 pvalue
att48 10628 10851.9 19346 10760.2 95.60 <0.05
kroC100 20750.76  22144.6 456.66 21084.4 158.46  <0.05
pcb442 50783.54 56773.8 736.84 54754.8 640.80 <0.05

pr1002 259045 326468 12890.28 3127089  10672.37  <0.05

L7 i+ SDAS

RIRF AL ROEIESE ( partition)

Tiopegp  R%® L pvaue
att48 10628 10692 51.78 <0.05
kroC100 20750.76  20921.70 134.1 <0.05
pch442 50783.54 53170.44 44249 <0.05

pr1002 259045 295467 7890.28 <0.05

#43. B 7|it SDAS 2T (7 it SDAS* 7 e G|REF & cn-T 323 (TR )

T ¥ai B AP (ms)

e PR B 7|t SDAS F T SDAS * T SDAS

(atomic) ( partition)
att48 549.4 4461 3644
kroC100 3827.7 13051 14491
pch442 227206.6 229548 277737
pr1002 12459500 2253500 2422379

FEREET A R RBEFT A BT AR N RS TR RA S
SDAS i » 2 4vi@ PP AF » AFT 7 305 0 MAEEL BT RS 2 L F
LG R TR oA BT 7 B T partition 2 2 B2 ARG {4 hRjR s
Fofe4vig iy 2 & atomic = iz o H ¢ L {7 it SDAS atomic #-3¢ &% ]3¢ kroC100
PEOE B P T AF R R UKD attd8 0 AF7 7 30 5 £ CUDA h atomic 5N fc)

WA PRALY 2 R S ERTR



422, & i B BB b R 0 R

il A iR fEch kernel 83§ 0 F AR AT Kernel dhde i (80 A A B3t
B ARia bk YA L ATS kernel B ] e0iE B 00 2 A B AR A
kernel e thenTdlig 2 E X TP E R Y PR $17 3% kerne

et ehspeedup s 22 H @ BT g ehdicdy (7 e 47 o 2 & speed up factor

E[T,.]
S=——="""-_ ,
7] @

B L 5 W8 AP AN PR T G Y PER S E[T,, ] 52

i{ I/E_ ° #B 41“"]'4/*]' Tpamllel 7‘; /éi B & J' ]"T it ﬁi o m%’!{‘ fT‘T HTIﬁ% ~ mﬁ&ﬁ& EI: pa}allel:l

SHE Y

L
B ©

i?*}'f_ié i kernd L 7 £253%

EAR R AR DT (7 F B AR kR P R E R H i AR PR
B o MY iR R AR T T3k 2 e SDAS T (7318 & oh atomic ¥ partition
=% > 1% AS(Ceciliaet a., 2011)-T {7 /% & T ¢ datarbased 2 task-based & & 1
S ka0 A A4 A NiE e RGN e B % o KIPIEEK TS L B ko
Ff2 100 A= 5 Bk F o F B PER T 358 55 100 (k¢ & R e f ehid B pE
BT 3o, b gl * pERF T 300 2 4k 8 hspeed up factor - £ 4.4 ¢ & - FRIE 6
el $o LRSS S S - AR T FREEF TS N

SDAS R 7 jF & 4<% B RY 5 % 7 4 £_speed-up -

20 NIA cp B o F 2R R D g g A TR F LA

Fr&d o AT ACARRE TR AN aEH T E
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244, 2 ArfE kernel et R

TEFREARERE G F R

Y RE & 48 = ok
R . (ms) F (ms) X
SDAS atomic 1.824 2.348 1.68x
SDAS partition 1.4007 2.407 1.31x
aAas AS data-based 0.34 1.02 3x
AS task-based 13.14 N/A N/A
SDAS atomic 3.498 21.03 6.01x
SDAS partition 4.293 22.07 5.14x
krocC100
AS data-based 0.91 11.83 13x
AS task-based 56.89 N/A N/A
SDAS atomic 67.05 1800 17.65x
SDAS partition 77.68 1891 16.28x
pch442
AS data-based 36.57 731 20x%
AS task-based N/A N/A N/A
SDAS atomic 200.8 5881 29.29x
4657 SDAS partition 195.18 6151 31.51x
AS data-based 123.17 2524 20.5x%
AS task-based 2770.32 N/A N/A
SDAS atomic 501.3 10092 20.13x
783 SDAS partition 368.25 10564 28.69x
AS data-based N/A N/A N/A
AS task-based N/A N/A N/A
SDAS atomic 789.6 21013 26.31x
or1002 SDAS partition 700.08 22130 31.61x
AS data-based 417.72 12113 29x%
AS task-based 6181 N/A N/A
SDAS atomic 4886 285689 58.5x
SDAS partition N/A N/A N/A
pr2392
AS data-based 5461.06 152909 28x%

AStask-based  65537.7 N/A N/ A
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TSPLIB benchmark

Bl 42 ik 42z kernel 0T (742 5¢ speed up iR
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te iR e TSP T ASdatarbased = i i § P¥ T & speed Up ¥ B3t AR 1
STk N end fE E > L Ad A T SDAS atomic fw ¥ pFEF 22 speed Up F F
WREFNE T o AFFF 5 BRI G X p >t aomic 2P i B0 SRR
Sptehdeif v et AT S 4B IR 0 e AS datarbased < 2 2 AT S erik )
5 SDAS partition T » SDAS atomic = i i 2 faz& fh e kenel L AJZ « AR hid
BOpER R G AR o

FHRRICAEEFERT g AF ORI FETETER L b
# AS databased = 2 A RMEF A NIH cspeed Up BIFE R F T 24
Foo BT AR ST F AT AR chrc %4 AS databased i £ * T fF

i e

{#7 % % e dkerne T 7425

KO 0 hFT R AH TR F LATIHE VA 0T 5 AR50 (ki i R e
RNy B L A NS AR AR R UATRE ROy B 2
BTk o APIEK TEMSCE B B E o 2100 A= F B EE S FE R T

5100 kP B R AR R npE R T30 M A RGN R B PR LT 2 Ap
WE AR hspeed-up e & 457 - FERIEGIRL LA ¥ WHRT &N en
HEZ WIS - AT R8Ty B S e LA 40

FER L % T 5 T RS AR ROA 203N 0 speed-up e
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& e kernel B AL R PFRF R doig vt

TE AL B IwE L
GIEE 7 AL S ok chiis
UJ%\""%L / EE": (mS) (mS) Sp p
SDAS atomic 0.029 0.054 1.85x%
4148 SDAS partition 0.044 1.145 3.3x
AS atomic 0.04 0.1 2.5x%x
AS StoG 0.66 N/A N/A
SDAS atomic 0.033 0.078 2.33x
SDAS partition 0.136 0.653 4.79%
krocC100 .
AS atomic 0.09 0.36 4x
AS StoG 45 N/A N/A
SDAS atomic 0.067 0.25 5.59x
SDAS partition 15.1 63.8 6.59x
pch442 .
AS atomic 0.79 N/A 7.5%
AS StoG 1555.03 N/A N/A
SDAS atomic 0.104 0.58 5.58x
4657 SDAS partition 54.3 358 6.81x
AS atomic 1.85 5.93 11x
AS StoG 7547.1 N/A N/A
SDAS atomic 0.152 0.92 6.48x
SDAS partition 95.6 619.57 6.48x
rat783 _
AS atomic N/A N/A N/A
AS StoG N/A N/A N/A
SDAS atomic 0.199 3.16 15.89x
SDAS partition 185.3 1263.33 6.82x
pr1002 i
AS atomic 4.22 N/A 12.5%
AS StoG 40977.3 N/A N/A
SDAS atomic 0.97 24.3 25.05x%
SDAS partition  N/A N/A N/A
pr2392 :
AS atomic N/A N/A 19x
AS StoG N/A N/A N/A
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AELRRE ST R RRAE L (FE IR ARSI Y F A A
B g ankene £ R SR AfRREL ¢ SRl {4 49
Sw B o 4w E_SDASaomic * F TR B ah T i g
ik % Eg o e b SDASpartition = jx ¢ F] L FE TR AR B K i o F

TG RER AR T A pr2392 ¢ { AT G e RMEGT ST LA B

T 7 i+ SDAS & atomic % partition = ;8¢ > wik A A & T (FiF 470 en
EALY R A - A EE R Tkt F 5L 460 £ ¢ BT iEa At
FfR I PRI B P B o R RIGEG B IREC S $37 HeR  ff2 100 B
Bab i o AP R - FERPRACIR LA F - NS A RERSG D R 2 AT
AR THERTIOE - R TE R SRR e i A e A2iF kernel
e s BT ELATR e kernel B PR S % 2 B CPU R B 3R A 42
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#46. &3 EFEHGVE R LR B

) \ _ ,s&;‘a’é':fﬁg ﬁiﬁﬁ%ﬂi%%%?%cw gy
PIRE LR RERSS = (ms) kernel ;& P& 'L kernel % 5 pF A
B R b
148 SDAS atomic 1.88 97.02% 1.55% 1.43%
SDAS partition ~ 1.484 94.39% 2.96% 2.65%
SDAS atomic 5.22 67.01% 0.64% 32.35%
krocC100 .
SDAS partition 6.3  68.14% 2.16% 29.7%
ocha42 SDAS atomic 91.8 73.04% 0.07% 26.89%
SDAS partition 116.6  66.62% 12.95% 20.44%
4657 SDASatomic 2456 81.76% 0.04% 18.2%
SDAS partition 302.8  64.46% 17.93% 19.12%
— SDASatomic 5635 88.96% 0.02% 11.01%
SDAS partition 509.3 72.3% 18.8% 8.92%
01002 SDASatomic 9014 88.6% 0.02% 11.38%
SDAS partition 968.95 68.132% 19.12% 12.74%
Dr2392 SDAS atomic 54575 89.5% <0.01% 10.5%
SDAS partition N/A N/A N/A N/A
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TSPLIB benchmark
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A8+ SDASatomic #5 i & i & ¥ i B>t SDAS partition #55¢ » &) &
B |42+ SDAS atomic o5t Fl 5 £c* 7 aomic fiE B ] e B B st R
SDAS partition #-5% 5 % o 181 & e1E_6| 3% rat783 SDAS partition -3¢ eiF & i#
B & 4g7 SDAS aomic - ZREE - AFT YL s SDAS atomic it chig A2 R
kernel e B3 B ¢ "EF PR OARF TR Y R FIE LT 7 aomic iiE & 4]
T3k 0 fe BF SDAS partition #i50 ch§ & 5 @ L AT kernel i B iE R T € SEF AR
FARFTRE RFEIS D G S EBELP 5T AR TR e A B Y
FPRE & T):f 7005 SDASatomiCH-;"EF & * | M PrREaF L & RIFA
< »> SDAS partition #-5¢ #rif 3 enig B > & Az 18 F] SDAS partition Hi5 j 5 eh
Py R = E L A K ehik t SDASatomic Host g B st X AR R w ko Fpt R IR B

A rat783 #7/& 1 chlcyg o SL IR F R T - o] &g - R o



423 BT 71 hoid B R R

*pEEV AT 3 A2 40 SDAS atomic % partition jFE vk o 11 R @ frd
MMAS (Delévacq, Delisle, Gravel, & Krajecki, 2013)# * task-based & {7 it 2= £
5 (R BRI AT R R F AR ) SRR M A > £ A A R
A PR TR FEF TR PpROTE FH N speed up e £ 4T BT i A
BlEa BeF s L PRl speedup e ABIEER Y WBik#c s B B0 Kz
100 %20 & @k iF ¢ o &0 B - FEGRROGHAL AR B S 2 AT i R

~4

R R AT FRE ToE - AR SRR FE S -

Pk menge g cpER G E TR AT (7 BCR Ao A 7S <0 speed up -
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%47, FEZEMELEPEZ e 20 )

TEwE R AR

GIRE AL RfEECS B (ms) B (ms) Speed up
SDAS atomic 1,972 6.145 3.12x
eibl SDAS partition 1.618 6.635 4.1x
MMAS N/A N/A 6.84x
SDAS atomic 4.736 24.25 5.12x
krocA100 SDAS partition 5.624 25.15 4.47x
MMAS N/A N/A 4x
SDAS atomic 16.34 172 10.53x
d198 SDAS partition 23.52 185.3 7.87x
MMAS N/A N/A 11.13x
SDAS atomic 42 691.85 16.47x
lin318  SDAS partition 59.9 76753 12.81x
MMAS N/A N/A 11.03x
SDAS atomic 572.3 10187 17.8x
rat783  SDASpartition  511.7 11266.28 22.02x
MMAS N/A N/A 15.58x%
SDASatomic 2263 820134  36.24x
f1577 SDAS partition 3058 91558.75  29.93x
MMAS N/A N/A 19.47x
SDAS atomic 4267 194711 45.63x
d2103  SDASpartition N/A N/A N/A

MMAS N/A N/A 17.64x
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A B 4.8 8 49 ¥R ™ > SDAS partition fi=5' ¢ Speed up #% SDAS atomic
BosS % AU e E B AL pE ey 2t SDAS atomic fieit o d pt AR 3 n s SDAS partition
Bt et 59 48 GPU ey 0 fe d St F O E R~ chdk s 0 SDAS atomic #-5¢ &
# o 7 atomic function 41 > 2 4p >+ SDAS partition #i5% shim 35 7 g B4k
e > SDASaomic Host iRt e N - B o @ SRR g

AT SPLE o

4.2.4. atomic 2 partition = & 7L 3 Bt cng kot i

d &R AE S PR G2 speed up TALAE T 0 RKfED AR DERE R
o 4<pF2 speedup § 7 AR o & 47 H|4E rat782 i * atomic i & 5% < speed

up - B>t partition #-5¢ o kS frir B A F kB H s Ay ARG o

RO AR R T R R R s T R iR AR B
A A E R BER S aspeedupe MiES € * G rat783 3K 7 b ik ol K
FEA G P PURFRRE 2 A8 E T REHRES o £ ¢ P XIS gE fLiENR T

BG ik dE 30 T X g h Rkl KfE R g VAR 100K A F - -

Ji

S A B EIEMREE FfEA L % = v~ T AF A B Eaomic #ot en R 7
CERERERF T EMRERERF 2T o speed upe B2 v = s MFERTE

partition ;% c4p ¥ 3 AL o
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248, 47 RSB EE A b RS S T R fE rat783 i B pE A fodo ik B
U S 8
i atomic partition
e S Brliviwy L E R FAliewh LA Es
= # B} B speedup _ speed up
£ (ms) £ (ms) AP (ms) £ (ms)
30 100 50638 8367 6.05x 55341 14760 3.75%
30 200 101358 16676 6.08x 110796 29611 3.74%
30 300 151958 25006 6.08x 166117 42910 3.87x
30 400 200600 33378 6x 223410 57465 3.89x
30 500 253887 41742 6.08x 277163 74167 3.74%
Py atomic Partition
L5 F Bl gl TiFigy ced B gl TEFy e
=X u u
g (ms) gR (ms) Too P e (ms) g (ms) PEOP
50 100 76580 9867 7.79% 83420 16021 5.21x
100 100 142239 13061 10.89x 153997 18450 8.35x
150 100 204856 15666 13.08x 225393 20954 10.76x
200 100 269456 18942 14.23x 294701 23006 12.81x
250 100 335210 22140 15.14x 365766 25389 14.41x
450 100 590004 35120 16.8x 659444 34986 18.85x
650 100 848393 47851 17.73x 975021 46329 21.05x
7
6
g |
T 0
g2 3
2 -
1 - DOatomic
0 B partition
. \QB\
&'
»°

&l 4.10

ff# rat783 T § 6

ks
3
gy

=+ " eh speed up Vi
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speed up

Datomic

B partition

B 411 Rf# rat783 T ¥ & 15k Hoc speed up M fi

Bl410 2 Bl ANl P BN AT oih I ehd BT F 0 Fd T o KfEk K

A g WP AR R k=A% < SDASpartition #i-5¢ 2 SDASatomic #3¢ A

TETRFOF RS T ARG R AR R et P RS E
SR B0 RUH Ao SR Be O B A RN L ke A& o

2L
43. ] %

R RERT 7R A SDAS T3 T R B PR A chk R 1 i e

— iR i A4 o

AFE e R EF gty o AFETRRI A 2k 4T SDAS atomic #-
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i A2 f22E 4§ kernel R 442 5 75

__global___void ContructSolutionPathCuda( float * Objective,...argument...){
extern __shared _int sharedMemory[4* (4 + 3* n)];

[ISM £ % 5 i

float* temp, Tabu, Random, solutionResult, WalkingResult; /3% z_it share

1

2

3

4

5 [/Imemory i€ * ein ik
6 int*ind, tempant; I7e4535 7 SniG
7 /i 7 block p & * FAHK 2

8 intcitylD =threadldx.x;

9 intantlD = blockldx.x;

10 /Ishare memory 5 &3k <

11 Tabu=(float* )& sharedMemory[4];

12 tempant=& sharedMemory[4+n];

13 solutionResult=(float* )& sharedMemory[4+n+n];

14  ind=&sharedMemory[4+n+n+n];

15 temp=(float*)& sharedMemory[2];

16 WakingResult=(float* )& sharedMemory[3];

17 curandState local State = globa StatefcityID]; //3* #< & 2 F
18 curand_init (p- #f&+ threadldx.x, blockldx.x+1, & loca State),
19 /I= i thread 355 p & ehfd+
20 Tabu[citylD]=1,; 17~ 41 tabu &
21 if(threadldx.x==0) {//i+- ZAz4355
22 sharedM emory[0]=(int)(curand_uniform( & localState )* n);
23 tempant[0]=sharedM emory[0];
24 ind[0] =sharedMemory[0];
25 }
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31

32
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34
35
36
37
38
39
40
41
42
43

45
46
47
48
49
50
51
5

N

53

__syncthreads();
Tabu[sharedMemory[0]]=0; //Az4-45 7 entabu B % 0
__syncthreads();
for(inti=Lji<m;i++){/[F1* @A I35 75 B39 EPHBE E
f1* reduction max & J1iE ¢ GusF {5 M B
EREES SR RES S
solutionResult[citylD]= P[ind[0]* n+citylD]/
(curand_uniform( & localState ))* Tabu[citylD];
/I* reduction max % j&- T #7iE ff chig 42
Ind[citylD] =cityID,;
for (int stride = 1024; stride >= 1; stride=stride/2) {// B3k 35 7 # & | >
1024
__syncthreads();
if (citylD < stride & & ( citylD+stride)<n ){
if (solutionResult[cityl D] <sol utionResult[ cityl D+stride] {
solutionResult[cityl D]=solutionResult[cityl D+stride];
ind[citylD]=ind[cityl D+stride];
}

}
__syncthreads();

if(citylD==0){
/lreduction max £ # =55 ID 5 ind[0]
tempant[i]=ind[citylD];
sharedM emory[0]=ind[0];
Tabu[ind[0]]=0;
}
__syncthreads();
}
ant_family[antID* n+citylD]= tempant[city|D];
I g 4 < A% g% 2 I
A * g g £ R 102 gk 2 =]
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55
56

57
58

59

60
61
62
63
64
65

66

67
68

69
70
71

72
73
74
75
76
77
78
79
80
81
82

__syncthreads();
int cityl DtheNext=(citylD+1)%n;
12 citylD = $t % &35 7 B33 Fig g3 3
__syncthreads();
solutionResult[citylD]= [ tempant[cityl D]* n+ tempant[cityl DtheNext]];
IR Py R el % e lsbd B 2 B ajedg
for (int stride = 1024;stride >= 1; stride=stride/2) {//4! * reduction sum * & p
e fic e
__syncthreads();
if (citylD < stride & & ( citylD+stride)<n ){
solutionResult[cityl D]=solutionResult[ city| D+stride] +sol utionResult[ cityl D];
}

}
__syncthreads();

/(S)=solutionResult[0]; //zc455 & 158k P &S0l iE

__syncthreads();
ObjectivelantID]= f(S);// #-# & #5iknp & 38 * global
Memory % 4%
ind[cityl D] =cityID;
__syncthreads();
141 * reduction min 35 1 & i 45 4%
if(antlD==0) {
for (int stride = 1024;stride >= 1; stride=stride/2){
__syncthreads();
if (citylD < stride & & (citylD+stride)<m){
if(Objective cityl D]>Objective]cityl D+stride]) {
Objectivecityl D]=Objective[cityl D+stride];
ind[citylD]=ind[cityl D+stride];
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84
85

86
87

88

89
90
91
92
93

94

95
96
97

98
99

100

101
102

103
104
105
106
107
108
109
110
111
112

__syncthreads();

1] #7ig 42
if( f(S* ) >Objective[0] & & antl D==0){

bestSolution[cityl D]=ant_family[ind[0]* n +cityID];
__syncthreads();

f(S")=Objective[0];

syncthreads()'
AT 5 b k387 AR HBOT LT B
if(antl D==0){
R [bestSolution[cityl D]* n +bestSolution[(cityl D+1)%n]]=
R [bestSol ution[cityl D]* n +bestSolution[(cityl D+1)%n]]+1/ £ (S );
}
if(antl D==0){
S =ObjeCtive[O];// B 1% b5 bk

__syncthreads();
Objective[antID]= f(S);
__syncthreads();
/141 * reduction min 35 4! $ X 45 %
ind[citylI D] =cityID;
if (antlD==0){
for (int stride = 1024;stride >= 1; stride=stride/2){
__syncthreads();
if (citylD < stride & & ( citylD+stride)<n ){
if (Objective cityl D]<Objective| cityl D+stride] ){
Objectivecityl D]=Objective[cityl D+stride];
ind[citylD]=ind[cityl D+stride];
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113}

114 }

115 _ syncthreads();

116 if(antID==0){

117 f,,,=Objective[0]; /& £ b5 ik
118 }

119 Objective[antID]= f(S);

120 _ syncthreads();

121 ind[cityID] =cityID;

122 /35 4 A snfeia T 3o

123 if(antID==0){

124 for (int stride = 1024;stride >= 1, stride=stride/2){

125 __syncthreads();

126 if (citylD < stride & & ( citylD+stride)<n ){

127 Objective] cityl D]=Objective[ cityl D+stride] +Objective[ cityl D];
128 }

129 }

130 }

131 if(antlD==0){

132 f =Objective[0]/n ;

133 __ syncthreads();

134 &= fro*(fim-f) HEHE R
135 _ syncthreads();

136 @= [-0*(f~fu)  HEFITR
137 __ syncthreads();

138 if(citylD==0){

139 temp[OQ]=curand_uniform( &local State );
140 }

141 ITHEAS 7 i SRkt

142 if(i¢ * patition = ;){

143 if(f(S)>@){
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144 if(temp[0] >6°){ M7 £
145 T [antID* n*n+

partition
tempant[cityl D]* n +tempant[cityl DtheNext]]= -1;
146 T [antID* n* n +

partition
tempant[cityl DtheNext]* » +tempant[citylD]]= -1;

147 }

148 }

149  dseif(f(S) <o)

150  if(temp[0] >0}  /HEEiEEL

151 T arision [ANUID* 1 * 1 +
tempant[cityl D]* n +tempant[cityl DtheNext]]=3;
152 T purivion [ANID* 1 * 1 +

tempant[cityl DtheNext]* » +tempant[cityl D]]=3;
153 }

154 }
155 _ syncthreads();
156 }

157 elseif(i¢ * atomic = ;2

158 if(f(S)>@){

159 if(temp[0] >6° }{ IM&87% B
160 atomicAdd(& T

atomic

[tempant[ genel DtheNext]*
n +tempant[genel D]],-1);
161 atomicAdd(& T

o LtEMpaNt[genel D]*
n +tempant[genel DtheNext]] -1);

162}

163}

164  eseif(f(S)<w)
165 if(temp[0] > 6" ){ 5 B
166 atomicAdd(& T

atomic

[tempant[ genel DtheNext]*

n +tempant[genel D]],3);
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#rFEmd 3k

7 A7

[l Lm* \zw e

167 atomicAdd(& T, .. [tempant[genel D]*
n +tempant[genel DtheNext]],3);
168 }
169 }
170 }
1 _ syncthreads();
}
{#7% i % & kernel R4nd2s 5
1 _ globa__ void RefreshTpheromoneParalel(...argument...){
2  int pheromonel D=blockldx.x* 1024+threadldx.x; //+ - &
134 77 % i
3 _ syncthreads();
4 if(pheromonel D>=n%){
5 }
6 eseif(i¢ * partition > ;= ){
7 for(inti=O;i<m—1;i++) { [//#r3 7 k HisEiip
8 parmlun [ pheromonel D+(I+l)* n ]_
Tpart[tinn [ pheromonel D+(i+1)* nz ]+
Tpart[tion [I* n2 +pheromone| D] 1
9 }
10 for(int j=0;j<m —1;j++){ 3R 2 & B A 40 10
11 T,,.,[i*n* +pheromonelD]=1;
12 }
13 (T 0 [(m—1)* n* +pheromonelD]>m ){ /162 { 4%
14 R [pheromonelD]= R [pheromonelD]+1/ f (S* ) ;
15 }
16 if(T e [(m—1)* n* +pheromonelD]< m){ /I% £ { #%
17 R [pheromonelD]= R [pheromonel D]*0.85;
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18 }
19 R [pheromonelD]= R [pheromonel D]* 0.9+0.00000001;
20 I3 5 7%

21 Tpartitian [( m _1)* n2 +pherom0ne| D] :11

22 }
23 elseif(i¢ * atomic = ;){
24 if(T

atomic

[pheromonelD]>m){ /I { 37

25 R [pheromonel D]= R [pheromonel D] +1/ £ (S");

26 }

27 if(T,,,.. [Pheromonel D]<m ){ 1% B &7
28 R [pheromonelD]= R [pheromonel D]*0.85;
29 }

30 R [pheromonelD]= R [pheromonel D]*0.9+0.00000001;  // 23 Z %

31 T ... [Ipheromonel D]=1, [R50 4= 40 L
32 }

33 _ syncthreads();

}
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