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中文摘要  

 

 在惡劣環境下所造成的低能見度，是許多電腦視覺應用的主要問題，如監視，

智能車輛，室外物體識別等。這是由於大氣微粒大量存在於參與介質(participating 

medium)中並且有顯著的分佈和大小時，所造成的現象。基於這一現象，可以將氣

候狀況分為靜態和動態兩類。靜態的惡劣氣候是由很多微小的粒子所造成的，其

通常在時間和空間上是一致的,如霧和霾；相反地，動態的惡劣氣候是由較大的粒

子所造成的，如雨滴和雪花，其在分析上較靜態惡劣氣候困難，主要是因為被雨

和雪影響的鄰近區域，在時間和空間上是不同的。然而在水下攝影所造成的能低

能見度，最主要的原因是由於色偏及色散現象所造成的。色偏現象為光線於水中

傳播時，因不同波長具相異之能量衰減程度，而令水下環境呈現偏藍色調；色散

現象則為物體反射光線經水中粒子吸收與多次漫射所造成的，色散現象會對影像

產生能見度與對比降低的影像。這些狀況不僅會困擾和混淆人類的觀察者，還會

降低那些依賴微小特徵的電腦視覺演算法之有效性，因此模擬在各種環境下所造

成的視覺影響和發展出一套良好的演算法來移除與消除這些由懸浮微粒及光線衰

減所造成的影響，變得不可或缺與重要的！ 

在本篇論文中，我們首先介紹目前最具代表性的三種單一影像除霧的方法：

contrast-based, independent component analysis, 和 dark channel prior-based，並且基

於 dark channel prior-based 的方法，我們更進一步的提出了一個有效且健全的方法

來改善除霧的品質。相較於目前存在的方法，我們的方法除了可以對白天霧影像

給予滿意的除霧品質，甚至對於夜晚霧影像，仍然可以提供良好的除霧結果。接

著，我們介紹目前具代表性的四種去雨及除雪的方法：guidance image based, image 

decomposition analysis, adaptive nonlocal means filter, 和 frequency-based analysis。

接著，我們另外提出了一個簡單但有效的去雨及除雪的方法，其主要的設計概念

為將去雨及除雪的架構分成兩個部分，第一個部分為偵測及第二個部分為修補。

除此之外，我們還介紹目前最具代表性的三種水下影像強化的方法： 

histogram-based equalization, wavelength-based compensation, 和 fusion based。接

著，我們提出了一個簡單但有效的水像影像強化方法，其主要的設計概念為結合
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色彩校正、對比度擴展及直方圖均化的方法，相較於目前存在的方法，是一個可

以用較少的運算時間且可有效提高影像能見度與色彩保真度的方法，相信在優化

的情況下，能在硬體上達到即時影像增強。 

 

關鍵字：除霧、除霾、除雨、除雪、水下影像、影像復原、視頻復原、影像增強 
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ABSTRACT 

 

 Poor visibility in bad environment is a major problem for many applications of 

computer vision such as surveillance, intelligent vehicles, and outdoor object 

recognition, etc…. The reason is that the substantial presence of atmospheric particles 

has significant size and distribution in the participating medium. Based on this, weather 

conditions can be characterized as steady and dynamic cases. Specifically, steady bad 

weather such as fog and haze caused by microscopic particles is usually spatially and 

temporally consistent. Oppositely, dynamic bad weather such as rain and snow in made 

up of large particles. Because spatially and temporally neighboring areas are affected by 

rain and snow differently, the analysis is more difficult. However, the poor visibility in 

underwater photography is caused by light scattering and color shift. Color shift 

corresponds to the varying degrees of attenuation encountered by light traveling in the 

water with different wavelengths, rendering ambient underwater environments 

dominated by bluish tone. Light scattering is caused by light incident on objects 

reflected and deflected multiple times by particles present in the water before reaching 

the camera. This in turn lowers the visibility and contrast of the image captured. Under 

these conditions, the human viewer would be annoyed. They also degrade the 

effectiveness of any computer vision algorithm based on small features and varying 

degrees of attenuation. Therefore, it is necessary to model the visual effects for the 

various cases and then remove them. 

In this thesis, we introduce three existing typical single image dehazing methods: 

contrast-based, independent component analysis, and dark channel prior-based. To 

improve the dehazing quality, we propose a robust and effective dehazing method. 
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Unlike other existing methods, there is the satisfactory dehazing quality during daytime 

and nighttime by our methods. And then, four existing typical rain and snow removal 

methods in single image: guidance image based image decomposition analysis, adaptive 

nonlocal means filter, and frequency-based analysis are also introduced in the literature. 

In this follows, we design a simple but effective method divide the rain or snow removal 

scheme into two parts, the first part is detection of rain or snow and the second part is 

inpainting. Besides, three existing typical underwater enhanced methods: 

histogram-based equalization, wavelength-based compensation, and fusion based are 

also introduced in the literature. In this follows, we design a simple but effective 

underwater enhanced method, and its main idea is combining the color correction, 

contrast stretching, and histogram equalization. Unlike other existing methods, we’ll get 

a better result which takes less processing time and highly enhances visibility and 

superior color fidelity by our method. We believe that we’ll run real-time on hardware 

in optimized circumstances. 

 

 

Keywords: Dehazing, Fog removal, Rain removal, Snow removal, Underwater Image, 

Image Restoration, Video Restoration, Image Enhancement. 
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Chapter 1 Introduction 

 

 In order to develop vision systems that present under all weather conditions, it is 

essential to model the visual effects of the various weather conditions and develop 

algorithm to remove them. Weather conditions vary widely in their physical properties 

and produce visual effects in images. Based on the types and size of the particles and 

their concentration in space [11] as illustrated in Table 1.1, weather conditions can be 

typed as steady and dynamic. In the case of the steady weather, individual droplets are 

too small (1-10 μm) to be visible to a camera, and the intensity at a pixel is caused by 

the aggregate effect of large number of droplets within the pixel’s solid angle such as 

fog, mist, and haze. The haze image model proposed in [1], [2], [11], [12] and [13] is 

widely applied in computer vision and can be adequately described the effects of steady 

weather, as 

 ( ) ( ) (1- ( ))I x J t x A t x     (1.1) 

or 

 ( ) ( )( ) ( ) (1 )d x d xI x L x e L e   
     (1.2) 

where (1.1) is equal to (1.2), I is the observed intensity of the haze image, x is the 

pixel’s index, J (i.e., ( )J L x  with ρ being the reflectance of an object in the 

image) is the scene radiance of the haze-free image which is desired to be obtained by 

dehazing techniques, t (i.e., ( )d xt e   with β being the atmospheric attenuation 

coefficient) is the medium transmission expressed part of light that is not scattered and 

reaches the observer, and A (i.e., A L ) is the global atmospheric light. The first term 

is the direct attenuation ( )aD x ( ( ) (( ) ( ) )d x
aD x L x xe J t 

   ), and the second term is 
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the airlight ( )rA x ( ( )( ) ( (1- (1 )))d x
rA x L e A t x

   ). Note that the haze removal 

technique is to estimate the global atmospheric light (A) and the medium transmission (t) 

from the haze image model (I), and the scene radiance (J) can be estimated by these 

estimated components. Fig. 1.1 shows the pictorial description of the direct attenuation 

( )aD x  and the airlight ( )rA x . In (1.1), it geometrically means that in RGB color space, 

the vector I is a linear combination pf the two vectors J and A. (see Fig. 1.2). In Fig. 1.3, 

it depicts the relation between ( ),  ( ),  and ( ) I x J x t x in (1.1) to corresponding images.  

 

Condition Particle Type Radius  m  
Concentration 

 3cm  

Air Molecule 410  1910  

Haze Aerosol 210 1   310 10  

Fog Water droplet 1 10  100 10  

Cloud Water droplet 1 10  300 10  

Rain Water drop 2 410 10  2 510 10   

Table 1.1 Weather condition and associated particle types. 

 distance d x

( )( ) ( ) d x
aD x L x e  



( )( ) (1 )d x
rA x L e 

 

L





 

Fig. 1.1 Pictorial description of the direct attenuation ( )aD x  and the airlight ( )rA x . 
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Fig. 1.2 Haze image formation model. The color vector I is a linear combination of J 

and A in the RGB space. 

( ) ( ) (1- ( ))I x t x J t x A 

 

Fig. 1.3 Relation between the functions and its corresponding images in (1.1).  

 In the other case of the dynamic weather, individual particles are visible in the 

image (0.1−10mm) and the aggregate scattering models used for steady conditions are 

not applicable in here such as rain, snow, and hail. But, when raindrops and snow are 

very far from the camera, their visual effects are very weak and appear as fog. Therefore, 

what we focus on are rain and snow that are close to the camera and fall on a car 

windshield. The analysis of dynamic weather conditions requires the development of 

stochastic models that capture the spatial and temporal effects of a large number of 
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particles moving at high speeds as in rain and complex trajectories as in snow. Fig. 1.4 

compares the differences between the steady and dynamic weather. The change in 

intensity produced by a falling raindrop as a function of the drop’s distance z  from the 

camera. The change in intensity I does not depend on z for drops that are close to the 

camera ( mz z ). While for raindrops far from the camera ( mz z ), I  decreases as 

1/ z and for distances greater than mRz (where R  is a constant), I  is too small to be 

detected by the camera, only produce aggregate scattering effects. Therefore, the visual 

effects of rain are only due to raindrops that lie close to the camera ( mz Rz ) which we 

refer to as the rain visible region. The value R depends on the brightness if the scene 

and camera sensitivity. However, raindrop is considered to be a water droplet on a car 

windshield which can distort the view especially during driving. Depending on the 

speed, raindrop flies upward as the speed increasing and flows downward as the speed 

is slowing down. Nevertheless, water droplet on dirty windshield is not in a spherical 

form is why the view becomes blurred, and the circumstance is known as unfocused 

raindrops. Focused raindrops can be seen in a spherical form on windshield as shown in 

Fig 1.5(a) and unfocused raindrops which cause blurring view as shown in Fig 1.5(b) 

are vice versa. Both types of raindrop lead to challenging tasks in terms of detecting and 

removing the raindrop. 
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m mm

I

z
mz mRz

 

Fig. 1.4 Comparison of the differences between the steady and dynamic weather. 

 

  
 (a) (b) 
Fig. 1.5 Raindrops fall on a car windshield. (a) Focused raindrop. (b) Unfocused 

raindrop. 
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Different from common images, underwater images suffer from poor visibility due 

to the attenuation of the propagated light. The light is attenuated exponentially with the 

distance and depth mainly due to absorption and scattering effects. The absorption 

substantially reduces the light energy while the scattering causes changes in the light 

direction. The random attenuation of the light is the main cause of the foggy appearance 

while the fraction of the light scattered back from the medium along the sight 

considerably degrades the scene contrast. By the way, dehazing techniques [14] have 

been related with the underwater restoration problem. 

 The remaining of this thesis is organized as follows. In Chapter 2, we introduce 

three existing typical single image dehazing methods. In Chapter 3, we propose a robust 

and effective dehazing method based on human vision to improve the dehazing quality 

during daytime and nighttime. Four existing typical rain and snow removal methods are 

also introduced in Chapter 4. For rain and snow removal investigations, we design a 

simple but effective rain or snow removal method by divide the rain or snow removal 

scheme into two parts, the first part is detection of rain or snow and the second part is 

inpainting in Chapter 5. In Chapter 6, we introduce three existing typical underwater 

enhancement methods. In Chapter 7, we propose an effective enhancing method to 

improve the underwater image quality. Chapter 8 concludes this thesis and discusses the 

future work. 
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Chapter 2 Related Work of Single Image Dehazing 

 

 Haze removal is a challenging problem because of the unknown transmission, 

depth information and ill-posed conditions. The key characteristics of light such as 

intensity and color are changed by its interactions with the atmosphere. These 

interactions can be classified into three categories: scattering, absorption, and emission. 

As a result, haze is occurred due to atmospheric absorption and scattering by a complex 

medium (e.g. dust, mist, or fumes.), at which the irradiance received by the camera from 

the scene point is attenuated along the line of sight. Furthermore, the incoming light 

reflected from the scenes, and further blends it with some additive light are produced by 

the ambient light reflecting into the line of sight by atmospheric particles. The degraded 

images lose the contrast and color reality. Thus, remove haze form images becomes an 

important and desired in many applied field especially in computer vision and computer 

graphics areas. 

 

2.1 Introduction 

 Dehazing is the well-known procedure of removing haze effects from capturing 

images while recovering the original details and the colors of natural scenes. Because 

the number of known variables is less than the number of unknown variables and the 

depth information is unknown, it needs multiple images or extra information for 

estimating. Therefore many methods have been proposed by using multiple images or 

extra information. The first method is the polarization based method (e.g. [15], [16]) 

used by polarizing filters. The main idea of this approach is to exploit two or more 

images of the same scene that have different degrees of polarization (DOP), which are 
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obtained by rotating a polarizing filter attached to the camera. However, the common 

drawback of the methods in this approach is that they cannot be used to existing image 

dataset and applied to dynamic scenes for which the changes are more rapid than the 

filter rotation in finding the maximum and minimum DOP. Fig. 2.1 shows some results 

by applying the polarization based method, including the perpendicular and the parallel 

polarization components of the scene ((a) and (b)), and the final resulting dehazed 

image (c).  

   

 (a) (b) (c) 

Fig. 2.1 Some results of the polarization based method. (a) Perpendicular polarization 

components of the image. (b) Parallel polarization components of the image. (c) 

Dehazed image. 

The second method by using multiple images is taken in different weather 

condition (e.g. [17], [18], [19], [20]). The basic idea of this method is to manipulate on 

the differences of two or more images of the same scene that have different properties of 

the participating medium. Although the methods in this approach can significantly 

enhance visibility, their requirements make them unable to deliver the results 

immediately because they have to wait until the properties of the medium change. The 

third is depth based method, which demands the rough depth information form 

approximated 3D geometrical model of the input scene (e.g. [21], [22], [23]). 
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 In order to overcome the limitation of multiple image dehazing approaches, the 

single image algorithms have been developed. These algorithms make use of strong 

assumptions or constraints to remove haze from a single image. Tan [1] maximizes the 

local contrast of the restored image from single input image which assumes that a 

dehazed image should have high contrast. Fattael [2] estimates the albedo and the depth 

of the scene, and then infers the medium transmission under the assumption that the 

transmission, object depth and surface shading were locally uncorrelated. Kartz and 

Nishion [12] estimates the objects depth and the albedo jointly by modeling a hazy 

image as a factorial Markov random field (FMRF). Tarel and Hautiere [13] estimates 

the atmospheric veil, which is the map of blended atmospheric light, and refined the veil 

using the median filter. He et al. [3] estimates the transmission map in a hazy image 

based on the dark channel prior and applies an alpha matting technology to refine it. 

Ancuti et al. [24] reduces the complexity of He et al. [3] algorithm by modifying the 

block-based approach to a layer-based one. Furthermore, there are many algorithms 

adapt and improve on He et al. [3] algorithm (e.g. [25], [26], [27], [28]). 

In the following sections, we will specifically introduce these three typical single 

image dehazing methods (e.g. [1], [2], [3]), respectively. 

 

2.2 Contrasted-Based 

 The contrast-based method had been proposed by Tan [1] in 2008. He observed 

that the dehazed image should have high contrast and a smooth layer of airlight than the 

inprocessed version of the hazy image. Based on this observation, he maximizes the 

local contrast of the restored image from single input image to remove the hazy 

component. 
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2.2.1 Basic Concept of Contrasted-Based Method 

This method is based on two basic observations. First, images with enhanced 

visibility (or clear-day images) have more contrast than images with bad weather. 

Second, airlight whose variation mainly depends on the distance of objects to the viewer 

tends to be smooth. Tan [1] intends to use chromaticity to describe (1.2), and thus define 

image chromaticity as follows 

 c
c

r g b

I

I I I
 

 
  (2.1) 

where c is the color channel. Then, the atmospheric light L  is estimated by finding a 

small spot that has the highest intensity in image I, from which the light chromaticity α 

derived from (2.1) can be obtained, when the object distant is assumed infinitely 

( 0, since 0dd e    ) in (1.2), as 

 c
c

r g b

L

L L L
 

  


 

  (2.2) 

Accordingly if we assume that there is no effect of scattering particle ( 1de   ), 

implying the absence of the airlight, then the image chromaticity will depend solely on 

the direct attenuation. This chromaticity is also called “object chromaticity” and 

expressed as 

 c c
c

c r g g b b

L

L L L


  



  


 

  (2.3) 

Therefore, by using (2.2) and (2.3), the haze image model (1.1) in terms of chromaticity 

is rewritten as 

 ( )( ) ( ) ( ) ( )d xI x D x e x A x      (2.4) 

where 

 ( ) ( ) ( ) ( )r r g g b bD x L x L x L x         (2.5) 
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, and 

 ( )( ) ( )(1 )d x
c r g g b bA x L L L e    

        (2.6) 

After obtaining the light chromaticity, the illumination color of the I is removed by 

employing (2.7) to produce 'I , as 

 
( )

' ( ) c
c

c

I c
I x


   (2.7) 

Fig. 2.2 shows the result of the normalization. 

  

 (a) (b) 

Fig. 2.2 Result of the normalization. (a) Input image. (b) Result of normalizing the 

environmental light.  

Further, he computes the data and smoothness cost for every pixel. The data cost is 

computed from the contrast of a small patch cropped from the image, and the 

smoothness cost is computed from the difference or distance of the labels of two 

neighboring pixels, where the labels are identical to the airlight values. These data and 

smoothness costs build up complete MRFs in (2.8) that can be optimized by using the 

existing inference methods, producing the estimated values of the airlight A as 

 
,

({ } | ) ( | ) ( | )
x

x x x x x y
x x y N

E A p p A A A  


     (2.8) 

where xp  is a small patch centered at location x, which is assumed to have a constant 

value of xA . η is the strength of the smoothness term, and xN represents the 
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neighboring pixels of x. They defined the first term is the data term and the second term 

is the smoothness term. Based on the estimated airlight A, the direct attenuation for the 

whole image finally can be computed as 

 ( )

1

( ) '( ) ( '( ) ( ) 1 )

1

d xD x r x I x A x e

 
    
  

  (2.9) 

where '( )I x is the normalized input image that the airlight color is white in (2.7) and 

'( )r x is the normalized object chromaticity expressed as 

 
( )

' ( ) c
c

c

r x
r x


   (2.10) 

 For gray images, the algorithm is exactly the same, except skip the step to estimate 

light chromaticity and remove the illumination color. Note that, Tan [1] does not intend 

to fully recover the scene’s original colors or albedo. His goal is to solely enhance the 

contrast of an input image so that the image visibility is improved. Fig. 2.3 shows an 

outdoor scene partially covered by haze, the direct attenuation image, and the airlight of 

the scene. 

   

 (a) (b) (c) 

Fig. 2.3 Results of enhancing visibility for an outdoor scene. (a) Input hazy image. (b) 

Direct attenuation. (c) The airlight of the input hazy image. 
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2.2.2 Advantage and Disadvantage 

 The main advantage of this approach is that can apply both color and gray images 

without any geometrical information of the input image. Besides, it is able to unveil 

details and structures from the haze image, and then acquired the compelling results. 

However, in this method, some constraints may be limited the image quality. The first 

constraint is the halos at depth discontinuities caused by patch-based operation. The 

second constraint is that the output images have larger saturation values than those in 

the actual clear-day images and may not be physically valid. It is because the optimal 

data cost function and the actual values of A are unknown in the process. 

 

2.3 Independent Component Analysis 

 Fattal [2] proposed an independent component analysis (ICA) approach in 2008. 

He estimates the albedo of the scene, and then infers the medium transmission under the 

assumption that the transmission and surface shading were locally uncorrelated. 

 

2.3.1 Basic Concept of Independent Component Analysis Method 

 The main idea in this approach is that Fattal [2] formulates a refined image 

formation model that interprets the image through the surface shading( l ) as well as the 

transmission function( t ) from standard image formation model (1.1). Based on this 

model, the image is separated into two regions: constant-albedo and airlight-albedo 

ambiguity. Specifically, the two regions can be systematically resolved by searching a 

particular solution. The particular solution satisfies the local uncorrelated statistic for 

the resulting shading and transmission functions. A refined model is modeled the 

unknown image J as a pixel-wise product of surface albedo coefficients and a shading 
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factor expressed as 

 ( ) ( ) ( )J x l x R x   (2.11) 

where l is a scalar describing the light reflected from the surface and R is a 

three-channel RGB vector of surface reflectance coefficients. He assumes R(x)is 

piecewise constant and airlight (A) is known when the region with uniform albedo. Thus, 

the standard image formation model in (1.1) become 

  ( ) ( ) ( ) 1 ( )I x t x l x R t x A     (2.12) 

Then, they break R into a sum of two components, one is parallel to the airlight A and 

the other is orthogonal to the airlight 'R A . In terms of these normalized 

components, (2.12) can be written as 

 ( ) ( ) '( )( ' ' ) (1 ( ))I x t x l x R R A A t x A      (2.13) 

where ' 'l l R  and , ( ' )R A R A     measuring the component that is mutual 

to the surface albedo and the airlight. Note that ,    , they defined the standard 

three-dimensional dot-product in the RGB space. In order to obtain independent 

equations, the input image is projected onto these two directions as 

 ( ), ( ) '( ) (1 ( ))AI I x A t x l x t x A      (2.14) 

and 

  

 
2 2

' ( ), ' ( ) ( ) ( ) '( )R AI I x R I X I x t x l x        (2.15) 

where AI  is the projected image along the airlight vector and 'RI  is the projected 

image along 'R . The transmission t can be written in terms of these two quantities as 

 '( ) 1 ( ( ) ( ))A Rt x I x I x A     (2.16) 

Thus, AI , 'RI , and   are used to compute t(x) and '( )l x . The airlight-albedo 
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ambiguity is explicit in (2.16) and can be resolved by finding  . The condition for 

finding   is that the transmission t and shading l are statistically uncorrelated over   

(i.e., ( , ) 0C l t  ). The sample covariance C  is estimated in the following 

 
1

( , ) ( ( ) ( ))( ( ) ( ))
x

C f g f x E f g x E g


  


      (2.17) 

where
1

( ) ( )
x

E f f x





   . The parameter   is exactly obtained as follow 

 
'

( , )

( , )
A

R

C I h

C I h
 



   (2.18) 

where '( ) ( )A Rh x A I I  . After given  , t(x) can be computed by (2.17) and recover 

the haze-free image by 

 
( ) (1 ( ))

( )
( )

I x t x A
J x

t x

 
   (2.19) 

where all J(x) in the patch have the same direction of R, as shown in Fig. 2.4. In Fig. 2.5, 

it displays a synthetic example where the shading l consists of vertical ripples and the 

transmission t is made of radial ones. When estimating   from (2.18), these functions 

are accurately recovered, whereas the ones computed based on a false   appear to be 

mixed together (i.e., correlated). 

 Unfortunately, every measurement comes with noise, thus this is done by modeling 

the error present in I as additive white Gaussian noise by 

 ( ) ( ) ( ),I x I x x    (2.20) 

where   is a three dimensional vector of random Gaussian variables and is derived by 

the following progress
 ', ,A R h t        . 
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Fig. 2.4 Constant albedo model used in Fattal’s work [2].  

    
 (a) (b) (c) (d) 

    
 (e) (f) (g) (h) 

Fig. 2.5 Synthetic examples. (a)(e) Input image. (b) Recovered transmission t. (c) 

Recovered shading l. (d) Recovered J. The last three images (f-g) show the results 

obtained by using a wrong η, where the correlation between t and l is apparent. 

The restricted case that all pixels correspond to the same surface (a constant albedo 

value R(x) = R) is introduced so far. In order to handle general images, Fattal [2] also 

considers the multi-albedo image case. The procedure is almost as same as the constant 

albedo image which is mentioned before. The differences between them are that he uses 

additional robust estimators and projects a naive haze-free image onto chroma channels 
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U and V of the YUV color space (not brightness or airlight in multi-albedo image). Then, 

a naïve haze-free image is computed by 

 ' AAI
I I

A
    (2.21) 

, and a single chroma channel based on the ratio of these projections is extracted by 

 1 '( ),
( ) tan ( )

'( ),

I x U
x

I x V
   


 

  (2.22) 

This maps pixel color into angles where the distances can be measured by the length of 

the shortest arc that is 

 1 2 1 2 1 2( , ) min{| |, 2 | |}d C C           (2.23) 

This similarity measure defines the weight of the w-estimators in the following 

correlation 

 
1

( , ) ( ( ) ( ))( ( ) ( )) ( , )
x

x x x
yx

C f g f y E f g y E g w x y
W 

     (2.24) 

, and 

 
1

( ) ( ) ( , )
x

x
yx

E f f y w x y
W 

    (2.25) 

where the weighting function w(x, y) is given by 

 2 2( , ) exp( ( ( ), ( )) )w x y d x y       (2.26) 

, the normalizing weight ( , )
x

x y
W w x y


  , and ( )x  is the window of pixels 

centered around x excluding pixels from discarded pixels (  ). Finally, the 

Gauss-Markov model is defined as 

 
2 22 2ˆ ( ( ) ( ) ( ( ) ( ))( ( ) ( )) ( )

,
( ) A A st x t y I x I yt x t x t x

x x y N
P t e e 



   

  
     (2.27) 

where '
ˆ( ) 1 ( ( ) ( ))A Rt x I x I x A   . ( )P t  can be maximized by solving the linear 
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system resulting from log 0d P dt  , and the corresponding t is then taken from this 

optimum calculating result. The most probable t is used to compute J in (2.19). 

In previous, Fattal [2] assumes that the airlight (A) is known. In the follows, he 

illustrates how to estimate the airlight color vector A. First, he backs to regions with 

uniform albedo in (2.12), which all pixels within a two-dimensional linear sub-space 

spanned by the vector A and R. Although the vector A and R can not be identified using 

a principal component analysis, the space can do it. This is applied in each of the given 

regions, indexed by i, and the two highest components are denoted by 1
iv  and 2

iv . 

Finally, the airlight color vector A is found by searching for a vector with highest 

projection onto these sub-spaces as 

 
2 22

1 2max , ,  such that 1i i

A
i

A v A v A        (2.28) 

By the way, every value of A  results in different pair l and t in (2.27). In Fig. 2.6, it 

shows the result for “wheat cones” with surfaces of distinct albedos, shading component 

and the transmission. 
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 (a) (b) (c) 

   

 (d) (e) (f) 

Fig. 2.6 Dehazing based on a single input image and the corresponding estimation. (a) 

Input image. (b) Output image. (c) Depth estimation. (d) Shading component ( )l x . (e) 

Transmission ( )t x . (f) Extrapolated transmission. 

 

2.3.2 Advantage and Disadvantage 

 This approach is physics-based and can produce a natural haze-free image together 

with a good depth map by solving a non-linear inverse problem and deriving the 

estimation for the noise present in the input. Moreover, large errors are eliminated by 

using the statistical extrapolation. However, this approach may fail in the case of 

insufficient signal-to-noise ratio or the absence of multiplicative variation in significant 

portions of the image. Because the statistics depend on color information, in the images 

with colorless (i.e., gray scale images) and prone to noise (i.e., dense haze images), the 

approach is invalid and difficult to handle, respectively. 
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2.4 Dark Channel Prior-Based 

 The most representative dark channel based method is named “Single Image Haze 

Removal Using Dark Channel Prior” which had been proposed by He et al. [3] in 2009. 

It is based on the statistics of haze-free outdoor images and the concept of dark channel 

prior. By using these dark pixels, an accurate estimation for the transmission can be 

obtained. Then, a high quality haze-free image and a good depth map can be obtained 

by combining a haze imaging model with a soft matting interpolation method [3]. 

 

2.4.1 Basic Concept of Dark Channel Prior-Based Method 

 The method in [3] is based on the model (1.1) and dark channel prior. They find 

that, in most of the non-sky local patches, some pixels (called “dark pixels”) have very 

low intensity in at least one color channel (RGB). For an image J, it is defined as 

follows 

   { , , } ( )
( ) min min ( )dark c

c r g b y x
J x J y

 
   (2.29) 

where cJ  is a color channel of J, and Ω(x) is a local patch centered at x. The 

observation say that if the haze-free outdoor image J except for sky region, the intensity 

of darkJ  is low and tends to zero shown in Fig. 2.7. They regard darkJ  as the dark 

channel of J, the above statistical observation or knowledge as the dark channel prior. 
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 (a) (b) 

  

 (a) (b) 

Fig. 2.7 Relationship between haze-free outdoor images and their corresponding dark 

channel. (a) Haze-free outdoor images. (b) Dark channel corresponding to (a). 

The intensity of the dark channel is a rough approximation of the thickness of the 

haze. This property can be used to estimate the transmission and the atmospheric light. 

Therefore, they pick the top 0.1% brightest pixels in the dark channel as the atmospheric 

light A rather than the pixel with highest intensity,  which may be a white car or a 

white building in images. After that, they assume that the transmission in a local patch 

( )x  is constant. Owing to the known atmospheric light A and the assumption of the 

transmission in a local patch, they take the min operation in the local patch among three 

color channels on (1.1) to obtain 
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   
( ) ( )

( ) ( )
min min ( ) min min 1

c c

c cc y x c y x

I y J y
t x t x

A A 

      
        

      
    (2.30) 

Based on the dark channel prior, the dark channel darkJ  of the haze-free radiance J 

tends to be zero and cA  is always positive, this lead to 

 
( )

( )
min min 0

c

cc y x

J y

A

  
  

  
  (2.31) 

According to (2.31), the transmission t  can be estimated from (2.30) as 

 
( )

( )
( ) 1 min min

c

cc y x

I y
t x

A

  
    

  
   (2.32) 

Because the sky is the image with infinite-distance and usually has similar color to the 

atmospheric light, the transmission of the sky is almost equal to zero. For these sakes, 

(2.32) is useful for both sky and non-sky regions. But in realistic situation, some 

particles still exist within the atmosphere in clear days and these particles are important 

and necessary for perceiving depth. In order to make the object images in high-distance 

look more natural, a very few haze (particles) are reserved randomly by introducing a 

constant value (0 1)    to (2.32) as 

 
( )

( )
( ) 1 min min

c

cc y x

I y
t x

A




  
    

  
   (2.33) 

It is reasonably good but contains some block effects because the transmission is not 

always constant in a patch. Fig. 2.8(b) shows the estimated transmission map and the 

block effects from an input haze image (Fig. 2.8(a)). In order to reduce this problem, 

they apply a soft matting algorithm [29] to refine the transmission t(x). Then, the coarse   

( )t x  and the refined transmission ( )t x  are rewritten in their vector form as t  and t . 

They minimized the following cost function  
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      TTE t t Lt t t t t       (2.34) 

where L is the Matting Laplacian matrix proposed by Levin [29], and λ is regularization 

parameter. The first term is the smooth term and the second term is the data term. Then, 

the optimal can be obtained by solving the following sparse linear system  

  L U t t      (2.35) 

where U is an identity matrix of the same size as L, and λ is set by a small value. In Fig. 

2.8(c), the refined transmission maps manage to capture the sharp edge discontinuities 

and outline the profile of the objects. Besides, the transmission map is smooth in where 

no depth edge exists. After acquiring all the parameters in (1.1), the scene radiance J can 

be acquired. However, the direct attenuation term J(x)t(x) is very close to zero when the 

transmission t(x) is close to zero. Consequently, they restrict the transmission t(x) to a 

lower bound t0, which means that a small amount of the haze is preserved in very dense 

haze regions. The final scene radiance J(x) is recovered by 

    
  0max ,

I x A
J x A

t x t


    (2.36) 

Fig. 2.8(d) and Fig. 2.9(b) display the haze removal results applied from He et al.’s 

algorithm [3]. The flow chart of the dark channel prior [3] is given in Fig. 2.10. 
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 (a) (b) 

  
 (c) (d) 

Fig. 2.8 Haze removal process. (a) Input haze image. (b) Estimated transmission map. 

(c) Refined transmission map after soft matting. (d) Final haze-free image. 

  

 (a) (b) 

Fig. 2.9 Haze removal results. (a) Input haze images. (b) Final haze-free image. 
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Fig. 2.10 Flow chart of the dark channel prior [3]. 

 

2.4.2 Advantage and Disadvantage 

This approach is physically valid and is able to handle objects with long distance 

even in the heavy haze image. Besides, it is independent of significant variance for 

transmission and surface shading in the input image. It also produces an appealing result 

from a single image without any geometric information. However, the dark channel 

prior may be invalid when the image object has similar color to the airlight over a large 

local region without any shadow. This method may also fail in some extreme cases such 

as nighttime haze. The result contains few halo artifacts because of the inaccurate 

estimation of airlight and the patch operation. Moreover, the approach is 

time-consuming because of a soft matting complex computation for refining the 

transmission map. 
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Chapter 3 Proposed Method of Single Image 

Dehazing 

 

3.1 Introduction 

The conventional approaches work well for most conditions of daytime haze 

images, but they are limited for nighttime case because of their poor image quality. Thus, 

we are motivated to investigate a robust haze image removal algorithm, especially in the 

nighttime case.  

There are several properties and important effects associated with viewing real 

nighttime scenes [30], [31]. Generally, there are the following properties in nighttime 

scene: low overall contrast, low overall brightness, loss of acuity, loss-of-detail, visible 

noise, and "blue shift" airlight color. Particularly, there are three critical issues 

considered for nighttime dehazing. First, the color of the airlight dominates the 

performance of dehazing results and the color naturalness. Second, light sources in the 

nighttime scenes have an influence on the degree of exposure. Last, the insufficient 

brightness and poor quality cause the loss of image information for dehazing. It implies 

that the nighttime image dehazing techniques are hard to realize. 

In [31], the computation of Dark Channel Prior (DCP) [3] is based on the 

assumption of the "grayish" airlight color. The method in [32] based on color transfer 

[33] used to transform the airlight color from a “blue shift” to a “grayish”. After the 

initial nighttime haze images are color-transformed, the final haze-free images are 

output by applying the refined dark channel prior method and bilateral filter in local 

contrast correction (BFLCC) [34]. This method can be used to get the nighttime 
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haze-free images, but it bring the block and contouring effects.  

We use the night enhancement on the nighttime haze for the input image I. The 

output image I’ is produced from the initial nighttime haze images I by the 

enhanced-processing, and will be operated by the proposed daytime dehaze method. 

Unlike the conventional methods, the proposed method can be avoid by the block and 

contouring effects. Moreover, the proposed method can be used to reduce the 

complexity that increases from refining the transmission in [3], and can be operated 

over different dense of haze images captured in the daytime, even one of the extreme 

cases: nighttime haze with the light sources. Experimental results also show that the 

high quality dehazed images can be produced by the proposed method, even in the 

nighttime. 

 

3.2 Proposed Method for Daytime Haze 

The flow chart of the proposed dehazing technique in daytime is shown in Fig. 3.1. 

The post-processing is added for increasing the robustness of the proposed method. 

Haze-Free
Image

Haze Image 3.2.1 White Balance 
Correction

3.2.2 Color Space 
Conversion

3.2.3 Refine the 
Transmission Map

3.2.4. Post-processing

I

The Proposed Method
 

Fig. 3.1 Flow chart of the proposed dehazing technique in daytime. 
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3.2.1 White Balance Correction 

The human visual system (HVS) is capable of reliably interpreting object colors 

with surrounding illumination. In the photographic process, this ability is simulated with 

the white balance function which helps identify the reference of white color for accurate 

color production. Without a proper white balance, photos taken by cameras may show 

undesirable color cast. In order to ensure the natural color reproduction of scenes, auto 

white balance of cameras generally relies on the estimation of color temperature. Color 

temperature refers to the color appearance of the light that comes from a light source. 

For example, higher color temperature implies a colder (more blue) light while lower 

color temperature implies a warmer (more red) light [35]. When objects are in a hazy 

scene, there is higher color temperature which may cause unrealistic color casts. In 

order to correct the color, we apply white balance correction prior to dehazing by 

calibrating the fog color to pure white. 

When we assume that the input image I(x) is normalized between 0 and 1, the 

procedure of white balance implies that the intensity of the atmospheric light A can be 

set to pure white, and the rest part of image can be normalized as follow: 

    c cI x W I x    (3.1) 

where  cI x  and  cI x  represent the white balance corrected image and the input 

hazy image, respectively,  , ,c R G B  is color channel index. 

 , ,c r g bW diag W W W  is the scale matrix, and each channel of W is defined as:  

 
( )

c
c

c

A
W

mean A
   (3.2) 

where the atmospheric light A that we choose from the top 0.05% brightest and the top 

25% height pixels in the dark channel, is defined as (2.29). As shown in Fig. 3.2, the 
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input hazy image looks bluish, apparently, the image after white balance correction 

looks more natural and the atmospheric light is corrected to white. The visibility of the 

dehazed image obtained by the white balance correction is also enhanced significantly. 

  

 (a) (b) 

  

 (c) (d) 

Fig. 3.2 Illustration of the white balance correction. (a) Input image. (b) White balance 

corrected image. (c) Dehazed without the white balance correction. (d) Dehazed after 

the white balance correction. 

 

3.2.2 Color Space Conversion 

The HSI (hue, saturation, intensity) and HSV (hue, saturation, value) color spaces 

were developed to be more “intuitive” in manipulating color and were designed to 

approximate the way that humans perceive and interpret color. When the HSI and HSV 
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color spaces were developed, they had to be manually specified. However, they are 

rarely used nowadays; we rarely used now that users can select colors visually or 

specify Pantone colors. These color spaces are discussed for “historic” interest. HLS 

(hue, lightness, saturation) is similar to HSI, and the term lightness is used rather than 

intensity. The HSI color space is based on the cylindrical coordinate system, and the 

conversion form RGB color space to HSI color space is defined as: 
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  (3.3) 

where I and S are is the range of [0, 1] and H is the range of [0, 360]. 

In order to convert color from the HSI color space to RGB color space, three case of the 

H range must be considered RG section: 0 120H     
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GB section: 120 240H     
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  (3.5) 

BR section: 240 360H     
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240

(1 )

cos
1

cos(60 )

3 ( )

H H

G I S

S H
B I

H

R I G B

  

 


      
   



  (3.6) 

Fig. 3.3 illustrates the double conic HSI color model. The top of the conic corresponds 

to I = 1, or white. The point at the base of the conic is black and here I = 0. 

Complementary colors are 180° opposite one another as measured by H, the angle 

around the vertical axis (I), with red at 0° (for consistency with the HSV model, we have 

changed from the Tektronix convention of blue at 0°). The value of S ranges from 0 on 

the vertical axis (I) to 1 on the surfaces of the conic. The grays all have S = 0, but 

maximum saturation of hues is at S = 1, I = 0.5. Table 3.1 lists the 75% amplitude, 

100% saturated HSI color bars. 

 

Fig. 3.3 HSI color model. 



 33

 

Table 3.1 75% HSI Color Bars. For consistency with the HSV model, we have changed 

from the Tektronix convention of blue at 0°. 

 

In order to remove the singular points in the HSI color space, we set 0
R G B

H
 
  and 

1
R G B

S
 
 . The haze image model in (1.1) is in the RGB color space. We map it onto the 

HSI color space. Let , ,I I IH S I  denote that the observed pixel values of the hazy image 

which have been white balance corrected, and , ,J J JH S I  denote that the scene 

radiance of the haze-free image value in the HSI color space.  

Using the haze image model (1.1) and the conversion (3.4) between RGB and HSI 

color space. We get the following equivalent equation:  
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  (3.7) 

When the global atmospheric light A is achromatic, i.e. the values of airlight A in the 

three RGB colour channel are the same, the hue layer remains the same value after the 

haze degradation. To restore a foggy image, saturation and intensity layer are needed to 

be processed. Unlike RGB colour space, computation is reduced by (1/3) in HSI colour 

space. For the saturation layer 

 
   

     1
1

J J

I J

t x I t x I

I t x I t x A
 

 
  (3.8) 
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So that I JS S . Although, haze does not influence the hue of the image, it degrades the 

saturation and intensity layers of the original hazy image, and results in low saturation 

and contrast. The fact that haze artifact reduces the saturation level coincides with our 

intuitive understanding. When pure colors (full-saturated) are mixed with achromatic 

ones, the saturation decreases. For the intensity layer II  , it follows the standard haze 

model.  

 

3.2.3 Refined Transmission Coefficient Map 

For acquiring higher quality haze-free images, the 1st to 3rd steps of the dark channel 

prior method [3], which is showed in Fig. 2.10, are modified in this sub-section. In 

order to mitigate some drawbacks of the block effect, contouring effect and the 

inaccurate estimation in the sky-region in (2.29), we replace the patch operation into the 

pixel-wise operation. Fig 3.4 shows the dehazing result under the block-based 

transmission maps and the pixel-based refined maps. We observe that the pixels-based 

maps effectively reduce blocking artifacts and preserve image details more accurately. 

   

(a)                      (b)                     (c) 

Fig. 3.4 Comparison of the dehazing result under two different cases of transmission 

map t. (a) Input haze image. (b) Results for the block-based transmission map. (c) 

Results for the pixels-based transmission map. 
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The dark channel prior assumes that the minimum intensity in such pixel has a very low 

value, i.e. for these pixels,  , ,min R G B  . We formalize this case for the dark 

channel J as 

     { , , }
min min ( )dark c

c r g b y pixel
J x J y

 
   (3.9) 

where cJ  is a color channel of J and darkJ  is the dark channel of J. From (3.3), when 

the full-saturation assumption holds, the saturation value of one pixel is close to 1 

   1max
JS x    (3.10) 

In addition, all pixels from the dark channel are sorted initially in ascending order as 

_dark orderJ  by intensity values by our proposed method. Based on _dark orderJ , choosing 

appropriate atmospheric light A  is further investigated under two different cases. In 

the former case, when the input haze image is captured in the daytime, we choose 95% 

intensity of the pixel values (i.e., 95% value in _dark orderJ ) as the atmospheric light 

value to prevent choosing some wrong high-light objects such as white cars and 

buildings.  

When we talk about the visual pleasure of color images, it is often with reference 

to vivid colors. [36] discussed the necessity of producing vivid colors for higher visual 

pleasure. Images with vivid colors are assumed to be pleasant because vivid colors are 

salient for the human visual system. Thus in our proposed method, the haze-free image 

is assumed to be of vivid color. Considering the role of saturation from a perceptual 

point of view, it influences the level of purity and vividness of a color [37]. Thus, in the 

HSI color space, the saturation of vivid colors is close to 1. Fig. 3.5 shows an example 

of natural vivid image and three channels of it. 
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 (a) (b) (c) (d) 

Fig. 3.5 (a) RGB image. (b) Hue image. (c) Saturation image. (c) Intensity image. 

To restate out assumption in a more formal way 

    0,1x pixel Jmax S x      (3.11) 

In the haze-free image, most chromatic pixels are fully saturated. Here, we set   to 

0.001~0.01 for system numerical stability. We solve the transmission coefficient map t  

(i.e., 2nd step in Fig. 2.10) from (3.5) 

      
   1 /I

I I
J

S x
t x I x I x A

S x

 
    

 
  (3.12) 

Based on (3.10), we can assume the colors of haze-free images are vivid. For each 

pixels 

   1x pixel Jmax S x      (3.13) 

where   is a small number to avoid over-saturation of the recovered colors. From 

equation (3.13), we can further modify the transmission coefficient map by 

        1 /
1

I
I I

S x
t x I x I x A


 

    
  (3.14) 

For decreasing the complexity of the soft matting in the 3rd step of Fig. 2.10 and prevent 

the block artifact, the guided filter [55] can be employed to smooth the transmission 

while capturing the sharp edge discontinuities and outline the profile of objects  (e.g. 

[38], [55]). Specifically, guided filter is an efficient linear-time algorithm while 

providing the exact solutions with the size-dependent complexity. Based on this, the 

refined transmission '( )t x  can be identified. 
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where |W| is the number of the pixels in Wk, Wk is a window centered at the pixel k, and 

(ak, bk) are some linear coefficients. Particularly, (ak, bk) are the constant in Wk as 
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and 

 
1

( )
k

k k k
x W

b p x a
W




 
   
 

   (3.17) 

where k  and 2
k  are the mean and the variance of the transmission t , ε is a 

regularization parameter while preventing ak from being too large, and ( )p x  is the 

filtering transmission map by bilateral filter [38]. By using the guided joint bilateral 

filter, the refined transmission '( )t x  can be identified. Finally, the estimated and 

improved scene radiance '( )J x  can be acquired as 

 
0

( )
'( )

max( '( ), )
I x A

J x A
t x t
    (3.18) 

We perform the proposed dehazing scheme on several hazy images. Experimental 

results are shown in Fig. 3.6 The vivid colors have been successfully recovered in the 

output images. 
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 (a) (b) (c) (d) 

    
 (a) (b) (c) (d) 

    
 (a) (b) (c) (d) 

Fig. 3.6 Insufficient brightness and non-uniform distributed haze images. (a) Input 

hazy image. (b) Estimated transmission. (c) Refined transmission. (d) Final dehazing 

image. 

 

3.2.4 Post-Processing 

To further enhance the result for the proposed method, we integrate the 

post-processing mechanism in our system for some haze images with exposure 

adjustment. Due to the under-exposure for foggy senses in the imaging process, dehazed 

images generally appear to be dim. Here, we propose a method to enhance the dehazed 
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image by utilizing the ambience illumination image.  

In order to obtain the accurate luminance of the light, we assume that the quality of 

an image is determined by two factors, details and naturalness, which are relative to 

reflex lightness image and ambience illumination image with the following equation 

      c c cI x RL x AL x    (3.19) 

      1c cRL x I x     (3.20) 

    c cAL x I x    (3.21) 

where  cI x  is the color channel c of the hazy image,  cAL x  is the associated 

ambience illumination image ,  cRL x  is the reflex lightness image, and   is a 

weighting factor. In general cases, weighting factor   satisfies the following formulas: 

A bright area in the ambience illumination image remains brighter than a dark area, and 

after the ambience illumination is removed, the left part keeps the original sequence of 

the brightness. Hence,   is defined as: 

 
 
max

1

2

I x

I
     (3.22) 

where  I x  is the observed hazy image brightness and maxI  is the maximum pixel 

value of the hazy image  I x . 

As ambience illumination image is always brighter than reflex lightness image, we 

modify the brightness of scene radiance to the level of ambience illumination image 

which is shown as follows, 

 

 
 

log

log
''( ) '( )

AL

RL
J x J x   (3.23) 

where ''( )J x  denotes the adjusted image and '( )J x  is the improved scene radiance 
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obtained in section 3.2.3, AL  and RL  denote the mean of the associated ambience 

illumination and the associated reflex lightness, respectively [42]. Fig 3.7 shows the 

results of our proposed method and the results after the exposure adjustment. 

   
 (a) (b) (c) 

   
 (a) (b) (c) 

Fig. 3.7 Comparisons of results by the proposed method in the images. (a) Input haze 

image. (b) Final dehazing image (improved scene radiance). (c) Final dehazing image 

by post-processing (adjusted image). 

 

3.3 Extended Proposed Method for Night Fog 

In [31], it is assumed that the computation of DCP is based on the "grayish" 

airlight color. Thus, the color and the distribution of airlight are dominated the quality of 

dehazing results. However, there are the following inherent properties in the nighttime 
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haze scene: low overall contrast, low overall brightness and “color shift” of the airlight, 

etc…. Consequently, we use the night enhancement on the nighttime haze for the input 

image I, which enhance the nighttime image. After the enhancement processing on the 

initial nighttime haze images (I), the output image (I’) is progressively operated the 

proposed method (i.e., mentioned in sub-section 3.2). After those procedures, the result 

image is processed by the proposed method to obtain the final appealing nighttime haze 

free image. The flow chart of the proposed method is showed in Fig. 3.8.  

 

Fig. 3.8 Flow chart of the proposed method for night fog. 

 

3.3.1 Night Image Enhancement 

In order to enhance the nighttime image, a fast and effective technique for 

enhancement of low lighting video has been proposed by Dong at al. [43]. Dong at al. 

observed that a pixel-wise inversion of a night video has quite similar appearance with 

the video acquired at foggy days. Dong at al. [43] proposed the statistical similarity 

between the pixel-wise inversion of the night video and the foggy video, and claimed 

that it is conceivable to use haze removal algorithm to enhance the night video. The 

basic concept of our proposed method is for enhancing the nighttime image, and then 

processing the daytime image (i.e., mentioned in sub-section 3.2). The flow chart of the 

proposed nighttime enhancement method is showed in Fig. 3.9. 
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For a color input image I(x), the pixel-wise inversion of its channel  , ,c r g b  

can be calculated as  

    255c c
invI x I x    (3.24) 

Based on the above observation, we can reformulated the haze image model as  

 ( ) ( ) (1- ( ))inv invI x J t x A t x      (3.25) 

where invJ  is the scene radiance, t is the medium transmission, and A is the global 

atmospheric light. We choose the minimum intensity of the pixel values (i.e., minimum 

value in  c
invI x ) as the atmospheric light value to avoid it from over-exposure under 

the light sources of the night fog. When we know A and t, we can obtain the invJ  from 

invI  as follows  

    
 

inv
inv

I x A
J x A

t x


    (3.26) 

Once obtaining invJ , we perform the inversion operation on it to get the final 

enhancement image 

 255 invJ J    (3.27) 

 From (3.28), we only need to estimate the transmission coefficient map. In general 

case, we assume that the pixels on the same subject should have similar depths. If local 

detail of the transmission map t(x) is close to the input image, it will cause the restored 

image loss details more easily. Hence, we refine the dark channel prior (DCP). We 

estimate the coarse dark channel map (CDCM) as 

  
 

 
, ,

min
c
inv

dark cc r g b

I x
I x

A
  (3.28) 

According to the DCP [3], we can get a constraint    0 dark darkI x I x   , where 
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 darkI x  is the fined DCM (FDCM). For the aim of the smoothing the CDCM, we 

process it by using the median filter 

     med S darkI x Med I x   (3.29) 

where S is the scale of the median filter. To make t(x) locally smooth while maintaining 

the edges, we need wipe off the details in  medI x . We use local standard deviation to 

estimate the local details. Moreover, the median filter can enhance the local details. It 

can be expressed as 

       detail S med darkI x Med I x I x    (3.30) 

Then, we can removal local details from  medI x  by using 

     smooth med detailI x I x I x  . Finally, we can get the FDCM as follows 

  
     
 

dark dark smooth

dark

smooth

I x if I x I x
I x

I x otherwise

   


 
  (3.31) 

where   is a constant parameter that controls the strength of the constraints. And then, 

we can calculate the transmission with the FDCM as DCP using  

    1 darkt x I x     (3.32) 

where   is a parameter to adjust the value of  t x . Fig 3.10 shows the result of the 

proposed method for night image enhancement. 
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I

invI

 darkI x

 darkI x

 darkI x

 t x

   255 c
invI x J x  

 

Fig. 3.9 Flow chart of the proposed nighttime enhancement method. 

  
(a) (b) 

  
 (a) (b) 
Fig. 3.10 Insufficient brightness images. (a) Input image. (b) Final enhanced image. 
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3.3.2 Post-Processing 

To further enhance the robustness for the proposed nighttime haze-removal method, 

we integrate the post-processing mechanism in our system for some haze images with 

non-uniform distribution and insufficient brightness. Thus, the bilateral filter in local 

contrast correction (BFLCC) [34] is applied to perform the post-processing. The 

BFLCC method suits for handling the case that the sky is not the main component of the 

haze image. Note that the post processing approaches can remove the haze clearly.  

The BFLCC method [34] is the technique to improve gamma correction. This 

method replaces an inverted Gaussian low-pass filtered into an inverted low-pass 

version of the intensity, filtered with a bilateral filter. The algorithm is a local 

exponential correction, applied to the intensity, as follows 

 
( , )

(128 )
128( , )

( , ) 255[ ] .
255

' BFmask x yx y
O x y

J  
   (3.33) 

Here, x and y respectively denote the pixel’s with vertical and horizontal indices, O is 

the output image, α is a parameter depending on the image properties and BFmask. BFmask 

is defined as (2 1) (2 1)K K    window size. The window size is given by the 

bifiltered image of the inverse version of the input 

 ' ( , ) 255 ( , ).'inv x y x yJ J    (3.34) 

Thus, BFmask can be expressed as [34] 
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  (3.35) 

where σ1 and σ2 are the standard deviations of the Gaussian function in the space and 
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intensity domains, and k(x,y) is the normalization factor given by 
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  (3.36) 

Fig. 3.11(c) shows the final dehazing images from input haze images by applying the 

proposed nighttime dehazed method and BFLCC post-processing. 

   
 (a) (b) (c) 

   
 (a) (b) (c) 

Fig. 3.11 Insufficient brightness and non-uniform distributed haze compare with 

BFLCC post-processing. (a) The input nighttime hazy image. (b) Final dehazing image. 

(c) Final dehazing image with BFLCC post-processing. 

 

3.4 Experimental Results 

For comparing the experimental results, the source of the haze images are from [3], 

and some other haze images are captured in the daytime and nighttime. The experiment 

is separated into 3 cases:  Case 1: the input image is captured in the daytime. Case 2: 

the input hazed image which is captured in the nighttime with insufficient brightness 

and various airlight color. Case 3: extended the proposed daytime method for 

underwater. 
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In Case 1, the input image is dehazed by applying the proposed method shown in 

Fig. 3.12. As shown in Fig 3.12 the results of He et al. [3] are fuzzier and darker; the 

results of Pei et al. [39] would not have such appearance but hazes in some regions are 

not removed completely; the result of Kim et al. [44] has some blocking artifacts in 

some region (e.g. near the boundary of the leaf.); the results of Nishino et al. [45] cause 

the hue change and over-saturation colors Besides, the color of the image is unnatural. 

We can acquire clearer and brighter dehazed images and preserve the fine transitions in 

the hazy regions by the proposed method. 

As shown in Fig 3.13 the results of He et al. [3], He et al. [40] with multiple 

scattering model, and C. O. Ancuti et al.[41] are fuzzier and darker; the results of Pei et 

al. [39] would not have such appearance but cause the halo artifact around the 

headlights. The proposed method can acquire clearer and brighter dehazed images and 

preserve the fine transitions in the hazy regions without introducing unpleasing artifacts. 

As shown in Fig 3.14 the results of Tan et al. [3] are over-saturated, and the whole 

restored image looks unrealistic since their method is not physically based. Moreover, 

there are some halo artifacts in Tan’s result, but there is not in our results. The image 

looks more realistic and its color is similar to the original one. Compare with Zhang et 

al. [46], there are some halo artifacts around the car and street sign in the result of 

Zhang et al. [46]. The color of the street sign in Nushimo et al’s [45] result is not shown 

as its original one, but the shortcoming is solved by our method. 

As shown in Fig 3.15, compare with Tan et al.’s method [1], our method is able to 

better preserve the fine transitions in the hazy regions without introducing unpleasing 

artifacts. Moreover, the method of Tan et al. [1] produces results with over-saturated 

colors. The results of Fattal et al. [2] show some limitations with dense haze. Mainly 

due to the fact that the method is basically a static interpretation that requires variance 
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to estimate the depth map. Compare with He et al.’s method [3], our method yields 

similar results with the method of He et al. [3]. The results how to restore color are 

different between He et al.’s method [3] and our proposed method; especially for the 

distant regions (the sky and the clouds have a different hue rendition). In addition to, 

our method has the advantage of enhancing robustly such degraded images, decreasing 

the computationally expensive alpha matting procedure in the approach of He et al.’s 

method [3]. Compare with Nishino et al.’s method [45], it yields pleasing results, but 

may produce some artifacts in those regions considered to be at infinite depth (e.g. the 

skyline). Compare with Kim et al.’s method [44], our method is able to better preserve 

the fine transitions in the hazy regions without introducing unpleasing artifacts. The 

method of Kim et al. [44] produces result with over-saturation colors. (e.g. the sky). 

Compare with C. O. Ancuti et al. [41], it is better to preserve the detail of the edge by 

our method. 

In Case 2, the input image is dehazed by applying the proposed method shown in 

Fig. 3.8. The experimental results illustrate that the nighttime haze image using the 

proposed method has the reliable dehazing quality without inherent nighttime dehazing 

limitations. The experimental results are compared with He et al. [3] and Pei et al. [32]. 

As shown in Fig 3.16, the results of He et al. [3] are fuzzier and darker. Some of the 

regions may be incompletely recovered (e.g., for far region) and thus result in lower 

quality of the output haze removal image; the results of Pei et al. [32] cause the color 

change due to the procession of color transfer. In order to visualize how contrast is 

modified we employed the IQM metric [76] that was originally developed to evaluate 

tone mapping operators. This metric utilizes a model of the human visual system being 

sensitive to three types of structural changes: loss of visible contrast (green), 

amplification of invisible contrast (blue) and reversal of visible contrast (red). As a 
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general remark, compared with the other considered approaches, the most predominant 

structural change characteristic to our method is the amplification of the contrast (blue) 

and only very few locations exhibit reverse (red) and loss (green) of the contrast as 

shown in Fig 3.17. Fig 3.18 shows another nighttime dehazed results. 

In Case 3, the input underwater image is dehazed by applying the proposed 

daytime dehazing method. Our proposed dehazing method can reduce the effect of haze 

caused by the scattering of light and is capable of providing a color correction through 

the airlight estimate. In such cases as shown in Fig. 3.19, even some enhancement could 

be obtained, the bluish appearance however still remains. Therefore, we develop another 

effective method to deal with this problem (i.e., mentioned in chapter 7). To 

quantitatively evaluate our proposed method, we use the blind contrast enhancement 

assessment metric proposed by Tarel et al [13]. Three indicators e, r and σ are computed 

in the evaluation for comparing the input hazy image and the processed image, where e 

represents the rate of edges newly visible after enhancement, r estimates the average 

visibility enhancement obtained by the enhancement algorithm, and σ is the percentage 

of pixels that becomes completely black or completely white after dehazing. Generally 

speaking, there should be higher values of e and r and lower value of σ in a better 

dehazed image. Table 3.2 shows the quantitative performance for Fig. 3.19. It is 

observed from r, and there are higher average visibilities in our result by proposed 

underwater enhancement method (i.e., mentioned in chapter 7). In addition, our 

proposed underwater enhancement method is able to achieve the smaller percentage of 

pixels which become completely black or completely white. 

More experimental results can be found: 

https://sites.google.com/site/yutaitsaithesis/dehaze 
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 (a) (b) (c) 

   
 (d) (e) (f) 

Fig. 3.12 Comparative results of the proposed method and the conventional methods on 

the “house” image. (a) The input hazy image. The dehazed images obtained by (b) He et 

al.’s method [3], (c) Pei et al.’s method [39] , (d) Nishino et al.’s method [45], (e) Kim 

al.’s method [44], and (f) the proposed method. 
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 (a) (b) (c) 

   
 (d) (e) (f) 

Fig. 3.13 Comparative results of the proposed method and the conventional methods on 

the “train” image. (a) The input hazy image. The dehazed images obtained by (b) He et 

al.’s method [3], (c) Pei et al.’s method [39], (d) He et al.’s method with multiple 

scattering model [40], (e) C. O. Ancuti al.’s method [41], and (f) the proposed method. 

   
 (a) (b) (c) 

   
 (d) (e) (f) 

Fig. 3.14 Comparative results of the proposed method and the conventional methods on 

the “sweden” image. (a) The input hazy image. The dehazed images obtained by (b) Tan 

et al.’s method [3], (c) Zhang al.’s method [46], (d) Nishino al.’s method [45], (e) C. O. 

Ancuti al.’s method [41], and (f) the proposed method. 
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 (a) (b) (c) (d) 

    
 (e) (f) (g) (h) 

 

    
 (a) (b) (c) (d) 

    
 (e) (f) (g) (h) 
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 (a) (b) (c) (d) 

    
 (e) (f) (g) (h) 

Fig. 3.15 Comparative results of the proposed method and the conventional methods on 

the “ny12”, “ny17”, and “y01” images. (a) The input hazy image. The dehazed images 

obtained by (b) Tan et al.’s method [1] (2008), (c) Fattal et al.’s method [2] (2008), (d) 

He et al.’s method [3] (2009), (e) Nishino et al.’s method [45] (2012), (f) Kim al.’s 

method [44] (2013), (f) C. O. Ancuti al.’s method [41] (2013), and (f) the proposed 

method. 
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(a) (b) 

  
 (c) (d) 

  
 (a) (b) 

  
 (c) (d) 
Fig. 3.16 Comparative results of the proposed method and the conventional methods on 

the nighttime haze images. (a) The input nighttime hazy images. The dehazed images 

obtained by (b) He et al.’s method [3], (c) Pei et al.’s method [32], and (d) the proposed 

method. 
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(a) (b) 

  
(c)  (d) 

  
(a) (b) 

  
(d)  (d) 

Fig. 3.17 Comparison of nighttime dehazed results: (a) Image quality metric. (b) He. et 

al.’s results extracted from Fig 3.15 when applied IQM metric. (c) Pei. et al.’s results 

extracted from Fig 3.15 when applied IQM metric. (d) Our results. 
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 (a) (b) (c) 

   

 (a) (b) (c) 

   

 (a) (b) (c) 

   

 (a) (b) (c) 

Fig. 3.18 Comparative results of the proposed method and the conventional methods on 

the nighttime haze images. (a) The input nighttime hazy images. The dehazed images 

obtained by (b) Pei et al.’s method [32], and (c) the proposed method. 



 57

   

 (a) (b) (c) 

   

 (a) (b) (c) 

Fig. 3.19 Comparative results of the proposed method on the underwater image (up: 

PICT0403 and bottom: PICT0422). (a) Input underwater image. (b) Final enhancing 

image by proposed dehazing method. (c) Final enhancing image by proposed 

underwater enhancement method (i.e., mentioned in chapter 7). 

 

 

Ours dehazing 
method 

Ours underwater 
enhancement method 

e   (%) r  e   (%) r  

PICT0403 457.7 0.449 7.76 325.8 0 6.27 

PICT0422 9.361 0.172 5.61 7.181 0.001 6.33 

Table 3.2 Qualitative Comparison of the two images (PICT0403 and PICT0422) show 

in Fig. 3.17. Based on the indicators of Hautiere et al. [13]. 
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3.5 Conclusions 

An attractive haze-removing method with high dehazing quality is proposed in this 

Chapter. Specifically, the proposed method is robustness and maintains the dehazing 

quality over various cases of haze images even in the limitation case (i.e., nighttime 

haze). Therefore, it provides a better choice than the methods previously designed. 

Some algorithmic refinements will be applied and then integrated into the 

haze-removing method in order to decrease the complexity and improve the dehazing 

image quality. 
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Chapter 4 Related Work of Rain/Snow Removal in 

Single Image 

 

 Most deraining methods [47–51] have focused on the removal of rain streaks in 

video sequences, which are captured with static or dynamic cameras. These methods 

detect and remove rain streaks by exploiting high temporal correlation between 

consecutive frames. They assume that rain streaks are shifted between consecutive 

frames and detect the rain streak regions by observing the temporal brightness change. 

Then, they restore rain-free pixels in each frame by taking the average pixel values of 

the previous frame and the following frame. But they require the temporal information 

in video sequences. Therefore, they are not applicable to still images.  

 

4.1 Introduction 

In this section, we introduce several properties of rain and snow. First, rain 

incorporates in many falling drops. These drops have a distribution with various sizes. 

The drops have high falling velocities when they are near the ground. Second, each drop 

behaves like a transparent sphere, refracting and reflecting light from the environment 

towards the camera showed in Fig. 4.1. Third, the brightness of raindrops is independent 

and brighter than the background as showed in Fig. 4.2. The background scene 

consisted of horizontal stripes of different brightness shown in Fig. 4.3. Furthermore, 

the finite exposure time of the camera, intensities due to rain are motion blurred and 

hence depend on the background intensities showed in Fig. 4.4. 
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Fig. 4.1 Behavior of each drop. 

 

Fig. 4.2 Field view of a raindrop. 

 

Fig. 4.3 Brightness levels produced by raindrops. 
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 (a) (b) 

Fig. 4.4 Comparison of visual effects in two images at different exposure times. (a) 

Image with rain captured in high shutter speed (exposure time = 1/1000 s). (b) Image 

with rain captured in normal shutter speed (exposure time = 1/30 s). 

Fourth, the size of a raindrop typically varies from the range from 0.1mm to 3.5 

mm. Note that the density of raindrops exponentially decreases with the drop size. 

Generally, the shape of raindrops is spherical under smaller raindrops and oblate 

spherical under larger raindrops. Fig. 4.5 shows the distribution of a typical rainfall and 

the shapes of raindrops with various sizes. Fifth, the velocity is converged as a constant 

value when the raindrops fall through in the atmosphere. Sixth, the length of rain streaks 

is inversely proportional to the depth of raindrops. In most cases, rain streaks span 

several (up to ten) pixels in a frame. Seventh, two consecutive frames do not obtain the 

same rain streak because of the speed of raindrops. Moreover, since the raindrops are 

random over time, a pixel is not always covered by the raindrop during entire video. 

These raindrops properties are essential and important in many researches, and are also 

reviewed in this chapter for presentation completeness. 
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 (a) (b) 

Fig. 4.5 Distribution of a typical rainfall and the shapes of raindrops with various sizes. 

(a) Drop size distribution. (b) Shapes of raindrops. 

Several methods have been developed to remove rain and snow from videos. Two 

earlier proposed (i.e., [52], [53]) methods for removing dynamic weather use a temporal 

median filter for each pixel. They exploit the fact that in all but the heaviest rain, 

because in moderate intensity rain, each pixel is clear more often than corrupted. The 

problem is that any movement would become blurred. In order to overcome the 

drawbacks, more deraining methods [47–51] have focused on the removal of rain 

streaks in video sequences, which are captured with static cameras. These methods 

detect and remove rain streaks by exploiting high temporal correlation between 

consecutive frames. They assume that rain streaks are shifted between consecutive 

frames and detect the rain streak regions by observing the temporal brightness change. 

Then, they restore rain-free pixels in each frame by taking the average pixel values of 

the previous frame and the following frame. But they require the temporal information 

in video sequences. Therefore, they are not applicable to still images. In order to 

overcome the drawbacks, three existing typical rain removal methods: guidance image 

based [4], image decomposition analysis [5], adaptive nonlocal means filter [6], and 

frequency-based analysis [7] are introduced in the literature (i.e., Section 4.2 to 4.5). In 

this follows, we design a simple but effective rain and snow removal method by 
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combining the properties of rain or snow in spatial and temporal to detect and using 

inpainting procedures in Section 5. 

 

4.2 Guidance Image Based Method 

 The Guidance Image based method had been proposed by Xu et al. [4] [54] in 

2012. This method is based on the guidance image is derived from the imaging model. 

The removing of raindrops and snowflakes is quite challenging since each of them 

affects only on a small region of a single image. Describe in [54], to removal rain and 

snow only using one image, a guidance image such that no pixels-based statistical 

information to detect rain and snow are needed is derived from the imaging model of a 

raindrop or a snowflake when it is passing through an element on the CCD of the 

camera. Since only using this guidance image may lose some detailed information, Xu 

et al. improve the performance by refining guidance image [4]. This refined guidance 

image has similar contour with the un-degraded image and also maintains the detailed 

information which may be lost at the guidance image. Then a removal procedure is 

given by the use of the refined guidance image. The refined guidance image can be used 

to get a better result in rain removal and snow removal. 

 

4.2.1 Basic Concept of Guidance Image 

Xu et al. [4] focus on finding a way to keep the edges of objects and remove the 

edges caused by snow or rain. They apply a guidance image to decide which edge 

should be remained and which region should be smoothed. The flow chart of this 

method [4] is briefly expressed in Fig. 4.6. Let T is the exposure time and  be the 

time that a rain drop or snowflake passing through an element on the CCD. The 
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intensity value rsI  at a pixel in an image captured at a rainy day or snow day is a linear 

combination of the time-averaged irradiance of rain drops or snow flakes rsE  and the 

time-averaged irradiance of background bE . Hence, the image model can be expressed 

as followed 

 
0

T

rs rs bI E dt E dt



    (4.1) 

Let bI  be the intensity of background, EI  be the intensity value of raindrops or 

snowflake satisfices E rsI T E   and a variable   be the ratio between   and T . 

We could rewrite (4.1) as  

  1rs E bI I I      (4.2) 

Ordinarily snowflakes and raindrops are falling down with fast speed. The time duration 

  is far less than T . So the value of variable 0  . The time duration   is affected 

by many factors such as the speed, the distance between raindrops or snowflakes and 

the camera. Therefore it could not compute the exact   value of each pixel covered by 

raindrops or snowflakes. 

In natural property, the raindrops and snow are brighter than background and have 

independent brightness of background. Besides, the intensity values of raindrops and 

snow almost have the same value in the RGB color space. They defined maxbI   and 

minbI   as the maximum and minimum values of the three coordinate values of bI . The 

relation can be expressed as  

 
 
 

max max max

min min min

1

1

rs E b

rs E b

I I I

I I I

 

 
  

  

  

  

 

 
  (4.3) 

 Due to raindrop and snowflake have white color, maxEI   is same as minEI  . Subtract 

minrsI   from maxrsI  to get the guidance image fI  . 
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   max min max min1f rs rs b bI I I I I          (4.4) 

According to [55], they defined J  as the output image of raindrop and snowflake 

removal. p  is the input image,   is the number of pixel in k  , k  is the region 

in the kernel, k  is the location in the kernel, k  and 2
k  are the mean and variance 

of I  respectively in k . Hence, the output image J at each channel is as followed 

 i k i kJ a I b    (4.5) 

where 
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I P p
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


 








  (4.6) 

 k k k kb p a     (4.7) 

This method could remove rain or snow, but it also removes some detailed information 

such as tiny edge. Therefore, they focus on this problem and improve the guidance 

image. They assume x be the location of edge and x+1 is not on the edge. The 

relationship of these two intensity value satisfies    1I x I x   but  J x  is an 

average value of a local region due to guided filter method. Therefore, the subtraction 

image between  J x  and  I x  has the wrong elimination information. They use an 

average value of this subtraction image and the guidance image fI   as a refined 

guidance image 

 
2

f g
g

I J
I


   (4.8) 

where gJ  is the gray image of rsJ I  . Fig. 4.7 shows two results of rain and snow 

removal, respectively. The results show that the refined guidance image is better than 

the guidance image in rain removal and snow removal. 
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Fig. 4.6 Flow chart of the algorithm proposed by Xu. et al. [4]. 
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(a) 

  

(b) 

  

(c) 

Fig. 4.7 The results of the rain and snow removal: (a) Input rain/snow image. (b) The 

removal results by using guidance image. (c) The removal results by using refined 

guidance image. 

 
4.2.2 Advantage and Disadvantage 

Guided filter is an edge-preserving smoothing filter, and has good behavior near 

the edges [55]. Guidance image can be itself or another reference image. Besides, “the 

guided filter has a fast and non approximate linear-time algorithm, whose computational 

complexity is independent of the filtering kernel size”. The refined guidance image has 

similar contour with the un-degraded image and also maintains the detailed information 
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which may be lost at the guided filter [55]. Although these methods can remove most 

rain or snow, but it still simultaneously removes other image detail as well. 

 

4.3 Image decomposition 

Kang et al. [5] proposed a single-image rain streak removal algorithm based on the 

morphological component analysis in 2012. Their method decomposes a rainy image 

into basis vectors based on the sparse representation. It then clusters the basis vectors 

into two kinds of components: geometrical components and rain streak components. 

Finally, it employs only the geometrical components to reconstruct a rain-free image. 

 

4.3.1 Basic Concept of image decomposition 

Kang et al. [5] proposed a single-image rain streak removal algorithm based on the 

morphological component analysis (MCA). The flow chart of this method [5] is briefly 

expressed in Fig. 4.8. First, they roughly decomposed an rainy image I  into the 

low-frequency (LF) and high-frequency (HF) parts using the bilateral filter [38], i.e., 

LF HFI I I   . The bilateral filter can smooth an image while preserving edges by 

means if a nonlinear combination of nearby images values. The most fundamental 

information will be retained in the LF part while the rain streaks and other edge or 

texture information will be included in the HF part. And then, they perform the 

dictionary learning and spare coding based on MCA. They learns a dictionary HFD  

based on the training exemplar patches extracted from HFI  to further decompose HFI , 

where HFD  can be divided into two sub-dictionaries by performing HOG [56] 

feature-based dictionary atom clustering: the rain streak components HF RD   and the 
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geometrical components HF GD   as illustrated in Fig 4.9. Then, They perform sparse 

coding [57] by applying the OMP algorithm [57] for each patch k
HFb  extracted from 

HFI  via minimum (4.9)  

 
2

2 0
min . .
k m
HF

k k k
HF HF HF HF

R
b D s t L


 


    (4.9) 

where k n
HFb R  defined as the kth patch extracted from HFI , 1, 2, ,k P   . 

k m
HF R  are the sparse coefficients of k

HFb  with respect to n m
HFD R  , n m  , and L 

is the sparsity or maximum number of nonzero coefficients of k
HF . Each reconstructed 

patch k
HFb  can be used to recover either the rain streak components R

HFI  or the 

geometrical components G
HFI . They set the coefficients corresponding to HF RD   in 

k
HF  to zeros to obtain k

HF G  . Hence, each patch k
HFb  can be re-expresses as 

k k
HF R HF R HF Rb D      , which can be used to recover G

HFI . Followed by integrating with 

the LF part of the image to obtain the rain-free image Rain free G
LF HFI I I    . 

The performance of their algorithm depends on the clustering of basis vectors. 

When the clustering is not effective, their algorithm may erase textures, as well as rain 

streaks, and yield visual artifacts in a restored image. 
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Fig. 4.8 Flow chart of the algorithm proposed by Kang. et al. [5]. 

 

Fig. 4.9 The proposed by Kang. et al. based on two learned local dictionaries [5]. 
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4.3.2 Advantage and Disadvantage 

 

Kang et al. [2] proposed a single-image rain streak removal algorithm based on the 

morphological component analysis. Their algorithm decomposes a rainy image into 

basis vectors based on the sparse representation. It then clusters the basis vectors into 

two kinds of components: geometrical components and rain streak components. Finally, 

it employs only the geometrical components to reconstruct a rain-free image. The 

performance of their algorithm depends on the clustering of basis vectors. When the 

clustering is not effective, their algorithm may erase textures, as well as rain streaks, 

and yield visual artifacts in a restored image 

 

4.4 Adaptive nonlocal means filter 

Kim et al. [6] proposed a simple but efficient single-image deraining algorithm in 

2013. They observe that a typical rain streak has an elongated elliptical shape with 

vertical orientation. Thus they detect rain streak regions by analyzing the rotation angle 

and the aspect ratio if the elliptical kernel at each pixel location. They use the nonlocal 

means filtering on the detected rain streak regions by selecting nonlocal neighbor pixels 

and their weights adaptively. 

 

4.4.1 Basic Concept of adaptive nonlocal means filter 

 

The adaptive nonlocal means filtering for rain removal algorithm had been 

proposed in [6]. The main idea is to exploit three properties of rain in single image and 

extract these components by employing the kernel regression method in [58]. They 
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defined Wp  is a window centered at a pixel and analyze the structure of Wp  by using 

the covariance matrix pC , which is defined as below 

 
     
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where  xg q  and  yg q  are the gradient values at pixel q in the horizontal and 

vertical directions, respectively, and Wp  is the numbers of pixels in Wp . The 

orientation and shape of an ellipse can be confirmed by using the SVD to the covariance 

matrix pC . i.e. 
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where U  is the rotation matrix, Σ  is the scaling matrix, p  is the rotation angle of 

the elliptical kernel, and two eigenvalues p  and p  are the kernel scales in the 

direction of the major and the minor axes. In order to avoid the structures of others 

subjects, they modify the covariance by weighting the gradient at each pixel. They 

overall weight        1 2 3allw w w wq q q q  by combining the weights of the three 

properties. The first property is related to the luminance. They design a weight  1w q  

for pixel q using the difference between its luminance values  Y q  and the average 

value of the luminance in the window Wp . Thus  1w q  can be expressed as 

   1
1
1 exp Y Yw     


 Pqq , where   is the sensitivity of the luminance weighing 

function (set to 0.1). The second is the distance weight  2w q , which is defined as the 
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inversely proportional to the distance between pixel q and the center pixel p. If two 

pixels are far from each other, they are less likely to belong to the same rain streak. 

Thus  2w q  can be expressed as    2 2
2 exp bw   q p q , where b  is set to 3 

in this algorithm. The third property assumes that pixels in a rain streaks have same 

color. Thus the color weight  3w q  can be expressed as 

      2 2
2 exp cw I I   q p q  , where c  is set to 9 in this algorithm. They 

modify the covariance matrix as  
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From (4.12), it can find that the rainy pixels contribute more than the rain-free pixels. 

 They state pixel p is rain, i.e.   1 p , when the following three conditions are 

satisfied 
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Finally, they remove the binary rain streak map by applying the adaptive nonlocal mean 

filter. It can be expressed as  
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  (4.14) 

where pB  and qB  are the vectors represent the pixel within blocks centered at p and 
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q, respectively,   is the Gaussian parameter, pR  and qR  are the binary vectors 

which correspond to the blocks centered at p and q, respectively, ,Np q  is the number of 

nonzero elements in the vector    1 1  p qR R . Fig 4.10 shows an example of the 

rain streak map. Fig. 4.10(a) is an input image, Fig. 4.10(b) is the angel map of rotation 

angle p , Fig. 4.10(c) is the ratio map  p p  of eigenvalues, and Fig. 4.10(c) is the 

extracted rain streak map. 

    

 (a) (b) (c) (d) 

Fig. 4.10 An example of the rain streak map [6]. (a) Input image. (b) The angel map of 

rotation angle p . (c) The ratio map  p p  of eigenvalues. (d) The extracted rain 

streak map. 

 

4.4.2 Advantage and Disadvantage 

This method can remove rain streaks more faithfully, without yielding artifacts, 

than the conventional algorithms [6]. This method is effective when the streaks are 

against a relatively textureless background. However, defocused streaks and streaks on 

bright backgrounds produce a very small intensity changes so that are difficult to detect 

in the presence of noise. In this case, the rain streaks cannot be completely removed. 

When raindrops are broken with splashes falling on the subjects, the rotation angle of 

the rain streak may have a horizontal orientation. In this case, the rain streaks cannot be 

removed. 
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4.5 Frequency-Based Analysis 

The frequency-based method had been proposed by Barnum et al. [7] in 2006. 

They show that dynamic weather has a predictable global effect in frequency space and 

develop a model of the shape and appearance of a single rain and snow streak in image 

space. They find that detecting individual streaks is difficult even with an accurate 

appearance model. Thus, they combine the streak model with the statistical 

characteristics of rain and snow to create a model of the overall effect of dynamic 

weather in frequency space. The model is proper to a video and is used to detect rain 

and snow streaks first in frequency space, and the detection result is then transferred to 

image space. The frequency model is fitted to an image sequence by matching streak 

orientation and rain (snow) intensity. Once the rain and snow streaks are detected, the 

major rain drops in the image can be eliminated. 

 

4.5.1 Basic Concept of Frequency-Based Analysis Method 

 Barnum et al. [7] treat rain as image-global phenomena rather than individual 

pixels or patches. The main idea is that they do not need to find each of a hundred rain 

and snow streaks in the image. They just go to the frequency space, where it would form 

an elliptical structure, and this ellipse is the sum of all the rain streaks showed in Fig. 

4.11.  
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Fig. 4.11 Fourier transform of the streaks. 

Thus, they predict the appearance of rain in the image by combining the information of 

how the rain and snow streak present and forecasting the range of streak sizes. The 

general shape and appearance of a streak can be approximated with a motion-blurred, 

circular Gaussian, moving at the same speed as the real raindrop, snowflake, making a 

streak of the same length and breadth (see in Fig. 4.12). For horizontal and vertical 

frequencies (u, v), a blurred Gaussian G with breadth b and length l is given by 
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where (u, v; b, l) means at location (u, v), with parameters (b, l). Since streaks are often 

not completely vertical, the coordinate space can be rotated, giving the more general 

form G (u, v; b, l, θ). Then, all of the above components can be combined to make a 

model for illustrating how a rain appears in frequency space. The streak model can be 

written as 

 
max max

min min

ˆ( , ; , ) ( ,  ; ( , ), ( , ), )  
a z

a z

R u v G u v b a z l a z dz da        (4.16) 

where u and v are spatial frequencies, z is meters away from the camera, ̂  is a set of 
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the different streak orientations, and αis a precipitation rate. In Fig. 4.13, it explains 

the physical meaning of the streak approximation model in (4.16).  

length

( , )l a z

breath ( , )b a z

Raindrops Gaussians

(a) (c)(b)

Snowflakes

 

Fig. 4.12 Raindrops and snowflakes create streaks of different appearances, depending 

on factors such as the environmental illumination, their depth from the camera, and how 

much they are in focus. (a) A streak from a real raindrop. (b) A streak from a real 

snowflake. (v) A blurred Gaussian. 

max max

min min

ˆ( , ; , ) ( ,  ; ( , ), ( , ), )  
a z

a z

R u v G u v b a z l a z dz da     

 

Fig. 4.13 Physical meaning of the streak approximation model in (4.6). 
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After generating a spatio-temporal model for streaks, a video of rain and snow  

( ,  ,  )m x y t   can be used to estimate the precipitation rate α and streak orientation θ per 

frame. Then, a rough streak model of the frequencies can be obtained by computing the 

standard deviation over time for each spatial frequency and T frames, expressed as 
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where ( , , )M u v t  is the 2D Fourier transform of ( ,  ,  )m x y t  and M is the mean 

across time. Then, the correct streak orientation θ is found by minimizing the following 

equation, for all w ≠ 0. 
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, ,
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u v w

R u v w R u v dudvdw

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Because rain generally fall in almost the same directions, so only one θ is needed 

showed in Fig. 4.14. 

 

Fig. 4.14 Streak orientation. 

Although most objects are clustered in the center, in the low-frequency portion of 

the spectrum, rain is widely distributed. Because of these two properties, they expect 
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the median of all frequencies to be approximately equal to the median of the rain and 

snow. Therefore, a rough estimate of the precipitation rate is found by taking a ratio of 

the median of all frequencies, again where w ≠ 0, as 

 
(| ( , , ) |)

ˆ(| ( , , ; ) |)

median M u v w

median R u v w



   (4.19) 

Since rain and snow cover a wide part of frequency space, the median of all frequencies 

is robust enough to estimate α. By constructing the rain model and identifying the 

relevant parameters, they use a single frame and multiple frames to detect rain and snow. 

For a single frame, the probability that a given pixel is rain or snow is expressed as 

 1
2

ˆ| ( ,  ; , ) |
( , , ) { exp( { ( , )})}

( , )

R u v
p x y t F i M u v

M u v

     (4.20) 

where ( , )M u v  is the two dimensional Fourier transform of one movie frame ,  is the 

phase of ( , )M u v , and the lower case p is the probability in image space. When 

( , )R u v  is less or equal than ( , )M u v , then the ratio indicates the estimated percentage 

of the rain and snow at that frequency. Contrarily, if ( , )R u v  is greater than ( , )M u v , 

then the ratio is greater than one and does not make sense. With mixed results, the rain 

or snow is found, but many errors are made. To fix them, evidence from multiple 

frames need to be used. According to the single frame operation, several consecutive 

single frames are estimated together. Then, finding out the best approach is to perform a 

three dimensional Fourier transform on blocks of two dimensional consecutive frames, 

to get a refined estimate. A three dimensional Fourier transform is applied 2 ( , , )p x y t  

to obtain 2( , , )P u v w , and the resulting rain and snow estimation are then 

 1
3

2

ˆ( , , ; , )
( , , ) { }exp( { ( , , )})

|| ( , , ) ||

R u v w a
p x y t F i M u v w

P u v w

    (4.21) 
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where 3( , , )p x y t  denotes the final estimated location of the rain and snow. This is 

straightforward by taking three single frame estimates. Since rain and snow are constant 

across the temporal dimension, the model is constant in w. With this small change, most 

of the errors are vanished. Finally, they have to remove rain and snow by using the 

frequency space model. The detected rain or snow 3( , , )p x y t that is estimated in (4.21) 

is used as a mixing weight between the original image m and an initial estimate c  of 

the clear image c. Then, the detection 3( , , )p x y t  is multiplied by the removal rate α, 

where the product of α 3( , , )p x y t is capped at one: 

 3 3( , , ) (1 ( , , )) ( , , ) ( , , ) ( , , )c x y t p x y t m x y t p x y t c x y t       (4.22) 

Images created with this equation will be temporally blurred only while the rain and 

snow are present. However, the disadvantage is that it can never remove more rain and 

snow than the initial estimate. Thus, they also propose another idea that if removal is 

more important than smoothness, then they iterate the detection and removal by 

 1 1
3 3( , , ) (1 ( , , )) ( , , ) ( , , ) ( , , )n n n n nc x y t p x y t c x y t p x y t c x y t        (4.23) 

Although the result from each subsequent iteration is clearer than the previous, the 

amount of rain and snow streaks removed decrease with iterations. Fig. 4.15 shows the 

results from the iterative removal method on two sequences with moving cameras and 

scenes. The flow chart of this paper [7] is illustrated in Fig. 4.16. 
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(a) 

  
(b) 

  
(c) 

Fig. 4.15 Results from the iterative removal method on two sequences with moving 

cameras and scenes. (a) Sequence in the original video. (b) Derain and desnow results, 

respectively. (c) Improved estimation of rain and snow image with temporal 

information. 
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Finding rain and in frequency space
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Multiple frames

Single frame

Many errors!

 

Fig. 4.16 Flow chart of the paper proposed by Barnum et al. [7]. 
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4.5.2 Advantage and Disadvantage 

 The algorithm [7] can be fast analyzed with the repeated patterns in the frequency 

domain and is effective for videos under both scene and camera motions. However, the 

frequency variation among the frames do not always cause visual pleasing effects in 

image space. Although, the segmentation accuracy surpasses any image space method 

developed so far, the removal results do not always have the best appearance. Besides, 

the result of processing the single image by the algorithm is not quite better and too 

complicated to reference for the beginner. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 84

 



 85

Chapter 5 Proposed Method of Rain/Snow Removal 

in Single Image 

 

5.1 Introduction 

 The existing derained and desnow methods usually remove other objects detail, 

blur the image, and need much more computation time. Thus, we propose a rain or snow 

removal method, which not only has low computation time but also get a high quality 

result. In [4], Xu et al. uses the guided filter to remove rain or snow, but it still 

simultaneously removes other image detail as well. In [5], Knag et al. proposed a 

single-image rain streak removal algorithm based on the morphological component 

analysis. The performance of their algorithm depends on the clustering of basis vectors. 

When the clustering is not effective, their algorithm may erase textures, as well as rain 

streaks, and yield visual artifacts in a restored image. This method [5] requires huge 

computation (i.e., caused by the dictionary learning) for detection and removal. By 

contrast, our proposed method uses the properties in spatially and temporally of rain and 

snow to detect, which is intuitive and simple, and then removes rain by conjugate 

gradient for Lagragian inpainting. Therefore, the computational complexity is 

substantial reduction and can obtain an appealing result for our proposed method. Fig. 

5.1 shows the flow chart of our proposed method.  
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Rain or Snow 
image

Fog removal
(only desnow needed)

Rain/Snow detection 
and selection

Rain/Snow Removal 
by inpainting

Color transfer
(only desnow needed)

Rain or Snow free 
image

 
Fig. 5.1 Flow chart of the proposed method. 

 

5.2 Proposed Method 

5.2.1 Fog Removal Pre-Processing  

In the case of the dynamic weather, individual particles are visible in the image 

(0.1−10mm) and the aggregate scattering models used for steady conditions are not 

applicable in here such as rain, snow, and hail. However, the visual effects of raindrops 

and snow are very weak and appear as fog when raindrops and snow are very far from 

the camera. In order to overcome the problem, we pre-process the proposed dehazing 

method mentioned in Chapter 3. Fig. 5.2 shows the result of the fog removal 

pre-processing.  

  

(a)                                (b) 

Fig. 5.2 Result of the fog removal pre-processing. (a) Input snow image. (b) Results 

after applying fog removal pre-processing. 
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5.2.2 Rain/Snow Detection and Selection Process  

In the case of the rain presents on the window surface, raindrops located against a 

clear area (generally the sky) are not perceptible even by a human expert as shown in 

Fig 5.3. Therefore, the first step is separated into dark and clear regions, but we only 

apply the detection methods in the darker region. Dark areas are extracted by a 

combination of morphological operations as following process: 

Step 1: Erosion of the original image by a disk of a diameter of 20 pixels as a 

structuring element. 

Step 2: Morphological reconstruction [59] of the original image with the eroded image 

as a mask. 

Step 3: Application of step1 and 2 on the complement of the reconstructed image. 

Step 4: Segmentation of the result using Ostu’s method [60]. 

   

 (a) (b) (c) 

   

 (a) (b) (c) 

Fig. 5.3 Segmentation of dark versus clear region. (a) Original image. (a) The sky 

region. (b) The dark region (raindrops are visible in this region). 
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In natural property, the rain and snow are brighter than background. Thus, we 

exploit three properties of rain and snow. First, a rain or snow pixel tends to be brighter 

than a rain-free or snow-free pixel. Second, pixels in rain and snow have similar color. 

Third, the power spectral distribution of rain and snow “streaks” in the 2D frequency 

space is elliptical and oriented with certain direction, this ellipse is the sum of all the 

rain or snow streaks, but snow ”flakes” is random and not orientated to any directions, 

as show in Fig.5.4. Hence, we need different model to process. 

  
(a) (b) 

  
(a) (b) 

  
(a) (b) 

Fig. 5.4 Power spectral distributions of rain and snow images in frequency domain. (a) 

The original images. (b) Its two dimensional Fourier transform. 
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The first property is related to the intensity levels of pixels, As described in [49], 

when a pixel has ever been covered by rain, the average of luminance in a rain or snow 

region A is higher than the average of luminance for those in rain-free or snow-free 

region B in general. Thus, we design the following process to detect rain and snow 

effectively: 

Step 1: Calculate the average intensity of the pixel p in a single image, where N is the 

number of pixels. 

 1
1

1 N

i
i

A p
N 

   
 
  (5.1) 

Step 2: Determine the threshold TH1. X is a parameter and may be various in different 

cases of rain.  

 1 1
ˆ %TH A X    (5.2) 

Step 3: Determine whether the pixel p is larger than the threshold (TH1). If the pixel p is 

larger than the threshold (TH1), it is regarded as the rain or snow pixel; otherwise, it is 

regarded as the rain-free or snow-free region. According to the experiments, we get the 

following conclusion: if X is smaller we can get more candidate rain or snow pixel, and 

vice versa. 

 1  , rain or snow pixel
.

         , background (rain-free or snow free) pixel
ip TH

else





 (5.3) 

Fig 5.5 shows the different threshold with the candidate rain pixels. We can simply and 

readily get a preliminary rain detection results through the rain detection process (see 

Fig. 5.6) and then save them as a binary field (1 & 0) to represent the rain (snow) and 

non-rain (non-snow) pixel. 
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 (a) (b) (c) (d) 

Fig. 5.5 The passible rain candidates with different threshold (initial binary field). (a) 

Input rain image. (b) The passible rain candidates ( 1 is set toTH A ). (c) The passible 

rain candidates ( 1 is set to smaller thanTH A ). (d) The passible rain candidates 

( 1 is set to larger thanTH A ). 

Calculate the average intensity of the 
pixel p in single image .

Determine the threshold          .

1 1
ˆ %TH A X 

1 ?ip TH

is rain pixel is backround pixelip
ip

1
1

1 N

i
i

A p
N 

 

1TH

1 ?ip TH

 

Fig. 5.6 Flow chart of the rain or snow detection process with first property. 
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The second property is related to the pixels in rain or snow which have similar 

color. According to the chromatic property, the amounts of change ΔR, ΔG, and ΔB for 

pixels covered by rain and snow are approximately the same (actual rain and snow 

pixel). When a pixel has ever been covered with the rain or snow, the peak values can be 

obtained in its RGB component histogram. Although there can be more than one local 

maximum, there is only one global maximum (peak). The global maximum can be 

obtained in its histogram distribution of RGB components. A pixel has ever been 

covered by rain or snow, and the RGB components in a rain or snow region A are close 

to its global maximum. Thus, we design the following process to detect rain effectively 

 

Method 1:  

Step 1: Draw the histogram distribution of the RGB components, as show in Fig 5.7. 

  
(a) (b) 

Fig. 5.7 The histogram distribution of the RGB components. (a) The original snow 

image. (b) Its histogram distribution of RGB components. 

 

Step 2: Calculate the average pixel index x  from the global maximum in the RGB 

components, where x is the pixel index and H is the histogram operator. 

  
 , ,

1
max

3
c

c r g b

x H x


     (5.4) 
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Step 3: Determine whether the pixel p is larger than the threshold (TH2). If the pixel p is 

larger than the threshold (TH2), it is regarded as the rain or snow pixel; otherwise, it is 

regarded as the rain-free or snow-free region.  

 2    ,rain or snow pixel
.

        ,background pixel

p TH

else





 (5.5) 

 

Method 2: It is similar to the process of first property. 

Step 1: Calculate the mean R, G, and B values of the pixels p in the image, where N is 

the number of pixels.  

 

 

2
     1

, ,

1 N
c c

i
i

c r g b

A p
N 



 
   
 
 

  (5.6) 

Step 2: Determine the threshold TH3.  

 
 3 2

, ,
min c

c r g b
TH A


   (5.7) 

Step 3: Determine whether the pixel p in the RGB component are larger than the 

threshold (TH3). If the pixel p is larger than the threshold (TH3), it is regarded as the rain 

or snow pixel; otherwise, it is regarded as the rain-free or snow-free region. According 

to the experiments, we get the following conclusion: if X is smaller we can get more 

candidate rain or snow pixel, and vice versa.  

 3  , rain or snow pixel
.

         , background (rain-free or snow free) pixel
ip TH

else





 (5.8) 

 

We can simply and readily get a preliminary rain detection results through the rain 

detection process (see Fig. 5.8) and then save them as a binary field (1 & 0) to represent 

the rain (snow) and non-rain (non-snow) pixel. Fig. 5.9 illustrates three examples. Fig. 
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5.9 (a) highlights regions in the video in which pixel colors are examined. Fig. 5.9 (b) 

shows the mean R, G, and B values of the pixels in the selected regions, and Fig. 5.9 (c) 

shows the corresponding means and standard deviations of ΔR, ΔG, and ΔB. These 

examples show that the mean ΔR, ΔG, and ΔB are indeed different and related to 

the mean R, G, and B intensities.  

 
 , ,

1 3 max c

c r g b

x H x


   

2  ?ip TH

ip
ip

1
1

1 N

i
i

A p
N 

 
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2TH x 

  2
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3
,

min
c r b

c

g
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

1 ?ip TH

ip
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 ,

2
1
,
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c c

c
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

 
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Fig. 5.8 Flow chart of the rain or snow detection process with second property. 
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Rain pixels 

Rain pixels 

Rain pixels 

 

Fig. 5.9 (a) The regions selected for investigation. (b) The mean R, G, and B values of 

the pixels in the selected regions. (c) The corresponding means the standard deviation of

ΔR, ΔG, andΔB. 

The third property is related to the power spectral distribution of rain and snow 

“streaks” in the 2D frequency space is elliptical and oriented with certain direction, this 

ellipse is the sum of all the rain or snow streaks, but snow ”flakes” is random and not 

orientated to any directions. We design the following process to detect rain or snow 

effectively 

Step 1: The properties of rain and snow are high-intensity and low-saturation. Thus, we 
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exploit these unique properties of rain and snow to detect the candidates of rain and 

snow pixel. For the purpose of getting the rain or snow initial candidate ( initialC ) pixel of 

the snow or rain, we merge the saturation layer ( S ) in HSI color model and Intensity 

layer (I) in color model as  

  1initialC S I     (5.9) 

Step 2: Use a high pass filter to enhance the rain or snow candidates by multiplying the 

high pass filter and the rain or snow candidates in the frequency domain. The High pass 

filter can be expressed as 

   1
r

HF e 


    (5.10) 

where r is the distance between the core of the image and the pixel p ,   is the 

coefficient which decides the stop band of the filter. 

Step 3: Use the orientation filter to separate the rain (snow) streak or background object. 

Rain or snow streaks generally fall in almost the same direction, so only one p  is 

needed. However, snowflake is not. 

Step 4: Determine whether the rotation angle in pixel p is in the constrained threshold 

 . If the pixel p is smaller than the constrained threshold ( ), it is regarded as the rain 

or snow “streak” pixel; otherwise, it is regarded as the background region. 

 
2p

     (5.11) 

We can simply and readily get a preliminary rain detection results through the rain 

detection process (see Fig. 5.10) and then save them as a binary field (1 & 0) to 

represent the rain (snow) and non-rain (non-snow) pixel. 
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 1initialC S I  

?
2p

  

ip
ip

  1
r

HF e 


 

p



 

Fig. 5.10 Flow chart of the rain or snow detection process with third property. 

Above all, there may be a problem caused by other brighter subjects in the scene (e.g. 

white car, accumulated snow) so that the rain or snow detecting result is not quite 

perfect. Hence, we add the following restrict to exclude the above situation: the actual 

number of pixels in the region 
p

R of rain or snow will smaller than a threshold (TH4) as  

 4p
R TH   (5.12) 

We can find that other brighter subjects have been removed as illustrated in Fig 5.11. 
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 (a) (b) (c) 

Fig. 5.11 Result of the identification of snow streaks by our proposed method. (a) All 

potential snow streaks (initial snow binary map). (a) All potential snow streaks (initial 

snow jet colormap). (b) Initial snow mask refined by area restrict. 

 

Besides, some surrounding rain pixels have a chance to be undetected because of their 

low intensity or unfocused, when we process the single rain or snow (e.g. [61]-[64]). In 

order to avoid this, we extend the outer contour of the detection regions. We assume that 

a rain or snow streak column (i.e., (4, 5), (5, 5), (6, 5)) is detected, after that we extend 

this column into both side columns to produce a block-matrix as in Fig. 5.12. Finally we 

combine the binary field (1 & 0) from the properties to get the precise rain or snow 

pixel. We assume that two binary fields are detected from the snow image, and then we 

combine them to get the precise one as in Fig. 5.13. Further, we apply the proposed rain 

removal process to remove the rain from the image. 

(4, 4) (4,5) (4,6)

(5,4) (5,5) (5,6)

(6,4) (6,5) (6,6)

 
 
 
  

Extend 1 column

i

j

 

Fig. 5.12 Schematic diagram of rain or snow extending. 
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(a) (b) 

  
(c)  (d) 

Fig. 5.13 The result of combination process. (a) The original snow image. (b) The first 

binary field. (c) The second binary field. (d) The combinated binary field. 

 

5.2.3 Rain/Snow Removal Process  

Rain or snow removal in single image is similar to image inpainting, which tries to 

recover occluded objects in image, so we remove rain or snow by conjugate gradient for 

Lagragian inpainting. It can be able to replace with other inpainting schemes (e.g. [65], 

[66]). The conjugate gradient method is an iterative method that is taylored to solve 

large symmetric linear systems Ax b . We consider here the inpainting problem, 

which corresponds to the interpolation of missing data in the image. We define a binary 

field  NM   where 1iM   if the pixel indexed by  i  is missing, 
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and 0iM   otherwise. We consider here random missing pixel, and a large missing 

region in the upper left corner. Define the degradation operator : N N    , that 

corresponds to the masking with iM , i.e. a diagonal operator  i idiag M  . Compute 

the observation  y x  . 

To perform the recovery of an image from the damaged observations y , we aim at 

finding an image x  that agrees as much with the measurements, i.e. x y   , but at 

the same time is smooth. We measure the smoothness using the norm of the 

gradient 
2

x , which corresponds to a discret Sobolev norm. This leads us to consider 

the following quadratic minimization problem 

   2 2
min

Nx R
F x y x x


     (5.13) 

This problem as a unique solution if      ker ker 0   . This condition holds in our 

case since  ker   is the set of constant images. The solution can be obtained by 

solving the following linear system: 

 
*

*

A
Ax b where

b y

     
 

 (5.14) 

Here we can remark that for the inpainting problem, *     and * y y  . The value 

of the parameter   should be small. Fig. 5.14 shows the procession of the image 

inpainting. 

. 
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 (a) (b) (c) 

Fig. 5.14 Image inpainting. (a) The original input image. (b) The binary mask of 

missing area ( 1iM   defines the pixel indexed by  i  is missing). (c) The image after 

inpainting. 

 

5.2.4 Impulse Noise Removal Process  

The image after rain or snow removal, it may cause the non-uniform color 

distribution on the edge of blocks. We regard this phenomenon as impulse noises and 

then remove them by applying the fuzzy random impulse reduction method [67]. The 

detection method is a subunits that is used to define the impulse noise pixel. The subunit 

investigates the neighborhood around a pixel to conclude if the pixel can be considered 

as impulse noise or not.  

 We consider a two dimensional image denoted as A and observe the elements in a 

   2 1 2 1 with 1N N N     window centered around ( , )A i j . Then we calculate the 

mean differences in the window denote as 

  
 

 2

, ( , )
,

2 1 1

N N

k N l N

A i k j l A i j
g i j

N
 

  


 

 
  (5.15) 

Corrupted impulse noise pixels generally cause large  ,g i j  values, because impulse 
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noise pixels normally occur as outliners in a small neighborhood around the pixel. On 

the other hand we also found that the  ,g i j -value could be relatively large in case of 

an edge pixel. Therefore we have considered the following two values denoted as  

 
     

   

2

1

1

, , / 2 1

, ,

K K

k K l K

obs i j g i k j l K

obs i j g i j
 

   



 
  (5.16) 

If  1 ,obs i j  and  2 ,obs i j  are large, then the pixel can be considered as an edge 

pixel instead of an impulse noise. If  1 ,obs i j  and  2 ,obs i j  are similar, then we 

conclude the pixel is noise free. If the difference between  1 ,obs i j  and  2 ,obs i j  is 

large, then we conclude the pixel is noise. Then we implement the following fuzzy rule: 

Fuzzy Rule: Define a central pixel A(i, j) is corrupted with impulse noise 

IF    1 1, ,obs i j obs i j  is large 

THEN the central pixel  ,A i j  is an impulse noise pixel. 

 In this fuzzy rule, large can be represented as a fuzzy set [68]. A fuzzy set in turn 

can be represented by a membership function. An example of a membership function 

LARGE (for the corresponding fuzzy set large), which is entitled as large  , is pictured 

in Fig. 5.15. From such functions we can derive membership degrees. If the difference 

   1 1, ,obs i j obs i j  for example has a membership degree one (or zero) in the fuzzy 

set large, it means that this difference is considered as large (or not large) for sure. 

Membership degrees between zero and one indicate that we do not know for sure if such 

difference is large or not, so that the difference is large to a certain degree. In Fig. 5.14 

we need to determine two important parameters a and b. The parameter a corresponds 

to the  ,g i k j l  coming from the most homogeneous region around  ,A i j , which 
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should correspond to the region with the smallest amount of impulse noise pixels is 

denoted as 

  
 

  
, , ,

, min ,
k l N N

a i j g i k j l
 

  


  (5.17) 

Experimental results have shown that the best choice for parameter  ,b i j  is 

   , ( , ) 0.2 ,b i j a i j a i j  , i.e. the larger the parameter a, the larger the uncertainty 

interval [a, b] should be. 

a b
0

1

 

Fig. 5.15 The membership function large  

The outputs of the detection method are the membership degree in the fuzzy set 

impulse noise for each pixel separately. The membership function that represents the 

fuzzy set is defined as impulse . The corresponding membership degree  0,1   are 

calculated using Fuzzy Rule. The activation degree of the rule is used to determine the 

membership degree impulse ,    arg 1 1, ,impulse l e obs i j obs i j   . Finally, we apply the 

proposed removal process (i.e., mentioned in sub-section 5.2.3) to remove the impulse 

from the image. Fig. 5.16 shows the impulse noise detection result. 
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 (d) (e) (f) 

Fig. 5.16 Impulse noise detection result. (a) The image after rain removal. (b) Zoom-in 

patch of (a). (c) The detected result of impulse noise. 

 

5.2.5 Color Transfer Post-processing 

With the snow-free image can be obtained by section 5.2.3 but has higher dynamic 

than the non-dehazed one. Color mapping should be done as essential step to allow the 

visual comparison of the resulting images obtained by our proposed method as well as 

for comparison with the non-pre-processing image. Balancing the two comparisons, we 

adopt the snow-free image and the snow-free image without fog removal pre-processing 

image to obtain the composite information and use color transfer model [33] to obtain a 

linear color mapping on the resulting images. After this paragraph, we will introduce the 

basic concept of color transfer model. The multiscale retinex with color restoration 

(MSRCR) [36] is a visibility restoration algorithm which makes the recovered image 

have wealthy color information and color distortion. MSRCR is applied to the original 

image I(x) to obtain R(x) and the bottom third part of I(x) is regarded as less fog 

influenced areas. According to the concepts, we combine R(x) with the bottom third part 

of I(x) by a weight   to obtain the source image (non fog removal pre-processing 

image). The rain/snow-free image J(x) is the target image. Color transfer model is a 
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linear transformation from the source image to the target image based on the simplest 

statistics of two images’ global color distributions: 

        1
1 R I

R I J
J

d d
T x a a J x a

d

 
 

 
            (5.18) 

where    1 , 1R I R Ia a d d         , and  ,J Ja d  are the mean and standard 

deviation of the source and target images in the l color space, respectively. The 

weight   balances the effects of two images and is set as 0.5. The final obtained 

image T(x) will be with suitable visual appearance. 

A fast and effective technique for color transfer between images has been proposed 

by Reinhard at al.[33]. This method changes the color characteristics of the source 

image I from the target image It by statistic correction. The basic concept of the 

proposed method is to decorrelate color space so that an uncorrelated orthogonal color 

space can be identified between the axes. First, we process a conversion from RGB to 

XYZ tristimulus values and convert XYZ space to LMS space. Further, the resulting of 

these two converted matrices between RGB and LMS cone space can be combined as 

 

L 0.3811 0.5783 0.0402

M 0.1967 0.7244 0.0782 .

S 0.0241 0.1228 0.8444

R

G

B

     
          
          

 (5.19) 

Apparently, the data in this color space shows a great deal of skews and the skews must 

be eliminated. We convert the data to logarithmic space for eliminating these skews by 

 

log L

log M.

log S


 
 

L

M

S

 (5.20) 

By avoiding unwanted cross effect and treating the three color channels separately, 

Reinhard at al. [33] uses the l  color space for ensuring each channel maximal 
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uncorrelated and represents as the following transform 

 

1
  0   0

3l 1   1   1
1

 0  0 1   1 2 .
6

1 1  0
1

  0  0 
2




 
 
      
             
            
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Μ
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 (5.21) 

After transferring the color space from RGB to l , each channel of the source image I 

subtracts the mean of itself for every pixel as 

 

*

*

*

 l l l

  

  

    


   
    

 (5.22) 

where l represents an achromatic channel, α and β are chromatic yellow-blue and 

red-green opponent channels, and 〈 〉 is the calculation of mean. Then, the difference of 

each channel in (5.11) is scaled by the standard deviations of target image ( t ) and 

source image ( s ), respectively. Besides, the scaled data must add the mean of the 

target image (It) [33]: 
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
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 (5.23) 

After this, the source image I has the average color tone and luminance from the target 

image, and the result is converted back to R’G’B’ color space for acquiring the output 

image I’ by 
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' 0.5773  0.2621  11.3918 '

' 0.5773  0.6071  -5.0905 ' .

' 0.5833  -1.0628  0.4152 '

R l

G

B




     
          
          

 (5.24) 

In Fig. 5.17, it is shown that the transfer process of snow images by using the proposed 

method. 

  

(a) (b) 

  

(c)  (d) 

Fig. 5.17 Transfer process of snow images by using the proposed method. (a) The 

original snow image. (b) The result of snow removal. (c) The result of snow removal is 

further used to haze remove by our proposed method. (d) The result after the color 

transfer mapping. 

 

5.3 Experimental Results 

The experiment is separated into 4 cases: Case 1: the input rainy images. Case 2: 

the input snow streak images. Case 3: the input snow flake images. Case 4: the rain and 



 107

snow in video sequences with dynamic cases. Case 5: the rain presents on the window 

surface. 

In Case 1, the input image is used the proposed method to remove rain. The rain 

removal results are shown in Fig. 5.18. Compare with our method, Kang et al. [5] and 

Kim et al. [6] in Fig. 5.18, and it shows that the background textures is be distorted 

because the most vertical patterns is be regarded as rain streaks in the result by Kang et 

al. Note that the background texture patterns in Fig. 5.18(b) are not contained in the 

original image in Fig. 5.18(a). In the image, rain streaks are removed and original 

textures are preserved by Kim et al. approach. But the defocused streaks and streaks on 

bright backgrounds show very small intensity changes so that they are hard to detect as 

shown in Fig. 5.18(c). In contrast, we see that most rain streaks in all test images are 

successfully removed, and original textures are faithfully preserved at the same time by 

the proposed algorithm. The reason why the result is caused is that the proposed 

algorithm selectively applies more properties in spatial and frequency domain.  

In Fig. 5.19, the proposed, Xu et al. [4], and Kang et al. [5] approaches are 

compared, and it shows that the result of the Xu et al. approach removes more rain, but 

it still simultaneously removes other image detail and blurs the image as shown in Fig 

5.19(b). The background textures is be distorted because the most vertical patterns is be 

regarded as rain streaks in the result by Kang et al. Note that the background texture 

patterns in Fig. 5.19(c) are not contained in the original image in Fig. 5.19(a). In 

contrast, we see that most rain streaks in all test images are successfully removed, and 

original textures are faithfully preserved at the same time by the proposed algorithm. 

The reason why the result is caused is that the proposed algorithm selectively applies 

more properties in spatial and frequency domain. 

In Case 2, the input image is snow “streak” removed by applying the proposed 
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method. Compare with the result of the Xu et al.’s [4] in Fig 5.20(b), their approach 

removes more snow, but it still simultaneously removes other image detail and blurs the 

image. In Fig 5.20(c), the background textures is be distorted because the most vertical 

patterns is be regarded as rain streaks in the result by Kang et al. Note that the 

background texture patterns. In contrast, we see that most snow streaks in all test 

images are successfully removed, and original textures are faithfully preserved at the 

same time by the proposed algorithm. Furthermore, clearer and brighter defogged 

images can be acquired, and the fine transitions can be preserved by the proposed 

method in the fog like appearance without introducing unpleasing artifacts. 

In Case 3, the input image is used the proposed method to remove the snow 

“flake”. In Fig 5.21(b) and Fig 5.21(c), the refined guidance images have similar 

contour with the un-degraded image and also maintain the detailed information which 

may be lost by using the guided filter [55]. Although most snow can be removed by 

these methods, other image detail will be removed and image will be blurred in the 

meantime. We see that most snowflakes in all test images are successfully removed, and 

original textures are faithfully preserved at the same time by the proposed algorithm. 

Fig 5.22 shows other snowflakes removal results.  

In Case 4, the frequency-based analysis method [7] focuses on the removal of rain 

and snow streaks in video sequences captured by static or dynamic cameras. Compare 

with the results of Barnum et al. [7] shown in Fig 5.23-26, we just consider frame by 

frame in our proposed method. The evaluation method as [69] is used in their approach, 

and it is used to track points while each sequence is played forward then backwards. 

Because each sequence starts and ends on the same frame, each point should be in the 

same location at the beginning and the end. Tracking accuracy is defined as the distance 

between each point at the beginning and end of the loop. There are some redundant 
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textures around the rain removal regions, but there are not producing unpleasing 

artifacts as shown in Fig 5.23 in our method. In Fig 5.24, when raindrops are broken 

with splashes falling on the subjects, the orientation of rain-streak rotation angle may be 

horizontal. In this case, the rain streaks cannot be removed well by the frequency-based 

[7], but our proposed method can be used to deal with this problem. In Fig 5.25, we see 

that most rain streaks in the video sequence are successfully removed, and original 

textures are faithfully preserved at the same time by the proposed method. This is a very 

difficult sequence with a lot of high frequency textures, very heavy snow, and multiple 

moving objects as shown in Fig 5.26. In Fig 5.26(b), much of the snow is removed, but 

the edge of the umbrella is misclassified. In contrast, we see that most snow streaks in 

this video sequence are successfully removed, and original textures are faithfully 

preserved at the same time by the proposed method as shown in Fig 5.26(c). 

In Case 5, we focus that rain presents on the window surface. In Fig 5.27(b), the 

scene and reflections are preserved; raindrops on the window are removed but a few 

small artifacts do remain by Eigen et al. [61] approach. There are no artifacts and most 

of water drops are removed while retaining image detail as shown in Fig 5.27(c) in our 

method. Fig 5.28 shows another focused rain removal results. We see that most 

raindrops in single image are successfully removed, and original textures are faithfully 

preserved at the same time by the proposed method as shown in Fig 5.28(f). Compare 

with the result of the Cord et al.’s [63] in Fig 5.29(h), their approach has much false and 

missed detection. Fig 5.30 shows another unfocused rain removal results. More 

experimental results can be found [70]: 

https://sites.google.com/site/yutaitsaithesis/rain_removal 

https://sites.google.com/site/yutaitsaithesis/snow_removal 
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(a) (b) 

  
(c)  (d) 

  
(b) (b) 

  
(c)  (d) 

Fig. 5.18 Comparison of rain removal results: (a) the original rain image; the 

rain-removed version via: (b) Kang et al.’s method with the single-frame-based image 

decomposition [5], (c) Kim et al.’s method with the adaptive nonlocal mean filter [6]; 

and (d) the proposed rain removal scheme. 
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(a) (b) 

  
(c)  (d) 

  
(a) (b) 

  
(c)  (d) 
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(a) (b) 

  
(c)  (d) 

  
(a) (b) 

  
(c)  (d) 
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(a) (b) 

  

(c)  (d) 

Fig. 5.19 Comparison of rain removal results: (a) the original rain image; the 

rain-removed version via: (b) Xu et al.’s method with the guided filter [4]; (c) Kang et 

al.’s method with the single-frame-based image decomposition [5]; and (d) the proposed 

rain removal scheme. 
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(a) (b) 

  

(c)  (d) 

 

  

(a) (b) 

  

(c)  (d) 
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(a) (b) 

  

(c)  (d) 

 
Fig. 5.20 Comparison of snow “streak” removal results: (a) the original snow image; 

the snow-removed version via: (b) Xu et al.’s method with the guided filter [4]; (c) 

Kang et al.’s method with the single-frame-based image decomposition [5]; and (d) the 

proposed snow removal scheme. 
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(a) (b) 

  
(c)  (d) 

Fig. 5.21 Comparison of snow “streak” removal results: (a) the original snow image; 

the snow-removed version via: (b) Xu et al.’s method with the guided filter [4]; (c) Xu 

et al.’s method with the refined guidance image [4]; and (d) the proposed snow removal 

scheme. 

  
(a) (b) 

  
(a) (b) 

Fig. 5.22 Snowflakes removal results: (a) Input snow images. (b) Our results. 
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 (a) (b) (c) 

   
 

Fig. 5.23 Comparison of rain streaks removal results: (a) the sitting man sequence. (b) 

rain removal by the frequency-based analysis [7]. (c) the proposed rain removal scheme. 

   
 (a) (b) (c) 

   
 

Fig. 5.24 Comparison of rain streaks removal results: (a) the window building sequence. 

(b) rain removal by the frequency-based analysis [7]. (c) the proposed rain removal 

scheme. 
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 (a) (b) (c) 

   
 

Fig. 5.25 Comparison of snow removal results: (a) the mailbox sequence. (b) snow 

removal by the frequency-based analysis [7]. (c) the proposed snow removal scheme. 

   
 (a) (b) (c) 

   
 
Fig. 5.26 Comparison of snow removal results: (a) the walker in the snow sequence. (b) 

snow removal by the frequency-based analysis [7]. (c) the proposed snow removal 

scheme. 
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 (a) (b) (c) 

   
 

   
 (a) (b) (c) 

   
Fig. 5.27 Comparison of rain drops removal results: (a) smartphone shot through a 

rainy window on a train. (b) rain removal by [61]. (c) the proposed rain removal 

scheme. 
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(a) (b) 

  
(c)  (d) 

  
(a) (b) 

  
(c)  (d) 

 
Fig. 5.28 Comparison of focused raindrops detection results: (a) original image 

acquired by camera. (b) the dark region. (c) raindrops detected by our proposed scheme. 

(d) the result after the proposed rain removal scheme. 
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(a) (b) 

  
(c)  (d) 

  
(e)  (f) 

  
(g)  (h) 

 
Fig. 5.29 Comparison of unfocused raindrops detection results: (a) original image 

acquired by camera. (b) the dark region (raindrops are visible in this region). (c) the 

background image. (d) the difference between the original image and background image. 
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(e) raindrops detected by our proposed scheme. (f) the result after the proposed rain 

removal scheme. (g) ground truth: red stars correspond to the mark made by operator. (h) 

raindrops detected using the background subtraction method [63]. Green: correctly 

detected raindrops. Blue: missed raindrops. Red: false detection.  

  

(a) (b) 

  

(c)  (d) 

Fig. 5.30 Comparison of unfocused raindrops detection results: (a) original image 

acquired by camera. (b) the dark region (raindrops are visible in this region). (c) 

raindrops detected by our proposed scheme. (d) the result after the proposed rain 

removal scheme.  

 

5.4 Conclusions 

According to the natural property of rain and snow, we divide the rain or snow 

removal scheme into two parts: the first part is detection of rain or snow and the second 

part is inpainting. How to select a proper threshold is important. Furthermore, we make 
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the column extended into both side columns to produce a block-matrix for rain removal 

so that it may get more benefits for single image consideration when streak or flake is 

not obvious. The fuzzy random impulse reduction method [61] is also used for noise 

removal. Specifically, to obtain a quality vision of a resulting image, color transfer is 

utilized to protect the final snow-free image’s color from high dynamic. The results 

show that our method is attractive and effective for the rain and snow removing quality. 

As follows, rain and snow removal methods with low complexity, low computational 

time, and high rain removing quality are proposed.  

Our proposed method is computationally effective taking approximately 2 seconds 

(Matlab code) for a 400×400 image. Kang et al.’s [5] method taking approximately 66 

seconds and Xu et al.’s [4] method taking approximately 0.3 seconds. Although Xu et 

al.’s [7] method use the shortest time, this method simultaneously removes other image 

detail and blurs the image. The performance of Kang et al.’s [5] method depends on the 

clustering of dictionary basis vectors. When the clustering is not effective, their method 

may erase textures, as well as rain streaks, and yield visual artifacts in a restored image. 

Furthermore, the procession of dictionary learning needs much more processing time. 

Our proposed method can also deal with the case that rain presents on the window 

surface. Although Eigen et al.’s [61] method can effective remove dirt and rain in 

outdoor test conditions; this method simultaneously removes other image detail and 

blurs the image. Furthermore, the quality of the results does depend on the statistics of 

test cases being similar to those of the training set. In the cases, where this does not hold, 

and we see significant artifacts in their output. The corruption cannot be much larger 

than the training patches. It means that their input image may need to be down-sampled, 

e.g. as in the rain application, leading to a loss of resolution relative to the original. The 

performance of Cord et al.’s [63] method depends on the watershed segmentation and 
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background subtraction. Their method may have much false and missed detection. 

In the future work, the rain and snow removal techniques will be expected to be 

used for many applications, such as traffic safety, film processing, and computer vision, 

etc.. 
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Chapter 6 Related Work of Underwater Image 

Enhancement 

 

 Underwater image enhancement is a challenging problem because of the physical 

properties existing in such environment. Different from common images, underwater 

images are suffered from degradation because of poor visibility conditions and effects 

such as the attenuation of the propagated light, light absorption, light reflection, bending 

of light and scattering of light. The main reasons why light is attenuated exponentially 

with the distance and depth are absorption and scattering effects. The absorption 

substantially reduces the light energy while the scattering causes changes in the light 

direction. Thus, underwater enhanced technique becomes an essential and necessary in 

many application�fields especially in computer vision. 

 

 

6.1 Introduction 

In seawater, the objects at a distance of more than 10 meters are hard to be 

distinguished because the colors are faded since their characteristic wavelengths are cut 

as the depth increases. Fig. 6.1 shows the absorption of light by water. For every 10m 

increase in depth, the brightness of sunlight will drop by half. Almost all red light is 

gone by 50% from the surface, but blue light travels the longest in the water due to its 

shortest wavelength. That is why most underwater images are dominated by blue-green 

coloration.  
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Fig. 6.1 Absorption of light by water. 

Therefore, many methods have been proposed. The first method is based on (e.g. [15], 

[16]) polarization filters. The main idea of this approach is to exploit two or more 

images including different DOP in the same scene, which are obtained by rotating a 

polarizing filter attached to the camera. However, the common drawback of the methods 

in this approach is that they cannot be applied in dynamic scenes because the changes 

are more rapid than the filter rotation in finding the maximum and minimum DOP. This 

method is relatively feasible for outdoor hazy and foggy images, but the setup of the 

camera might be in trouble for the underwater case. Fig. 6.2 shows some results by 

applying the polarization based method, including the white balanced raw frame (a) and 

the final restored raw frame (b).  
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(a)                 (b) 

Fig. 6.2 Results of the polarization based method. (a) the white balanced raw frame. (b) 

the final restored raw frame. 

The second method by using multiple images is taken from bad weather scenes 

(e.g. [17], [18], [19], [20]). The basic idea of this method is to manipulate on the 

differences of two or more images in the same scene including different properties of 

the participating medium. Although visibility can be significantly enhanced by the 

method in this approach, the results are unable to be delivered immediately by their 

requirements because the results have to be shown after the properties of the medium 

change.  

The third is depth based method, which demands the rough depth information form 

approximated 3D geometrical model of the input scene (e.g. [21], [22], [23]). The third 

method is based on depth, and the rough depth information formed approximated 3D 

geometrical model of the input scene is be demanded by the method. The fourth method 

is based on specialized hardware [71] which is relatively expensive and complex. In 

order to overcome the drawbacks, the single image algorithms have been investigated in 

[8], [9], and [10]. In the following sections, we will specifically introduce these three 

typical underwater enhancement methods, respectively. 
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6.2 Histogram-Based Equalization Based 

 

6.2.1 Basic Concept of Histogram-Based Equalization  

 
Histogram equalization (HE) is one of the well-known methods for enhancing the 

contrast of given images, making the result image have a uniform distribution of the 

gray levels. It flattens and stretches the dynamic range of the images histogram and 

results in overall contrast improvement. HE has been widely applied when the image 

needs intensification however, it may significantly change the brightness of an input 

image and cause problem in some applications where brightness preservation is 

necessary. So other histogram techniques may need to be used, such as adaptive 

histogram equalization and contrasted limited adaptive histogram equalization. 

The Contrasted Limited Adaptive Histogram Equalization had been proposed in 

[72]. The main idea is to separate the image into a number of tiles, and then adjust the 

contrast such that the tile histogram has the desired shape. The tiles are then stitched 

together using bilinear interpolation. Overview of it, this is an image contrast 

enhancement algorithm that overcomes limitations in standard histogram equalization. 

If plotting the cumulative distribution function (CDF) of an image histogram, it can be 

noticed that the CDF does not form a straight line means the pixel values are not equally 

likely to occur as illustrated in Fig6.3. Thus the process of flattening the CDF is called 

histogram equalization. 
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 (a) (b) (c) 

Fig. 6.3 Result of histogram equalization for an underwater image. (a) Original 

underwater image, (b) HE image, and (c) CDF of original underwater image and HE 

image in gray level. 

The two primary features is adaptive HE (AHE), which divides the images into 

regions into smaller tiles, applies histogram equalization to each tile, then interpolates 

the results, and the contrast limited AHE (CLAHE), which reduces noise by partially 

reducing the local HE. Bilinear interpolation is used to avoid visibility of region 

boundaries. They differ from standard histogram equalization in the respect that both 

methods operates on small tiles in the image and computes several histograms, each 

corresponding to a distinct section of the image and use them to redistribute the 

lightness values of the image.   

The expression of modified fray level for standard CLAHE method with uniform 

distribution can be written as 

  max min min( )g g g P f g     (6.1) 

where g  is the pixel value, maxg  is the maximum pixel value, ming  is the minimum 

pixel value, and ( )P f  is its CDF. In addition to, for exponential distribution in gray 

level, it can be adapted as  

  min

1
ln 1g g P f


         

 (6.2) 
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where   is the clip parameter. This underwater image highlights two peculiarities of 

CLAHE [73], as shown in Fig. 6.4. First, sharp edges, like those around the corals. This 

occurs because CLAHE computes histograms over areas, and the sharp change in values 

from the background to the corals affects the normalization. (The effect is related to 

what you would get by dividing the original image by the low-pass filtered version of 

the image.) Fortunately, that additional contrast near the edges can help some edge 

detection algorithms, even if the glow is not natural. The second effect from CLAHE is 

seen in the background areas, where some out-of-focus corals become visible and the 

overall noise increases. This is exactly what CLAHE is supposed to do: increase the 

contrast, even in the background areas. It is also limiting the amount of contrast 

adjustment. 

   
 (a) (b) (c) 

Fig. 6.4 Comparison with the equalization method for an underwater image. (a) 

Original underwater image, (b) HE image, and (c) CLAHE on RGB color model image. 

 

6.2.2 Advantage and Disadvantage  

Adaptive histogram equalization and contrasted limited adaptive histogram 

equalization improve local contrast of an image more than standard histogram 

equalization does by bringing out more details but still has tendency to amplify noise. 
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6.3 Wavelength-Based Compensation 

The wavelength compensation and image dehazing method had been proposed by 

Chiang et al. [9] in 2011. They can process light scattering and color shift distortion 

suffered by underwater images simultaneously. 

 

6.3.1 Basic Concept of Wavelength Compensation 

The method in [9] is based on the hazy image formation model (e.g. [1], [2], [11], 

[12] and [13]), which is similar like model (1.1)  

           1 , ,, I J x t x t x B redx green blue            (6.3) 

where  I x  is the observed intensity of the image, x is the pixel’s index,  J x  is 

the scene radiance of the image which is desired to be obtained by underwater 

enhancing techniques,  t x  is the residual energy ratio of  J x  after reflecting 

from pixel x in the underwater scene and reaching the observer, and B  is the 

homogeneous background light. The first term is the direct attenuation of scene in water, 

and the second term is the homogeneous background light. The residual energy ratio 

 t x can be represented as 

    
     

Nrer λ
residual

initial

d xE x
t x

E x





    (6.4) 

which means the residual energy of light beam with wavelength λ  traveling distance 

 d x . The normalized residual ratio  Nrer λ  depends on the light wavelength 

transmitted [74], as illusatrated in Fig 6.5. The flow chart of this algorithm [9] is briefly 

expressed in Fig. 6.6.  
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Fig. 6.5 Underwater optical imaging model (Y. Schechner et al.). 

 

 d x

 I x

 d x

 Ĵ x

 

Fig. 6.6 Flow chart of the paper proposed by Chiang et al. [9]. 
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Firstly they consider the influence of the artificial light L. When airlight A incident from 

air to the water reaches the underwater scene point x with depth  D x , the energy of 

residual light can be expressed as 

          Nrer , , ,
D xW AE rex d green b uE lx e      (6.5) 

Light emanated from point x is equal to the amount of illuminating ambient light 

reflected, hence the image formation model (6.1) can be represented as 

 
               
 

Nrer 1

, ,

,
D xAI t x t x B

red g

x E x x

reen blue

   



   



  
 (6.6) 

or 

 
                   
 

 Nrer λNrer 1

,

r ,

,

Nre
D x d x d xAI B

red green blu

x E x x

e

  



   



  
 (6.7) 

where  x  is the reflectively of point x for light with wavelength λ . 

Due to the inadequate lighting in an underwater photographic environment we should 

use the artificial light L to overcome this problem. If we want to get the scene radiance 

of the image which is desired, the artificial light should be removed before the WCID 

operation. According to the concept of (6.5), we know the residual energy of the 

artificial light after the course propagation is      
Nrer

d xLE x  . During the forward 

and backward course of propagation pertinent to  d x , color change occurs. The 

image formation model (6.4) or (6.5) can further modified as  

 
                     

      

 NrerNrer Nrer

Nrer

λ

1 , ,,

D x d x d xA L

d x

xI

B red gre

E

en blue

x E x x 







 





  





  
  (6.8) 

From (6.6), there are some parameters should be estimated. We explain the procedure in 

the following: 
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Step 1: The estimation of the scenes-camera distance  d x  

 They use the dark channel prior [3], a scenes-depth derivation method, to estimate 

the distances of the scenes to the camera. They defined the dark channel for the 

underwater as 

  
( )

( ) min( min , ,( ( ))),dark

y x
J x J red green bluey




    (6.9) 

If point x belong to the foreground subject, the value of the dark channel is closer to 

zero. take the min operation in the local patch among three color channels on (6.8) to 

obtain 

 
           
 

( ) ( )
min ( ) min ( ) Nrer Nre1 r

,, ,

d y d x

y x y x
B

red

I

gr

y J y

een blue

   


 





  
  (6.10) 

Since B  is the homogeneous background light and the residual energy ratio 

   
Nrer

d y on the small local patch surrounding point x is essentially a constant 

   
Nrer

d x  [2], the min value on the second term can be removed. They rearrange the 

above equation (6.10) and do min operation among all three color channel as 

 

 

 
        

 

( )

( )

min ( )
min

min ( )
min Nrer min Nrer1

, ,,

y x

d x d xy x

B

B

red green blue

I x

J y











 



 





  
 
  
   






 
   (6.11) 

where the first term in (6.11) satisfy the following inequality 

 
 

          
 

( ) ( )
min ( ) min ( ) min Nrer

0 min Nrer
min

d x

d xy x y x

B B

J y J y

 

 





 

    
  


   (6.12) 

The dark channel darkJ  for the underwater tends to be zero. According to (6.11), it can 



 135

be rewritten as 

     
 

 ( )
min ( )

min Nrer 1 min , , ,
d x y x

I y
red green blue

B 



 

     
  

  (6.13) 

In all of three color channels,  Nrer red  have the lowest value. In order to increase 

the estimation of background light, a min operation id performed in every local patch of 

all pixels in image I. The value of the brightest pixel in the background light can be 

expressed as 

   
( )

max min
y xx I

B I y 
   (6.14) 

Have the values of the  I y , B , and  Nrer red , the distance between point x on a 

subject and the camera can be obtained. They also apply image matting to the depth 

map to remove the mosaic distortion. 

Step 2: Removal of the Artificial Light Source L 

 They apply the difference between the mean brightness of the foreground and the 

background to determine whether the artificial light source existence or not. 

  
 
 

,

,

foreground if d x
area type x

background if d x





  


  (6.15) 

They derive the brightness contribution by artificial light source LE  and reflectively 

   , , ,x red green blue   , at point x, the influence caused by the artificial lighting 

can be removed by subtraction form (6.8) as follows 

  

 

                 
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  (6.16) 
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and then remove the light scattering and color shift that occurred along the propagated 

distance  d x  from the subjects to the observer. Fig. 6.7 shows the comparison the 

luminance contributed by an artificial light source. 

   

 (a) (b) (c) 

Fig. 6.7 Comparison the luminance contributed by an artificial light source. (a) 

Illuminated by an artificial light source, the intensity of the foreground appears brighter 

than that of the background. (b) When the luminance is not be removed first, the 

overexposed image will be get. (c) Image obtained after processing with WCID [9]. 

 

Step 3: Compensate the light scattering and color change along the propagated 

distance  d x  

 From (6.3), we know    J x t x   is the direct attenuation term and 

  1 t x B    in the in-scattering term. The haze can be removed by subtracting the 

in-scattering term. After the dehazing process and color correction introduced through 

the propagated distance  d x  can be formulated as  
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  (6.17) 
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Step 4: Estimate the scene range from depth D through D+R 

 We should detect the corresponding intensity of the ambient lighting. Hence the 

underwater depth D is the least square (LS) solution that makes the difference between 

the attenuation versions of the incident light as follows 

     
2

min Nrer , ,,
kA

k
E red green lueE b
 



      (6.18) 

Once obtaining the depth D, we can get the restored energy of the image after have 

removal and color correction. 

    
 

 
N

, ,ˆ ,
rer

D red
J

green blu
x

J ex 
 


   (6.19) 

They assume the pixel x and top and down background pixels are located in scanline 

, , andxa b c , respectively. Therefore, the underwater depth  D x  can be express as 

   xa b
D x D R

c b


 


   (6.20) 

So the restored underwater image can be further modified as 

    
         ˆ ,

Nrer
, ,A

D x
red green blue

J x
J x E x x
  


      (6.21) 

 

6.3.2 Advantage and Disadvantage  

The WCID algorithm can effectively restore image color and remove haze. 

However, the salt ratio and amount of suspended particles in ocean water varies with 

time, location, and season, making accurate estimation of the rate of energy attenuation 

problematic. In addition, it is presumed that artificial light sources produce spherically 

radiating light different to surface light sources generally used in underwater 

photography; therefore the value of luminance is also difficult to estimate accurately. 
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6.4 Fusion-Based 

C. Ancuto. et al. [10] proposed a fusion-based approach in 2011 They build-up on 

the fusion strategy that takes a sequence if inputs derived from the initial image. 

6.4.1 Basic Concept of Fusion-based 

The main idea in this approach is that C. Ancuto. et al. [10] employ several inputs 

and weight maps that discriminate the regions characterized by poor visibility to 

overcome the deficiencies existing in the degraded input images. The flow chart of this 

algorithm [10] is briefly expressed in Fig. 6.8. Firstly, they derived input is represented 

by the color corrected version of the image. The first one is defined the white balanced 

version of the input image. The second input is obtained by applying the classical global 

min-max windowing method to enhance the image appearance in the selected intensity 

window. The weights that they used are defined as below: 

Weight 1: Laplacian contrast weight LW   

 It controls the luminance gain in the final result since the general appearance of the 

degraded input photo tends to become flat. However, this weight is not sufficient to 

recover the contrast, mainly because it can not distinguish between a ramp and flat 

regions. To handle this problem, they searched for an additional contrast measurement 

that independently assess the local distribution. 

Weight 2: Local contrast weight LCW   

It yields high values to image elements such as edges and texture. The local 

contrast weight is calculated as the standard deviation between the intensity value of the 

pixel and the local average value of its surrounding region 

  , hc
LC c cW x y I I    (6.22) 

where cI  is the intensity channel if the input image and hc
cI  is the low pass version 
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of it. 

Weight 3: Saliency contrast weight SW   

It is a quality map that estimates the degree of conspicuousness with respect to the 

neighborhood regions. This value is effectively computed based on the formulation 

introduced by Achanta et al. [Achantay et al. 2009]. 

Weight 4: Exposedness contrast weight EW   

 It evaluates how well a pixel is exposed. The exposedness contrast weight EW  is 

formulated as a Gaussian-modeled distance to the average normalized range value: 

  
  2

2

, 0.5
, exp

2

k

E

I x y
W x y



   
 
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  (6.23) 

where  ,kI x y  is the value of the pixel location  ,x y  of the input image, and set the 

standard deviation as 0.25. This weight can yield a well preserved appearance of the 

fused image. 

After the weights are obtained as shown in Fig. 6.9, they normalized the values of 

weight maps by constraining that each pixel of the weight map to equal one. Finally, the 

inputs and the weights are merged by a multi-scale fusion process as 

      
1

, , ,
K

k k

k

R x y W x y I x y


   (6.24) 

where  ,kI x y  symbolized the input that is weighted by the normalized weight maps 

kW . The final restored image is obtained by mixing between the Laplacian inputs and 

Gaussian normalized weights at each scale level independently: 

        
1

, , ,
K

l l k l k

k

R x y G W x y L I x y


   (6.25) 

where l  represents the number of the pyramid level. 
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Fig. 6.8 Flow chart of the algorithm proposed by C. Ancuto. et al. [10]. 

   

 (a) (b) (c) 

  

(d)             (e) 

Fig. 6.9 The corresponding normalized weight maps: (a) Laplacian contrast. (b) Local 

contrast. (c) Saliency. (d) Exposedness. 
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6.4.2 Advantage and Disadvantage  

Their approach shown limitations when dealing with images of very deep scenes 

taken with poor strobe and artificial light. In such cases, even some enhancement could 

be obtained, the bluish appearance however still remains. Moreover, when the 

illumination is poor the very distant parts of the scene cannot be recovered reliably. The 

restoration of distant objects and regions represents also a general limitation of their 

approach compared with hardware and polarization-based techniques that in general 

perform better in such cases due to the additional available information. 
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Chapter 7 Proposed method of Underwater Image 

Enhancement 

 

7.1 Introduction 

The existing underwater image enhancement methods usually have a trade-off 

between the computation time and the quality of enhanced results. Thus, we propose an 

underwater image enhanced method, which not only takes low computation time but 

also get a high-quality result. We use the contrast stretching in our proposed method to 

improve the contrast in an image and perform color correction to equalize the means of 

each color channel. The color of underwater image is rarely balanced correctly, and 

prominent blue or green color can be suppressed by this step without taking into 

account absorption phenomena. In order to overwrite the limitations of the underwater 

medium, we define that two inputs represent the contrast stretched and CLAHE version 

of the color corrected underwater image. To further enhance the robustness of the 

proposed underwater enhancement method, we integrate the post-processing mechanism 

in our system for some underwater images with non-uniform distribution. 

 

 

 

 

 

 



 144

7.2 Proposed Method 

The flow chart of the proposed enhancing technique in underwater is shown in Fig. 

7.1. 

Underwater 
image

Color Correction

Variation of 
Histogram Streching

Contrast Limited 
Adaptive Histogram 

Equalization(CLAHE)


1W

2W

Multi-scale
Mixing

Post-Processing Result

 

Fig. 7.1 Flow chart of the proposed enhancing technique in underwater. 

 

7.2.1 Contrast Stretching and Color Correction  

Underwater images present a challenge, when we correct the blue-green 

monochrome look for bringing out our recognition of marine lives’ color. Due to the 

nature of underwater optics, red light diminishes when the depth increases, thus 

producing blue to grey like images. For every 10m increase in depth, the brightness of 

sunlight will drop by half. Almost all red light is gone by 50% from the surface but blue 

light travels the longest in the water due to its shortest wavelength. That is why most 

underwater images are dominated by blue-green coloration. Since many above factors 

are constantly changing, we cannot know the entire effects of water. Thus, we proposed 

an efficient method to deal with the color shift. There are two steps we designed to solve 

this problem. 

 

Step 1: Contrast Stretching 

Normalization transforms an underwater image in each color channel 

   : min , , maxn
c c c cI X      with the values of intensity in the range (min, max) 
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into a new enhanced image    : min , , maxn
c new c c new c newI X      with the 

values of intensity in the range ( minc new , maxc new ). The linear normalization of an 

image is performed according to the formula 

   max min
min min

max min
c new c new

c new c c c newI I  
 


  


   (7.1) 

The histogram stretching can be used to shift the pixel values to fill the entire brightness 

range, resulting in high contrast as illustrated in Fig 7.2.  

 

Step 2: Modify the mean value on each color channel   

We adjust the mean value on each color channel in c newI   to make they have the 

same value, and it will make the underwater image look natural. Fig. 7.3 shows the 

results of traditional enhancing technologies for underwater images. 
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 (a) (b) (c) 

Fig. 7.2 The histogram of contrast stretching. (a) Original underwater image, (b) 

Result after saturation and intensity stretching on HSI colour model, (c) Histogram of 

original underwater image in gray level and Stretched one in gray level. 
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 (a) (b) (c) 

   
 (d) (e) (f) 
Fig. 7.3 Result of traditional enhancing technologies for underwater images and the 

color correction process of underwater images by using the proposed method. (a) 

Original underwater image, (b) White balance image, (c) CLAHE image, (d) Result 

after contrast stretching (only step 1), (e) Result after modifying the mean value (only 

step 2), and (f) Our method with color correction (process step1 and step2). 

 

7.2.2 Variation on Histogram Stretching 

The RGB color space is the de-facto standard for images. However, the best 

processing are not always be get, especially during the period of the image intended for 

human viewing. A color space will better represent the human visual system, 

like L*a*b* or L’u’v’  which can provide more natural stretching in some cases. In both 

of these color spaces, the L channel represents the brightness, while the (a*, b*) or (u’, 

v’) channels represent the color.  

We compare the histogram stretching within a L*a*b* color space and in an RGB 

color space. We can find that the colors are slightly changed by the RGB stretching, and 

the RGB stretching also emphasizes reds and blues in the two cases as shown in Fig 7.4. 
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The colors remain the same because of the adjustment of the L channel, but the 

brightness is re-mapped. This adjusts the contrast in a way that sometimes can be more 

visually pleasing without significantly affecting the color balance. In addition, for the 

purposes of ensuring full color saturation and gaining fill contrast, stretching on HSV is 

also sometimes done after stretching in the RGB color space. In our experiment, we 

performs light stretching on L*a*b* color space. 

   
 (a) (b) (c) 

   
 (a) (b) (c) 

Fig. 7.4 Compare the histogram stretching within a L*a*b* color space and in an RGB 

color space. (a) Original image. (b) Stretching within a L*a*b* color space. (c) 

stretching in RGB color space. 
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7.2.3 Multiscale Mixing Process  

The final restored image  ,R x y  is obtained by mixing the defined inputs with 

the weight at every pixel location  ,x y  as 

    
1

, ,
K

k k

k

R x y W J x y


    (7.2) 

where k is the index of the inputs (K=2 in our case).  1 ,J x y  and  2 ,J x y  is the 

enhanced result after histogram stretching and contrasted limited adaptive histogram 

equalization, respectively. The weight W  balances the effects of two images and is set 

as 0.5. Fig 7.5 illustrated that the characteristics of the final restored images are  

reducing noise level, better exposedness of the dark regions, improved global contrast, 

and the  significant-enhanced details and edges. 

    
 (a) (b) (c) (d) 

Fig. 7.5 The results of multiscale mixing process. (a) Input underwater image. (b) The 

enhanced result after contrast stretching. (c) The enhanced result after CLAHE. (d) The 

final restored image. 

 

7.2.4 Post-Processing  

To further enhance the robustness for the proposed underwater enhancement 

method, we integrate the post-processing mechanism in our system for some underwater 

images with non-uniform distribution. Thus, the fast haze removal [75] is based on [3], 

[13] is applied to perform the post-processing. The method is defined as below: 
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Step 1: Find the dark channel darkJ  of the haze (underwater) image  cJ x  

 
 

  
, ,

mindark c

c r g b
J J x


   (7.3) 

Step 2: Get the refined dark channel by mean filter 

 
 

  ave dark dark

x
J average J x


   (7.4) 

Step 3: Estimate the airlight A  and the atmospheric light ( ) (1- ( ))rA x A t x   

 
 

       
, ,

1
max max max 1 1 1

2

Tc ave dark

c r g b
A J x J x



       
  (7.5) 

or 

       min min( ,0.9) ,ave ave dark ave dark
rA x j J x J x     (7.6) 

where   is a parameter and 10 avej
   , avej  is the mean value of all elements 

in  darkJ x  . 

Step 4: Output haze-free image 

      
 

1

r

r

J x A x
I x

A x

A





  (7.7) 

The method [75] suits for handling the case that the illumination is poor in the very 

distant parts of the scene. Fig. 7.6(c) shows that the final enhancing images are 

transformed from the input underwater images (Fig. 7.6(a)) by applying the 

post-processing. To quantitatively evaluate our proposed method, we use the blind 

contrast enhancement assessment metric proposed by Tarel et al [13]. Three indicators e, 

r and σ are computed in the evaluation for comparing the input hazy image and the 

processed image, where e represents the rate of edges newly visible after enhancement, 

r estimates the average visibility enhancement obtained by the enhancement algorithm, 
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and σ is the percentage of pixels that becomes completely black or completely white 

after dehazing. Generally speaking, there should be higher values of e and r and lower 

value of σ in a better dehazed image. Table 7.1 shows the quantitative performance for 

Fig. 7.6. It is observed from e, and there are more visible edges in our result after 

post-processing. In addition, our method is able to achieve the smaller percentage of 

pixels which become completely black or completely white. 

 

 
Fusion-based [10] Ours 

Ours with 
post-procssing 

e   (%) r  e   (%) r  e   (%) r  

PICT0403 247.6 0.007 4.83 325.8 0 6.27 417.7 0.030 8.17 

PICT0422 7.504 0.091 5.39 7.181 0.001 6.33 10.169 0.024 7.72 

Table 7.1 Qualitative Comparison of the two images (PICT0403 and PICT0422) show 

in Fig. 7.6. Based on the indicators of Hautiere et al. [13] 
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(a)                 (b) 

  
(c)                 (d) 

  
(a)                 (b) 

  
(c)                 (d) 

Fig. 7.6 Insufficient brightness and non-uniform distributed haze. (a) Input underwater 

image. (b) Fusion-based [10]. (c) Final enhancing image. (d) Final enhancing image by 

post-processing. 
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7.3 Experimental Results 

For comparing the experimental results, the source of the underwater images are 

from [9], [10] and other underwater images. In Fig. 7.7, we compare our technique with 

several specialized underwater enhancing techniques [9-10]. In order to visualize how 

contrast is modified we employed the IQM metric [76] that was originally developed to 

evaluate tone mapping operators. This metric utilizes a model of the human visual 

system being sensitive to three types of structural changes: loss of visible contrast 

(green), amplification of invisible contrast (blue) and reversal of visible contrast (red). 

As a general remark, compared with the other considered approaches, the most 

predominant structural change characteristic to our method is the amplification of the 

contrast (blue) and only very few locations exhibit reverse (red) and loss (green) of the 

contrast. 

Fig. 7.8 is extracted from an underwater video on the Youtube website filmed by 

the Bubble Vision Company [77]. This AVI-formatted video is 350 s long with a 

resolution of 720p. Fig. 7.8(b) shows that the image remains the haze effect and color 

change, after the process of histogram equalization [8]. Compare with Chao et al.’s 

method [78] as shown in Fig. 7.8(c), although the contrast of the image is increased, the 

color change appears even more prominent as the attenuated energy is not compensated 

individually based on different wavelength. Compare with Chiang.et al.’s method [9] as 

shown in Fig. 7.8(d), our proposed method can acquire color balanced, clearer and 

brighter enhanced images and preserve the fine transitions in the dark regions. We give 

the image the original color and clarity that it would have had if it were not taken 

underwater.  

In Fig. 7.9, after we compare our proposed method with the fusion based of C. 
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Ancuto. et al. [10], there are a more pleasing image version and the sharper detail 

produced by our method. The difference how colors are restored between the two results 

can be also observed, especially in the distant regions. By the method of C. Ancuto.et al. 

[10], the Bluish-green appearance still remains. Moreover, when the illumination is poor, 

the very distant parts of the scene cannot be recovered effectively.  

Fig. 7.10 shows the underwater image captured in different depth and the enhanced 

result. More results can be found: 

https://sites.google.com/site/yutaitsaithesis/underwater_enhancement 

   
 (a) (b) (c) 

   
 (a) (b) (c) 

   
 (a) (b) (c) 

Fig. 7.7 Comparison of underwater enhanced results: (a) Image quality metric. (b) 

Chiang. et al.’s results [9] (top raw) and C. Ancuto. et al.’s results [10] extracted from 

Fig 7.8 and Fig 7.9 when applied IQM metric [76]. (c) Our results. 
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 (a) (b) (c) 

    
(d)                                     (e) 

   
 (a) (b) (c) 

  
(d)             (e) 

   
 (a) (b) (c) 

  
(d)             (e) 

Fig. 7.8 Comparison of underwater enhanced results: (a) Input underwater images, (b) 

Histogram equalization, (c) Chao. et al.’s method [77] ,(d) Chiang. et al.’s method [9], 

and (e) Our proposed method. 
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 (a) (b) (c) 

   
 (a) (b) (c) 

   
 (a) (b) (c) 

   
 (a) (b) (c) 

   
 (a) (b) (c) 
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 (a) (b) (c) 

  
 
 

   
 (a) (b) (c) 

  
 

Fig. 7.9 Comparison of underwater enhanced results: (a) Input underwater images. (b) 

C. Ancuto. et al.’s results [10]. (c) Our results. 
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 (a) (b) 

   

 (a) (b) 

  

 (a) (b) 

  

 (a) (b) 
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(a) (b) 

  
(a) (b) 

  
(a) (b) 

Fig. 7.10 Underwater enhanced results: (a) Input underwater images. (b) Our final 

enhanced results. 



 159

7.4 Conclusions 

An attractive underwater enhancement method with high quality is proposed in this 

Chapter. First of all, it perform the color correction. Secondly, it performs light 

stretching on l color space and CLAHE on lcolor space. The advantage of 

applying two models is that it helps to equalize the colour contrast in the images and 

also addresses the problem of lighting. Finally, we perform the multiscale mixing 

process. To further enhance the robustness of the proposed underwater enhancement 

method, we integrate the post-processing mechanism in our system for some underwater 

images with non-uniform distribution. The extensive experiments demonstrate the 

utility of our solution since the visibility range of the underwater images and images 

captured from turbid waters are significantly increased by improving the scene contrast, 

the color appearance, and the visual detail. 
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Chapter 8 Conclusion and Future Work 

Most outdoor vision systems such as surveillance, tracking, object recognition, 

remote-sensing, and autonomous vehicles require images with clear visibility for robust 

features detection. Without clear visibility (for example: bad weather and underwater), 

these systems need more reliability and stability to maintain the detection quality. 

Despite their advantages, the performances of existing detection systems are limited in 

underwater environment and bad weather conditions like haze, rain, and snow. Note that 

the disturbance weather and environment effects removal is a difficult and challenging 

problem. The key points of the difficulty are illustrated as follows. First, images are 

degraded exponentially with the distance between the objective and observer. Second, 

recovering the scene structure from a single image is an ill-posed problem. Third, the 

contrast and color fidelity of images are drastically degraded due to atmospheric and 

water particles. To make outdoor and underwater vision systems more flexible in all 

environmental conditions, the new image and video processing algorithms are proposed 

to eliminated or reduced the effect of haze, rain, snow, underwater with high image 

quality and color naturalness.  

In this thesis, we investigate the dehazing, rain removing, snow removing, and 

underwater enhancing processing in harsh environment. First, we introduce the physical 

properties and visual effects and then reference the three existing typical single image 

dehazing methods: contrast-based [1], independent component analysis [2], and dark 

channel prior-based analysis [3]. A robust, flexible, and effective dehazing method is 

proposed during daytime and nighttime to further improve the dehazing quality. For 

presentation completeness, three existing typical rain and snow removal methods in 

single image, including guidance image based [4], image decomposition analysis [5], 
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adaptive nonlocal means filter [6], and frequency-based analysis [7] are also introduced 

in the literature. For rain and snow removing investigation, we design a simple but 

effective removal method by dividing the rain or snow removal scheme into two parts, 

the first part is detection of rain or snow and the second part is inpainting. Here, a 

proper threshold is important. Furthermore, we extend the column into both side 

columns to produce a block-matrix for rain removal so that it may get more benefits for 

single image consideration when streak or flake is not obvious. The fuzzy random 

impulse reduction method is also used for noise removal. Specifically, to obtain vision 

quality of a resulting image, color transfer is utilized to protect the final snow-free 

image’s color from high dynamic. These steps may be used in many applications for 

outdoor vision systems. Besides, it shows the worthy and important referencing for 

image and video processing categories by these steps. Three existing typical underwater 

enhanced methods: histogram-based equalization [8], wavelength-based compensation 

[9], and fusion based [10] are also introduced in the literature. To further improve the 

underwater image and video qualities, we design a simple but effective underwater 

enhanced method by combining the color correction, contrast stretching, and histogram 

equalization.  

 In the future, real-time processing is necessary and mandatory for all system 

applications. For this sake, our algorithms must be modified with more effective, more 

adaptive, and less complexity for authentic real-time realization. The preliminary 

strategy is to combine with the cloud computing. In our opinion, the haze, rain, and 

snow removal and underwater enhancement techniques will be more practical by the 

real-time processing. 
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