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ABSTRACT

FINDING desk objects could be annoying with a messy desk. Many previous works
used object recognition technique to deal with this object searching problem. How-
ever, it usually requires massive pre-training process, which has much more effort
when it is transferred to another scenario. In this work, we propose a simple yet

effective approach to accomplish desk object modelling and search using a static RGB-D
camera. Assume that the desk could be monitored over time, the concept of scene stability
is proposed to distinguish between stable and dynamic scene. Object segmentation and
modelling are done concurrently by differentiating the current stable scene state and the
model of object in database so the new object; while multiple objects tracking is adopted to
find the locations of objects in dynamic scene. A user interface is designed in which both
locations and appearances of the modelled objects are provided. It is easy for the user to
have an understanding of the objects on the desk and the minimum effort is required to
find a specific object. A variety of the desk objects with different sizes and thickness are
tested, even the objects with indistinguishable volume. We also test the proposed approach
for various manipulations. The experimental results demonstrate the feasibility and effec-
tiveness of the proposed desk object modelling and search system.

Keywords: RGB-D video; Segmentation; Multi-Objects Tracking;
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CHAPTER 1

Introduction

A
LTHOUGH it is still debatable if a person is more productive using a messy

desk, there is no doubt that it is not always easy to find an object or ac-

cessory on a cluttered desk as illustrated in Fig. 1.1(a). With the advance

of technology, if the computer could help us remember where the object is

and what object is on the desk, it will save much time for people to find their stuff in daily

life. A reliable object finding system provides both the location of objects and a straightfor-

ward representation of objects which people can easily understand. One possible solution

for the object finding system is to equip objects with extra sensors or tags (Pederson, 2001),

(Ljungstrand et al., 2000), (Butz et al., 2004). However, as the equipment should be accom-

plished in advance, this solution could be intrusive for users and is not scalable. Another

possible solution is to apply the object recognition technique to detect and localize objects

in cluttered scenes (Lai and Fox, 2010) (Lai et al., 2011a) (Lai et al., 2011b) (Attamimi et al.,

2010). Nevertheless, the main disadvantage is that training is needed to generate object

models before applying the system.

In this thesis, we propose an effective object finding system in which a priori prepa-

ration is not required. With the use of the RGB-D camera, the 3D models of objects and

their positions are inferred online. To build the 3D models for unseen objects, the main

issue arises from the occlusion caused by the hand while objects are moving by people as

illustrated in Fig. 1.2(a). Although it is possible to integrate skin detection to separate the

hand and the object, in our work, a simple but effective approach is proposed based on

the scene stability. The main observation is that in the desk scenario, there is often a pe-

riod of time that the scene is stable, i.e. there are no moving hands or objects, as shown in
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(a) A cluttered desk. (b) Object indexing from the proposed approach.
The observed objects are modeled.

Figure 1.1. A motivating example of the proposed solution in which the object in-
dexing is constructed over time. Search of object and accessary can be accom-
plished accordingly.

Fig. 1.2(b). Accordingly, by detecting the time periods that the scenes are stable, models of

unseen objects can be built without the influence of hands.

In addition to generating models for unseen objects, as objects can be moved by peo-

ple, moving object tracking is also integrated to update the positions of objects. However,

as thin objects, such as papers and letters, can be commonly seen in the desk scenes, the

main challenge is that it is difficult to differentiate stacked thin objects due to the depth un-

certainty of the RGB-D camera. Therefore, we propose to infer the spatial relation between

objects to assist data association in tracking, in which the order of the objects is constructed.

Based on the estimation results, our system also provides a friendly user interface in

which the stable locations of the objects along with their pictures taken when appearing

are shown. Without extra sensors on objects or specific operations, the user can easily re-

trieve the location and appearance information of all detected objects through our system.

The experiments demonstrate that our system can manage desk objects ranging from large

books to small accessories. The proposed system can run in real-time at 5Hz.

The rest of the thesis is organized as the follows. In Chapter 2, related works on the

problem of object finding are reviewed. The proposed method is described in detail in

Chapter 3. Chapter 4 demonstrates the experimental results, in which both successful and

failed cases are discussed. In Chapter 5, the conclusion and the future work are addressed.
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(a) (b)

Figure 1.2. (a) An example of stable scene while an example of dynamic scene is
showed in (b).

3
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CHAPTER 2

Related Work

T
HERE are a number of approaches to tackle the problem of finding object in a

physical world. In the recent research, the possible ways to search for real

world entity such as objects or people has been surveyed in (Romer et al.,

2010) and (Koyuncu and Yang, 2010). One of the core ideas of these researches

is to make the search for real-world entities equally feasible as the search for files such as

Web pages, images and videos in the virtual space. The challenges for object finding system

are (1) detecting an object and retrieving its location, and (2) representing the information

in a manner the user can easily understand. In the early research, most popular approaches

equip objects with sensors or visual tags to make them searchable. The sensor used in pre-

vious works include the active sensors such as position transmitters or the passive sensors

such as RFID tags. For example, (Pederson, 2001) let a user be equipped with a wearable

RFID reader that sends the location of an object to a system whenever a tagged object is

within the sensor range of reader. The main disadvantage of this approach is that the sys-

tem is too expensive for practical use. Besides, it is too intrusive for user and not scalable as

each object has to be equipped with a sensor or tag. On the other hand, (Ljungstrand et al.,

2000) and (Butz et al., 2004) utilized a camera to visually detect the markers on the target

objects which are attached with the AR-markers and barcodes respectively. The location

of an object is inferred and calculated through analysis of the color image. In this case,

tags are relatively cheaper compared to electronic sensors as it is possible to print them out

from a common printer. The defects include that there must be free line-of-sight between

the camera and the tags on the objects and that the tags should be fairly large. All of these
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approaches mentioned above need much preparation in advanced. It is so consuming and

inconvenient for people to use.

Another possible solution to find objects in physical world is to apply the object recog-

nition techniques to find and localize objects in cluttered scenes. With the use of power-

ful RGB-D cameras such as Microsoft Kinect and ASUS Xtion, a number of works have

demonstrated that it is feasible to accomplish object recognition in indoor scenes (Lai and

Fox, 2010) (Lai et al., 2011a) (Lai et al., 2011b) (Attamimi et al., 2010). Training is needed

in these approaches to generate models of the objects and testing is then performed using

RGB-D scans. Although the number of trained objects can be large, e.g. 300 objects, 51 cat-

egories in (Lai and Fox, 2010), it is still not guaranteed that a target on the desk is learned in

advance. Asking a user to collect and annotate data for training should not be a preferred

option. In addition, one challenge to recognize and localize an object on a messy desk is

occlusion. For instance, it would be infeasible to localize a paper under a book given the

current view of the desk. Moreover, the number of objects around us is not very much in

daily life so using a lot of data seems to be unnecessary.

Given that objects usually are moved by human, to detect and track hands is another

feasible solution to understand where the objects are. The hand is a complex object. It has

14 joints which means that the number of possible configurations, make its detection a chal-

lenged task. In the early research, many researchers have constrained the problem through

the use of coloured gloves (Starner and Pentland, 1997),fixed or known backgrounds (Wren

et al., 1997), limited movement or markers (Lockton and Fitzgibbon, 2002). To discard such

constraints, an intuitive method is color-based hand detection (Zhu et al., 2000) which relies

on the fact that human skin is relatively uniform. However, this is not a reliable approach

since hands tend to be confused with other skin-colored objects and there are issues of in-

sufficient lighting conditions. With the depth sensors becomes ubiquitous, hands can be

effectively detected by Kinect sensor (Shotton et al., 2013) and prior work on articulated

hand pose estimation for RGB-D sensors (Qian et al.) (Oikonomidis et al., 2011) (Tang

et al., 2013). It performs well for detecting hands though they all need complicated and

annoying pre- training process. One problem of these methods is that it can not robustly

handle the situation that hands interact with objects since the occlusion and the variety of

manipulation. However, the objects must be put on somewhere after the interaction with

5
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human. Our approach utilizes this idea to achieved objects modeling and searching by fo-

cusing on stable scenes. So we can avoid doing object recognition or analyzing complicated

human-object interaction in dynamic scenes. The experiment can show that the robustness

and adaptability for various objects of our method.
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CHAPTER 3

Approach

T
HIS chapter will discuss the detail of the proposed desk object modeling method.

For achieving usability, it is critical to show all the occluded parts of the scene

as illustrated in Fig. 3.1. Once a new object is put on the desk, its model will

be extracted through proposed method. Even if it is occluded by other objects

in the subsequent frames, the object will be showed by the model extracted before.

In order to provide a straightforward representation of objects to users, the model of

objects should be clean without the influence of hands. As mentioned before, we could ex-

tract the models of object correctly in the stable scene. Object modeling is processed in the

stable scenes while the tracking is activated to find out the moving objects and to record

the trajectories of moving objects in the dynamic scene. For the purpose of determining the

scene is stable or not, the concept of stability of scene is proposed to as a criterion. Through

analyzing the difference of two consecutive RGB-D frames over a period of time, we can

(a) Raw point cloud that many objects are occluded. (b) The scene reconstructed by proposed method.

Figure 3.1. The occluded parts of the scene are indicated by the red arrow.
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Figure 3.2. System overview.

determine a scene is stable or not. In the stable scene, the volume and appearance differ-

ence could be extracted by comparing the current scene with each object models. If the

difference is beyond a range which is set as 0.01m in this thesis, this point is considered to

be a part of changed area. Then, the clustering method is used to group changed parts into

several clusters which represents an object independently. In the dynamic scene, moving

objects are identified by tracking and their trajectories are recored respectively. Combined

with the trajectories from the tracking module, if there is a trajectory ends around a cluster,

a new object will be modeled with the cluster in stable scene and the spatial relation will be

updated through the calculation of physical support. Meanwhile, objects which has been

moved could be updated to the new place with the end position of its trajectory and the

inference of spatial relation.

In this section, we introduce the framework of our system as shown in Figure 3.2. At

the beginning, two consecutive RGB-D frames are compared to determine that whether the

scene is stable or not. If the scene is unstable, the tracking module will be activated and all

the valid trajectories will be recorded. On the other hand, if the scene is stable, the system

will switch to the object modeling stage and the scene will be updated. In the following

sections, we will go through the details of each part.

8
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3.1 THE SCENE STABILITY

3.1. The Scene Stability

To generate the clean model of each object, hands or other manipulators like robot

arms attached on objects must be discarded. Removing these redundant parts is compli-

cated and daunting when skin detection or hand detection are integrated. Through ob-

serving the way that people interact with objects in real world, we found that there must

be some stable moment in which people do not affect the environment. For example, after

we take away a book from the bookshelf, the bookshelf would be stable for a while until

someone interacts with it again. We found that objects in the stable scene is clean enough

to be extracted as the model. So if we can detect the stable scene, the model of objects could

be extracted properly in the stable scene. Based on this discussions, we proposed a new

idea called ”scene stability” to determine the stable scenes.

Figure 3.3. This is one of chart about stability of scene from our experiments, in
which x-axis represents frames and Y-axis represents the number of moving points.
It could be found that a book usually has a high peak; while a small accessory like
stapler(the one from far right in the chart) has a low peak.

The scene stability is a metric to measure the variation of a scene in a period of time.

A scene is stable means that objects in the scene are not moved. Once the stable scenes

could be identified, we can focus on these stable scenes to extract the new objects without

influence of hands or other manipulators. The depth difference between two consecutive

point clouds is computed to determine the scene stability. The points in previous point

cloud are set as reference to find a corresponding point in the current point cloud which

has the minimum distance from it. To take the sensor noise into account, the distance of

9
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the point pairs should be under 0.01 m according to our observation if that object is static.

Otherwise, the point pairs should be a part of a moving object.

Instead of analyzing the dynamic scene, the stable periods/states of the monitored

scene are detected and used for accomplishing the task. In a stable state, the objects on

the desk are stationary where there should be no external force. The positions, shapes and

appearances of the objects should be stationary enough for modeling. The stability of the

scene is computed based on the assumption that there is a short time period between every

move, where each apparent peak represents that there is an object moved by the user. The

hard threshold is set as 100 moving points based on the analysis as illustrated in Fig.3.3. If

the moving points in a sequence of frames are less than threshold, it is considered in stable

state. Practically, we use time window of 2 sec to make sure that the scene is really stable

instead of only considering a single frame to enhance the robustness.

3.2. Objects Modeling in Stable Scene

Based on the discussion above, the object modeling should be processed in the stable

scene to get a clean model without the occlusion. The task of object modeling includes

two things, one is to model the new object and another is to update the objects which have

been moved. Once a new stable scene is detected, the changed parts could be found by

comparing the differences in volume and appearance between the current stable scene and

all the objects which have been modeled. If the depth information is same as previous

stable state at the same location, we can not determine whether there changes or not. For

instance, if an envelope is put on a book, the depth information would not change because

the resolution of the sensor could not afford to detect. Therefore, appearance should be

considered to extract these kind of objects whose volume is indistinguishable. After all

the changed parts are found, they will be clustered to several clusters. A cluster which is

indicated by the end position of a trajectory without associating to existing object will be

the model of new object. On the other hand, an object which has been moved is updated

by translating its model to the new place which is indicates by an associated trajectory.

For both cases, the spatial relation between an object and its supporter will be updated

according to the method in 3.3.3.

The clustering module for handle noise and group points into meaningful object is

introduced. After we got the volumetric difference and appearance difference, we merge

10
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3.2 OBJECTS MODELING IN STABLE SCENE

(a) The color image. (b) The depth image. (c) The result of clustering.

Figure 3.4. The result of clustering which each object is marker with different color.

them into one point cloud and then use the clustering method to split it into many in-

dividual objects as illustrated in Fig. 3.4. The metric of clustering is Euclidean distance

which we set 0.01 meter in this work. Since the RGB-D camera measurements often con-

tain noises around the object boarders/boundaries, even two consecutive stable frames

may have depth differences around the object boundaries. Thus the result from comparing

two stable scenes does not only contain the points of new object but also noises. To cope

with noise problem, we cluster points in the same group if they are close enough in Euclid-

ian distance (Rusu, 2010). In this work, the value for clustering is set to 0.01 meter. So there

should be several groups c1, c2 . . . cm. According to our observation, the result from noise

is not centralized in a region but fairly well distributed. So the size of cluster from noise is

relatively smaller than real moving objects. We can discard the noise parts by checking its

size effectively.

Algorithm 1 Clustering Algorithm.

Require: Given an point cloud p1, p2 . . . pn ∈ P;
1: Create a Kd-tree for the input point cloud P;
2: Create an empty list of clusters C and a queue of the points which need to be checked

Q;
3: for i = 1, . . . , N do
4: Add pi to the Q;
5: for pi ∈ Q do
6: Search for the set K of point neighbors of pi in a sphere with radius r ≺ dth;
7: For every neighbor point of K, check if the points has already been processed , and

if not add it to Q;
8: end for
9: If all points in Q has been processed , add Q to the list of cluster C, and reset Q to an

empty list;
10: end for

11
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3.2.1. Volumetric difference

Most objects have obvious volumes that can be detected easily by ASUS Xtion Pro

sensor. The segmentation method for this kind of objects is intuitive, whose main concept

is comparing current 3D stable scene with all stored models of objects by their spatial dif-

ference. Practically, the whole first-come-in frame would be set as the first model. The

current stable scene is retrieved from the sensor, while the reference scene is represented

by several object models which has been modeled before. The segments of object in point

cloud format represent the static objects in current scene, which are taken as a reference

for the following segmentation process. In other words, all the objects which have been

modeled compose the previous stable scene. Every time a stable scene is detected, the de-

tected scene would be compared with every existing object model sequentially. If a point

in detected scene is close to a point in one of models, it will be considered a part of existing

static objects and discarded. Every point in detected scene will be compared with every

model iteratively to found the volumetric difference. The reason that not comparing two

stable scene but comparing scene with models is that if the current scene has been moved

so that the previous occluded parts could be disclosed, and the occluded parts would be

taken as difference since the previous scene don’t cover this parts. By this scene-to-model

comparing, we can make sure that every found difference is real changed parts.

3.2.2. Appearance difference

As mentioned before, our proposed method depends on volumetric difference be-

tween two stable scene(the reference scene is represented by several object models). The

main limitation is that if the volumetric difference is not significant(e.g., an envelope on a

book), it can not be distinguished only by comparing volume. So to cope with this problem,

appearance information should be taken into account. To enhance robustness to lighting

changes, we use HSV color space instead of original RGB space. Because HSV separate

image intensity and color information, the hue component which represents only color

information in HSV space is used as the metric to comparing appearance.

The detail of comparing appearance is described below. The current stable scene

is split into several clusters by clustering method mentioned before. The ICP algorithm

would be adopted to estimate the translation between these clusters and existing objects.

The existing objects which has the max Fitness score is considered the same as that cluster.

12

NGNGNGNGNG ININ SIN SIN SINN STABTABABABABLE SLE SLE SLE SLE SCENCENCENCENCE EEEEEE

by ASASASASASUSUSUSUSUS XtXtXtX ioioion Pn Pn Pn Pn rororororo



3.3 OBJECTS TRACKING IN DYNAMIC SCENE

Then, if the difference in hue component for each point pair exceeds a threshold, the point

is thought a part of appearance differences. Finally, the result from appearance compari-

son is filtered by clustering method, so the points from object with undistinguished volume

could be grouped into a meaningful object.

3.3. Objects Tracking in Dynamic Scene

With the concept of stable scene, most objects can be extracted from cluttered scene

easily and efficiently if the volume or appearance of them could be differentiated. How-

ever, there are some objects which are hard to be distinguished only by comparing two

stable scene. For such object, the difference is little in stable scene but the motion is ob-

vious while people are moving it. So we should use this motion cue to help us deal with

such objects. Besides, we not only handle putting a new object on the desk but also moving

the objects which are already on the desk. Using motion cue is also important and helpful

for understanding which object is moved and where it is moved. Therefore, the tracking

module is activated in dynamic scene to trace locations of each moving object in scene. The

goal is to find the correct moving object and its trajectory. The end position of trajectory

indicates the destination of an object. This information is used at the object modeling stage

to model the objects with proper position. As mentioned before, it is hard to differentiate

the objects without obvious volume. The spatial relation is used to help find the correct

data association when an object is moved. Assume that the actions which could collapse

the structure of objects are not considered, an object could not be moved until the object

above it is moved. In other words, the object on top has high priority to be moved. We can

find the correct moving object by checking whether there is another object is on it.

In this work, the tracking algorithm in object level is adopted to establish trajectories

for moving objects. Fig 3.5 shows one of the tracking example which different moving

objects are represented by different colors. After the raw data is transformed to object level

by clustering, we can use the centroid of objects as representative. The tracking is solved

by Global Nearest Neighbor Method (GNN). The GNN method is thought as assignment

problem which aims to find a minimum distance matching in a bipartite graph that has

two disjoint sets: objects in the previous frame and observations in the current frame. The

classic Hungarian algorithm is adopted to get the optimal solution here. The effectiveness

of this method is demonstrated in the later experiment part.
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3.3 OBJECTS TRACKING IN DYNAMIC SCENE

(a)

(b)

(c)

(d)

Figure 3.5. A sequence of tracking result is illustrated from (a) to (d). The left image
is color image while the tracking result is showed on the right.
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3.3 OBJECTS TRACKING IN DYNAMIC SCENE

3.3.1. Filtering False Matching

Since the tracking is doing in the object level, the representative of objects in com-

putation is a critical issue here. An intuitive choice is the centroid of object. However,

there is a problem for using the centroid of object, which the centroid of object is not only

changed by motion but also the variation of size. According to this attribute, we should

differentiate whether a change of centroid is really caused by motion. In order to solve this

problem, we observe the data and conclude the causes of the variation of object size. First

one is the limitation of view field. For instance, an observation would be broken when it

is sensed by sensor first time and become complete when it moving to the ideal sensing

range. The variation of size caused by this reason is so abrupt that we can design a new

cost function which involves the size constraint to solve this problem. The second reason

is caused by occlusion. There is a strong possibility that the static objects will be occluded

by moving object in the desk environment. The size of object will be changed caused by

occlusion so it may be mistaken for moving objects. The variation of size owing to occlu-

sion is too smooth to solve by designed cost function. To avoid the false detection for static

object as moving object, the static objects will be checked before doing the tracking mod-

ule. All points in each observation will find a closest point from all existing objects as its

corresponding point. If a point is close to its corresponding point, which means that the

Euclidean distance between this point pair is within a threshold(0.01 meter in this work),

it is regarded as a static point. An observation whose proportion of static points is over 70

% among all points will be considered a static object and will not be involved in tracking

process.

3.3.2. Global Nearest Neighbor Method

The Global Nearest Neighbor method (GNN) is a simple but effective method for data

association. This method handles the input data in a sequential way and only maintains

a single hypothesis. When new data are coming, the goal is to find the most likely as-

signment of observations to existing tracks and to the new tracks created in that moment.

The definition of a solution for observation-to-track association is the critical issue in GNN

method. It is typically addressed through the solution of an assignment matrix. An exam-

ple of the assignment matrix is illustrated in Table 3.1. Note that it not only includes the

assignment of observations to tracks but also assignment of observations to the new tracks.

15

IN DIN DIN DIN DIN DDYYNAYNAYNAYNAYNAMICMICMIMIMI SCESCESCESCESCENENENENEEE

of ooooobjbjbjbjbjecececee tstststs ininin cococococ m-m-m-m-m-



3.3 OBJECTS TRACKING IN DYNAMIC SCENE

The value in the matrix is computed by cost function, while the prohibited assignments,

which is failed the gate test, are denoted by X .

Table 3.1. An Example of Assignment Matrix

Observations
Tracks O1 O2 O3
T1 15 X X
T2 3 8 X
New track 1 X X O

The trivial cost function only include the distance between observations and tracks.

As the hands are involved in the moving process, an unwilling situation may happen,

which a detection of hand holding object is linked to an empty hand in the previous frame.

In this case, the position at which the hand showed at the first time is regarded as the start

position of the object. To solve this problem, the cost function should not only include the

distance but also the difference of the size between observations and tracks. The proposed

cost function in (3.1) contains two terms. The term di j represents the distance while the

term Si j stands for differences of sizes. The idea is that the size of observations between two

consecutive frames which are regarded as the same object must be almost equal. One of the

results which separates the empty hand and hand holding objects into different trajectories

is showed in Fig. 3.6.

Ci j = α ×di j +β ×Si j (3.1)

Then, the goal is to find the solution which achieve the maximum number of possible

assignments and minimizes the total cost, given the maximum number of assignments.

The assignment problem can be represented as follows:

Given the matrix of elements wi j, find X = {xi j} such that

C =
n

∑
i=1

n

∑
J=1

ai jxi j (3.2)

which is minimized subject to:

∑
i

xi j = 1,∀ j (3.3)

∑
j

xi j = 1,∀i (3.4)
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3.3 OBJECTS TRACKING IN DYNAMIC SCENE

(a) The color image before the book is put down. (b) The tracking result before the book is put down.

(c) The color image after the book is put down. (d) The tracking result after the book is put down.

Figure 3.6. An example of the case which successfully splits the empty hand and
hand with object into different tracks.

An optimal solution allows the xi j to be either 0 or 1. In the tracking, the xi j elements

are the observations-to-tracks pair to be found while the wi j elements stand for the cost

of every observation-to-track pair. The total cost is that which is to be minimized. One

possible solution can be found by trivial enumeration but there are other more efficient

methods, such as Hungarian algorithm which was introduced by Harold Kuhn in 1955

(Kuhn, 1955). The Hungarian algorithm is a combinatorial optimization algorithm in poly-

nomial time. It has been proved that the solution is optimal. The procedure of explanation

for this algorithm is as follows:

Step1: Find out the minimum element in every row and subtract this minimum value from

all the elements in the respective row.

17
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3.3 OBJECTS TRACKING IN DYNAMIC SCENE

Step2: Like Step1, subtract the column minimum from all the elements in the respective

column.

Step3: Cover the zero elements with the minimum number of lines.

Step4: Add the minimum uncovered element to every covered element. If an element is

covered twice, add the minimum element to it twice.

Step5: Subtract the minimum element from every element in the matrix.

Step6: Cover the zero elements with the minimum number of lines. If the number of lines

is not equal to number of rows, go to step 4.

Step7: Choose the zero element where each row or column has only one selected as the

assignment.

Through solving the assignment problem in each frame, we can get an optimal so-

lution for observation-to-track matching. The observation which can not be assigned to

existing tracks will be regarded as a new track and used in the subsequent frames. And

the existing tracks which is not matched with any observation will be regarded as missing.

In our system, if a track is missing continuously for 2 seconds, it will be removed from the

tracking system.

3.3.3. Establish Spatial Relation

As we stated before, People could not only put a new object on the desk but also

move an object which is already on the desk. If we take this situation into account, there

are more issues should be concerned. One of the issues is that how to know that which

objects have been moved. An intuitive solution is using object recognition technique to

identify each object and update its location in database but object recognition needs priori

preparation and occlusion may cause mistake. Besides, objects with similar appearance are

hard to be distinguished by recognition technique. In our scenario, the desk environment

will be kept under surveillance so each location of object can be tracking continuously by

3D multiple object tracking. Nevertheless, as the data retrieved by RGB-D camera presents

in surface, the position in z-direction tends to be confused easily. An evident example is

that if we put a sheet of paper above another paper, it is hard to differentiate them with

depth information. So indistinguishable depth data could cause the wrong data association

for multiple objects tracking. The challenge here is how to differentiate the objects with

insufficient depth data. To solve this problem, we assume that object could not be drawn
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3.3 OBJECTS TRACKING IN DYNAMIC SCENE

Figure 3.7. The figure is to show how to find the objects under the green object.

directly if there are something above it, which means that people must move the object on

top first. Based on this assumption, the relation between objects like object A is above object

B has to be maintained over time. In stead of maintaining this relation during tracking, a

more efficient method is establish this relation in the stable scene when the location of

object is confirmed.

There is a simple example to explain that how to establish the spatial relation between

objects in Fig. 3.7. The green object is processed to update its location as well as the rela-

tion between itself and others. The new location is updated according to the result from

tracking. Once the new location of green object is confirmed, we have to find the objects

below it to establish the spatial relation for green object. Several points of green object are

sampled. Each point searches its closest point along the normal of ground toward the bot-

tom as illustrated in Fig 3.7 where the red arrow indicates the searching direction. Then the

objects which involves these found points are regarded as the objects below green object.

In this example, the yellow and the blue object are the objects which are found below the

green object while the orange object represents desk which could not be moved. In the

beginning of an object being moved, the possible object in the database is first found ac-

cording to its location. Then if there is nothing above the found object, it will be initialized

as a new tracker. On the other hand, based on our previous assumption, we will look up
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3.4 DESK OBJECT SEARCH

upward until the top object and it will be the new tracker. The spatial relation is proved to

be effective for establishing correct data association in the experiment section.

3.4. Desk Object Search

Compared to the standard search problems, our search problem is easy in terms of

the number of objects to search. In this work, we focus on designing a user graphical user

interface in which a user can browse all modeled objects and query object’s spatial and

appearance information. The interface of our desk object search system is as illustrated in

Fig. 3.8. There are three basic parts in our designed interface. The models of the objects on

the desk are shown in which the current configuration of the desk is displayed. The object

list is represented using the photos of the objects at the bottom. The items in the object

list are allocated dynamically when a new object enters the scene. The top left part shows

the RGB image which Xtion sensor is capturing currently while the current 3D model of

the scene visualize at the top right. Once the scene is stable, the new object is segmented,

modeled and showed on the top right part of the window. For querying, users just need

to click the ”Find” button of the object they want to search. The 3D model of the selected

object is highlighted with yellow color, which provides an intuitive and noticeable display.

Furthermore, the visualization of the models of the objects are done using a 3D point cloud

viewer based on the Point cloud library (PCL), which could be zoomed in, zoomed out and

change the perspective.
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3.4 DESK OBJECT SEARCH

Figure 3.8. The interface of the desk object search system. A user can click the
”Find” button with the photos at the bottom which corresponds to an object on
the desk. The top left is the RGB image of current scene; while the top right is the
visualizer that shows the 3D models in which the user’s query object is indicated
with yellow color.
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CHAPTER 4

Experiments

I
N this section, the experiment setting, the test scenarios and the results of the pro-

posed approach are described. The system is run real time which could be demon-

strated as a feasible application. A variety of the desk objects such as books, en-

velopes, pencil boxes,scissors, and staplers are tested and many different interac-

tion way with objects are tested in our experiments too. Both the successful and failure

cases are analyzed and explained objectively and clearly.

4.1. Experiment Setting

An Asus Xtion PRO LIVE camera is placed on the bookshelf to monitor the desk as

illustrated in Fig. 4.1(a). The captured frame peR second is around 30. The resolution of

a RGB-D image is 320 240. The detected depth resolution is 100 um. The horizontal and

vertical field of view for converting a RGB-D image to a point cloud are 1.02259993 and

0.79661566 respectively. The distance between the RGB-D camera and desk is about 0.8 me-

ter. As the closest sensing range of Xtion is around 0.5 meter, the upper bound of the depth

information is about 0.3 meter above the desk. The input data of the proposed system are a

series of RGB-D images ordered by time, and all the RGB-D images are transformed to 3D

point clouds with RGB. The different objects with various sizes and thicknesses are used

to test the capability of our approach. In addition, the position of the objects are decided

arbitrary while the occlusion is created intentionally for demonstrating the feasibility of

the proposed method.



4.2 TESTING SCENARIO

(a) Setting of experiment. (b) Scenario of use.

Figure 4.1

4.2. Testing Scenario

In our test scenario, the scene which is captured when the system turns on is treated

as the background which means that all objects in the scene will be regarded as one object.

Then users can put a new object into the sensing range from arbitrary direction as usual

way like Fig. 4.1(b). After the object is placed in the scene, its photo will be taken when

scene is stable. The photo of the object is used as the icon in our desk object search user

interface. There are two limitation for our system. First is that the motion should be slower

than 5 cm per second because the hardware limitation when we applied it real time. Sec-

ond, both hand can manipulate objects simultaneously but a hand is restricted to take one

thing at a time. Because when holding multiple objects, there are too much occlusion to

distinguish how many objects are moved. It is a difficult case that we could not handle

well yet. Furthermore, moving an object on the desk to a new position is allowed in our

system.
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4.3. Result and Analysis

One of our testing dataset is shown in Fig. 4.2. The whole process from the first object

appearing to the last object put on the desk is depicted. The figure is shown from top to

down and left to right, each column includes a photo of the new-coming object below and

the corresponding model when it is put on the desk.

Figure 4.2. One of our testing data set includes 16 different objects. The order of
objects coming into scene is from top to down and left to right. Each column repre-
sents an object with its corresponding model. The third of the first row is the case
of a letter/envelope; while the rightmost of the third row is the case of a scissor.

The obviously simple cases are rigid objects with large volumes. The common exam-

ples are books which can be simply differentiated using depth measurements. Background

subtraction achieves excellent segmentation as depicted in Fig. 4.3. The dense point cloud

with RGB provides users a good connection between the real world and the virtual models.

Even though the books are stacked up, the segmentation of each book is clear and without

affection by each other.
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4.3 RESULT AND ANALYSIS

(a) RGB images of objects

(b) The process of stacking books from left to right

Figure 4.3. The RGB images of the book stack in different times are shown in (a)
from left to right. The corresponding models are shown in (b). The occlusion part
is still clear in our models.

In the following two cases where the segmentation performance degenerates signifi-

cantly due to the object without evident volume or thickness are discussed. The volumes

of common accessories are not as large as books. Their appearances and shapes are usu-

ally irregular. An example of a scissor is shown on the far right of the third row in Fig.

4.2. The challenge here is that the depth information of the small object is not as obvious

as books for splitting it from background. However, the proposed method still provides

a satisfying segmentation result. In spite of the fraction of boarder, the whole appearance

is distinct enough for identification. It shows that our approach is not only for the objects

with remarkable volume but also for small objects. The experiment constructed the thin

object case as illustrated at third one from left of the first row in Fig. 4.2. There are a let-

ter/envelope moved by a user and one stack of books above the desk. When the letter was

put on the books, the depth information is not sufficient to segment it. So the background

subtraction in 3D could not properly split them with depths. However, combined with the

concept of appearance difference ,the issue is solved using the approach described in the

previous section.

The applicability for different size object of proposed method has been show above.

Beside the experiment to show the utilities of different size of object, multiple interaction
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(a) (b) (c) (d)

Figure 4.4. A sequential color images of an example which an object is moved at a time.

(a) (b)

Figure 4.5. The result of experiment for moving an object. (a) is the whole scene
before moving, while the outcome after moving is showed in (b).

manners with objects are also discussed in the following paragraph. The proposed method

can not only deal with putting an object on the desk but also moving the object on the

desk to a new position. As showed in Fig 4.4, it is an example that moving an object at a

time. The blue book on the top of stack is moved from the right side to the left side and

is put on the black cardcase finally. Each point cloud of object is segmented when they

are first place on the desk. Fig. 4.5(a) shows the 3D point cloud before the blue book is

moved while the 3D point cloud before moving is showed in Fig. 4.5(b). The point cloud

of blue book is translated above the black cardcase precisely from the top of right stack

after the whole moving course. The tracking module traces the trajectory accurately and

excludes the influence of hand. This is a simple case that moving only an object without

any occlusion on target object, which is one of the common actions in our daily life. It

proves that the proposed method can handle the moving case correctly.

Next, we will show some more challenged cases like moving multiple objects at a

time. It is more difficult because the serious occlusion may happened like fig. 4.8(c) and

the top and down relation is more complicated as multiple objects should be considered

simultaneously. Based our observation, there are two common actions of moving multiple

objects at a time happened in the desk environment. The first case is that put an object to
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 4.6. A sequential color images of an example which an object is put to the
middle of a stack.

the middle of a stack. As illustrate in Fig. 4.6, the goal is to put the green book on the right

side to the middle of stack on the left side. To achieve this purpose, the blue book must

be picked up before the green book is placed to its destination. The final and the original

state are showed in Fig. 4.7 respectively. The tracking module will trace all the moving

objects and record their trajectory while the objects are being moved. When the scene is

stable, which objects are moved is confirmed according the information of trajectory and

the system could understand that there is nothing new to be put in the scene although there

are differences in volume and appearance. We can find that the green book is under the

blue book correctly after processed by our system and the number of objects are the same

as original state.

Another case of moving multiple object is taking out an object which is under another

object. The green book is taken out from the bottom of the blue book to the right hand

side as illustrated in Fig. 4.8. The proposed tracking combined with the concept of top

down relation could effectively help find the correct target object under the severe occluded

condition. The 3D point clouds before and after moving are showed in 4.8 respectively. It

demonstrates that the proposed method can handle the occlusion by the spatial cue.

One of the challenged case which is mentioned before is about objects which have

less information in depth such as paper. The difficulty is that if two paper is placed to-

gether(one is above another), the pure information from z-direction is not sufficient for
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(a) (b)

Figure 4.7. The result of experiment for moving a book to the middle of a stack. (a)
is the scene before moving, while the outcome after moving is showed in (b).

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 4.8. A sequential color images of an example which an object is taken out
from the bottom of another object.

(a) (b)

Figure 4.9. The result of experiment for taking out an object from the bottom of
another object. (a) is the scene before moving, while the outcome after moving is
showed in (b).

differentiating which one is moved. An experimental result is showed in Fig. 4.10(b). In

the original state, there are two sheets of paper are placed together and their 3D point

clouds are segmented when they are first place on the desk as illustrated in Fig. 4.10(a).

In this experiment, the paper at the bottom is moved to the left hand side as illustrate in
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(a) (b)

Figure 4.10. The result of experiment about paper. (a) is the scene before moving,
while the outcome after moving is showed in (b).

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 4.11. A sequential color images of an example of moving two sheets of paper.

Fig. 4.11. It is also a case of moving multiple objects since the paper on top must be moved

first. Owing to the up an down relation between paper, we can understand that the yellow

paper should be taken before the paper at the bottom. With this prior knowledge, each

paper could be tracked properly.

There are some much difficult cases that we still can not solve with the proposed

method. One is the appearance of object is changed such as opening a closed box and

putting a ball in it. Since the information of the resolution of depth is not sufficient for

spiting the box and the ball in it into two objects. It is hard to check the ball is in the box or

not. In addition, to model the in and out relation is much more complicated, so it is still a

limitation for our system. Another difficult case is that directly drawing out a book from

the middle of a stack without moving the books on top in advance as illustrated in the

Fig. 4.12. In each image, different color represents an independent object from the result of
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clustering. We can find that almost all objects are clustered to one because they are indeed

connected in some parts. Moreover, the collapse happens too fast to be tracked in the object

level in real time. A possible solution is ICP with the color information which we may try

in the future work.
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(a)

(b)

(c)

(d)

Figure 4.12. A failed case which a book is directly drawn from the middle of stack.
The left side is the color image while the point cloud is depicted right side. Each
object from clustering is marked by one color.
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CHAPTER 5

Conclusion and Future Work

I
N conclusion, to solve the problem of finding objects on the desk, we have proposed

a approach to effectively model objects with its location and appearance with a

static RGB-D camera based on the concept of scene stability. The inference of spatial

relation is proposed to handle the data association for thin objects. In addition, a

variety of the desk objects ranging from large objects such as books to small or thin objects

such as envelopes and scissor are successfully detected, segmented and modeled as well

as many different ways to manipulate objects are tested for the feasibility. In the end,

a system with friendly and intuitive user interface is implemented in real time and it has

been demonstrated to be suitable for practical use. For the future work, more manipulative

ways would be considered and solved in order to achieve a better performance and more

practical in real life. We will try to exploit and enhance the performance in real time to

loose the constraint on utilization. Furthermore, with the rise of wearable device, it is in

our interests to extend this work to other scenarios using moving or egocentric RGB-D

cameras.
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