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ABSTRACT

In order to relieve media bias problem and selective preference problem, we aim at
developing an intelligent system to classify the stance of Chinese news article on
several controversial topics. We proposed a simple and efficient approach which can
incorporate the information of unlabeled news corpus and the information of training
data to merge similar features. In our approach, features were divided into two sides
according to initial training process, and word2vec tool was utilized to produce
auxiliary vectors for each feature. Finally, fast community detection algorithm was
applied for clustering similar features. Experimental results show that our approach
outperforms raw features and common dimensionality reduction techniques in most

cases.

Keywords: stance classification, stance classification on Chinese newspaper, feature

clustering, natural language processing, machine learning.
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Chapter 1  Introduction

1.1 Motivation and Overview

Online news website has become prevailing in past years, and there have been lots
of readers taking online news as their main news source because it is free and fast.
However, not only media sometimes expresses its own ideological stance (media bias
problem), but also readers tend to select what they want to read (selective preference
problem). It is possible that news readers usually absorb information only from one
standpoint, and this phenomenon may lead to people misunderstanding important issues
or even raising confliction between the people. Changing the stance of media is difficult,
but altering the way of displaying news may relieve this problem. Our research aims at
building an intelligent system which can classify the stance of news in controversial
topics. With this system, we can divide news into several groups with different stance,
and then automatically deliver news with different stance to readers. We believe in this
way, readers can receive multi-viewpoint information more easily to understand
important issues in their countries.

We collected news articles of 7 controversial topics in Taiwan from 7 online new
websites, and we built a website to annotate the stance of 1177 news articles for 4 topics.
After labeling stance of news articles, we extract informative features from the content
of news article, and we discovered that neutral word in dependency features plays an
important role for classifying stance in news domain. In order to improve performance
of stance classification and to reduce dimensionality to avoid overfitting in such small
data condition, we propose a simple and efficient approach which can not only

incorporate information from unlabeled news corpus to merge features but also consider
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the label information of training data to avoid merging features from different stance.
Experimental results show that our approach outperforms original raw features and

other common dimensionality reduction techniques in most of cases.

1.2 Problem Formulation

Definition 1. Stance Classification Problem.

Given an article d of certain controversial topic, and a stance statement .8 related
to this topic, the goal is to answer whether this article d “agree”, “oppose” or
“is neutral to” the stance statement .s.

We take an example for illustration. Suppose d is an article persuading people in
Taiwan to sign Cross-Trait Service Trade Agreement with China government, and the
stance statement .8 is “Taiwan should sign Cross-Trait Service Trade Agreement with
China”, then our goal is to create an intelligent computer program to answer “agree”.

In our research, we conduct stance classification on Chinese news article, and we
simplified the stance classification problem to a binary classification problem to only

answer “agree” or "oppose". Details will be shown in Chapter 3.



Chapter 2 Related Work

Classifying the stance of a post is a relatively new opinion mining problem, and
there has been a growing body of works trying to tackle this challenging task. As stated
in [5], previous works mainly cover three different kinds of settings: (1) company
internal discussion [12] (2) congressional debates [9][10][11] (3) online social and
political debate forum [1][3][4][5][6][7][8]. Debates in online forum differ from debates
in congress and in company, online debaters often using emotional and irony language
to express their opinions, and they also have strong personal belief in some of topics.
These properties make debate-side stance classification more challenging. However,
most of works are in debate-side stance classification due to the growing available data
in popular online debate forums**.

Instead of covering above three different settings, our work aims at doing stance
classification in online Chinese news article. We believe that correctly classifying stance
of news article can help deliver news with different viewpoints.

Most of previous works extracted discriminative features from posts, and utilized
supervised machine learning techniques to train a stance classifier. Bag-of-word,
n-grams, statistics of repeated punctuations, cue words, and quotations features were
used as basic features. Besides, polarity-target pair features, full pair features and other
variants of dependency features were generated from dependency parsing tree as
advanced text features [1][2][3][4][6][11][14]. Frame semantic features were also

created to enhance the prediction performance [1][8]. However, bag-of-word feature has

! http://www.convinceme.net/
2 http://www.createdebate.com/
* http://www.4forums.com/



been shown as a strong baseline, and most of advanced text features can only improve
around 3-7% accuracy.

Besides above text features, recent works have shown that utilizing debate-specific
information can largely improve the prediction performance. Debate-specific
information is 3-folds: (1) thread of debate posts: Online debaters reply or rebut to
previous debater’s posts, which forms a tree-like structure in a debate thread. Because
80%-90% responses are against previous posts, User-interaction Constraints were used
to enhance prediction performance in [6][7]. (2) Author information: Debaters usually
held same stance in a debate thread or even in whole website, and debaters with similar
stances in domain A can be a message to having a similar stance in domain B. In [5][7],
the researchers employed these information as Author Constraints to achieve better
prediction. (3) Rebuttal links: Debater can explicitly claim to rebut previous post in
some online forums. Accompanying with author information, a post-to-post graph was
built [5], where each node represents a post, positive edges represent two posts with
same author and negative edges represent explicit rebuttal links. This graph-based
approach has been shown to be effective in stance classification.

Although these debate-specific properties provide plentiful information, news
articles are not dialogic and the authors of news may not express their stance explicitly
while considering the ethics of journalism. Lacking of debate-specific information, our

work aims at improving prediction performance from only text information.



Chapter 3 Dataset

3.1 Data Collection

We crawled around 240,000 pieces of news and comments from 7 online news

websites in Taiwan**°"8%1°, 7852 articles of 7 controversial topics were collected if the

article contains topical keywords for more than or equal to 3 times. Statistics of articles

before annotation and the keywords of each topic are also listed in Table 1.

Topic Keywords #Doc
Pre 8 % 5k Jf*:— ‘Jf*‘ iz e PR R R v | 3206
Pn B 2R F e LR S e F 2R F P
Poae ~ 1R~ B P PR s P P
/4“5 )%-Pﬁijz-”’%f%‘,i; FRE ~ PRIZF 5 2233
3R
pod AT R pd EARTHEE -THER LR 375
cAET ARAE LR | 22 EARAP 384
RS Sl 5 AR RO HHFET B B 2ER - 2 iEfE| 526
FAD o B BEE BRSO B IS R
B R TR R ERE
PR FTARSR | AAIF CARET C RMET A 914
FRARBHEF R EREB® -V RAE 214
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Table 1. Number of news articles and the keywords of each controversial topic
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3.2 Data Annotation

After crawling articles from online news website, we built an annotation website to
annotate the stance of each selected article. Due to time constraints, only some of
articles were selected to label the stance. For each selected article, there are 3 questions
to answer (1) Format validness: Are there lots of encoding errors or advertisement text
in article, or is there any paragraph missing in this article (valid/invalid)? (2) Relevance:
Is this article highly relevant to this controversial topic (relevant/irrelevant)? (3) Stance:
What is the overall stance of this article toward the statement (agree/oppose/neutral)?

Each article was annotated by two different annotators, and it was removed when
being annotated as invalid or irrelevant. If one article was firstly annotated as
valid(relevant) but was secondly annotated as invalid(irrelevant), then this article will
be annotated the third time to decide the final answer. The flow of annotation is shown
in Figure 1.

After removing invalid and irrelevant articles, we calculated stance scores to
determine stance of each article. Stance agree, neutral, oppose have scores +1, 0, and -1
respectively, and the final stance of an article is agree, neutral and oppose when sum of

scores is >0, =0 and <0 respectively.

|

; valid relevant
Valid Relevant stance 1st
format? ? annotator
Invalid (dropped) irrelevant (dropped)
done Relevant Valid nd
€< stance < 5 < f N 2
: ormat: annotator

Figure 1. The flow of annotation



3.3 Data Observation

We have 739, 116, 128, 194 news articles in topic 1, 2, 3 and 4 respectively and
inter-annotator agreement coefficient (Krippendorff’s alpha coefficient o [15]) is
shown in Table 2.

We can observe that there is a major stance class in most of topics, which means
media may be biased toward certain stance, which could lead audience to only absorb
information from one side. As a consequence, it is crucial to build an intelligent system
to detect the stance of news article so that we can relieve this problem by delivering

news article with different stances.

topic stance statement agree neutral oppose total a
1 M & TIRIEE b AR 201 (27.2%) | 145 (19.6%) [ 393 (53.2%)| 739 | 0.616
2 |MEiTh ¢ 5T EFE | 49 (42.2%) | 13 (11.2%) | 54 (46.6%) | 116 | 0.612
3 cEET 2R 29 (22.7%) | 19 (14.8%) | 80 (62.5%) | 128 | 0.594
4 SR RAEANET | 25(12.9%) | 43 (22.2%) | 126 (64.9%)| 194 | 0.716
Total 304 (25.8%) [220 (18.7%) | 653 (55.5%) | 1177 | 0.654

Table 2. Number of news articles in each stance and Krippendorff’s alpha coefficients
for each topic.

However, because there are too few articles with agree or neutral stance for
training a classifier, we merge neutral stance to agree stance to simplify original task.
Agree stance is actually the combination of agree and neutral stance but we still call it
agree stance for convenience. In such way, we can have a data-balanced binary

classification task. Besides, for better presentation, we abbreviated topic 1to 4 as FR ¥,

pis, #2, J# inthe rest of paper. The summary of our data is shown in Table 3.



tOpiC stance statement agree oppose total
1 Bk TIRIAT B Bk (RT) 346 (46.8%)| 393 (53.2%)| 739
2 | BEiad EATEREN (BE)| 62(534%) | 54(46.6%) | 116
3 oA EET FRER (F2) 48 (37.5%) | 80 (62.5%) | 128
4 cEPERERARET (BF) 68 (35.1%) | 126 (64.9%)| 194
Total 524 (44.5%)| 653 (55.5%)| 1177

Table 3. Number of news articles in each stance after merging neutral stance to agree

stance, and the abbreviation of each topic.




Chapter 4 Methodology

In our research, we utilized supervised learning approach to reach our goal, and we
selected logistic regression classifier (maximum entropy classifier) as our classifier,
which is shown to be effective in many sentiment prediction task.

In next three sections, we firstly demonstrated how to extract informative features
from news articles, and secondly we reviewed several common dimensionality
reduction techniques as our baseline. Finally, we proposed a feature merging approach
to improve performance of stance classification, in which information of unlabeled

news corpus and information of training data were considered.

4.1 Feature Extraction

4.1.1 Word-based Feature

Bag-Of-Word

Bag-of-word feature is one of the simplest but useful features in many natural
language tasks. We simply count the occurrence of each word in a document as our
feature, but we only allow the words with NN(noun), NR(proper noun),
AD(adverb), VV/(verb), VA(adjective) and JJ(other noun-modifier) part-of-speech
tags.
N-grams

N-gram is originally used to estimate the likelihood of a sentence by
conditional probability. Here we use concept of N-grams to extract features from
document. We count the occurrence of consecutive 2 and 3 words in a document as

our feature, so we call them Bi-Word and Tri-Word feature respectively. Similar to
9



bag-of-word feature, we only allow the word sequence where the part-of-speech

tag of at least one word is NN, NR, AD, VV, VA, and JJ, and none of them is

PU(punctuation).

Besides, we take BOW, BiWord, TriWord as the abbreviation of bag-of-word
feature, Bi-Word feature and Tri-Word feature respectively.

4.1.2 Dependency-based Feature

Dependency is the notion that words are connected to each other by directed links,
and verb is usually taken as the center of clause structure. Dependency parsing has
become an important natural language task, because its result provides dependency
information between word and word in a sentence, which is very useful for many
natural language tasks.

In order to illustrate how we use dependency relation as features, we first formally
define some necessary notation.

Definition 2. Dependency Relation

A dependency relation r = (wy, wy, tp, tj,d) is a direct link from wy to wy
where wy, is head word (usually verb), wy is dependent word, and d € D is type of
dependency relation. The type of dependency relation indicates the syntactic relation
between wj;, and wg, and the set of all possible dependency relation types are
manually defined in advance. Besides, the part-of-speech (POS) tags of wy;, and wy,
t, and ty are usually attached on the dependency relation at same time.

The meaning of each type of dependency relation in Stanford Chinese dependency
parser is defined in [16]. Besides, in researches of opinion mining, head word is usually

viewed as opinion word, and the dependent words is viewed as (opinion-)target word.

10



Definition 3. Dependency Tree

A dependency tree T ={r;,r, ..., } IS a set of dependency relations extracted
from one sentence and be formed as tree structure. Nodes in dependency tree are words
in the sentence and edges are dependency relations.

There are several variants of representation form of dependency features, and we
implement Full Pair and Polarity-Target Pair as our features. Before illustrating how
we extract features from dependency relation, we firstly deal with negation words in a
sentence.

Dealing with negation word

We count the number of negation dependency relation which connected to
head word to decide the negation sign of this head word. If the number of negation
relation is odd then negation sign is -1, otherwise it is +1. A real example of

sentence “2\ 2 X FJR ¥ is shown in Figure 2. In Stanford Chinese dependency

parser, neg denotes the negation dependency relation.

A%
k-3
nsubj # dobj

g )i:8
& /S g

PN AD

Figure 2. The dependency tree of “3t 2 & 4#pR §”

Full Pair Dependency Feature
In this form, we directly take wy,, wq and negation sign into account, so we

name it as Full Pair dependency feature. The representation form is

11



(negation_sign, wy, wq), and the features is the count of each form of Full Pair
dependency relation in a document.
Polarity-Target Pair Dependency Feature

As a result of low generalization ability of Full Pair representation form, we
replaced head word to polarity by inquiring sentiment lexicon. We used the core
version of National Taiwan University Sentiment Dictionary (NTUSD) [17] as our
sentiment lexicon. The polarity value is +1/-1 if the word has positive or negative
sentiment, otherwise it is 0. The representation form is (negation_sign X
polarity, wy). Similar to Full Pair form, we count each form of dependency
relation as features.

We take sentence “#% & ##JR 7" as example, the dependency tree of this

sentence and the representation form of Full Pair and Polarity-Target Pair

dependency feature are shown in Figure 3.

* Full Pair * Polarity-Target Pair
% W x W
nsubj/ﬁ\'dobj nsubj/ﬁ\'dobj
. AR . 3
Y & &
PN NN PN NN
* Pattern: * Pattern:
(negation_sign, opinion, (negation_sign*polarity,
target) target)
o (+1, X F, &) © (+1, &)
© (+1, X3, R H) © (+1, AR H)
negation_sign={-1, +1} *Using NTUSD core version,

negation_sign*polarity={-1,0, +1}

Figure 3. An example of Full Pair dependency feature (left) and Polarity-Target Pair
dependency feature (right).

12



Let Full denote Full Pair dependency feature and PT denote Polarity-Target
Pair dependency feature.
Extracting Dependency Relation

In previous work, dependency relation is usually extracted by head word
when head word has positive or negative sentiment. However, we found this
approach may lose the information of dependency relation containing neutral word,
which can be shown to be very important in news domain. As a consequence, we
use the part-of-speech tags of two words as filtering criteria, and the allowed types
are amod, dobj and nsubj. Amod denotes adjectival modifier relation, dobj denotes
direct object relation and nsubj denotes nominal subject relation.

For convenience, we abbreviate dependency features PT, Full extracted by
sentiment lexicon as PT_SB and Full_SB respectively. Similarly, PT_TB and
Full_TB are the abbreviation of dependency features PT and Full extracted by

part-of-speech tags.

Dimensionality Reduction Techniques

4.2.1 Feature selection based approach

There usually exists a measurement for measuring how important or how

discriminative of certain feature is in feature selection based approaches. Here we use

Chi-Square (Chi), L1-norm (L1), Random Forest (RF), Recursive Feature Elimination

(RFE), and Recursive Feature Elimination with Cross-Validation (RFECV) as our

baselines.

Chi-square

Chi-square statistics measure the dependence between stochastic variables,

13



thus we remove features that are most likely to be independent of stance (label).
L1-norm

L1-regularization usually leads to sparse coefficients (weights) of linear
classifier, and here we use linear Support Vector Machine (SVM) with
L1-regularization to do feature selection. The features with smallest absolute value
of coefficients will be removed.
Random Forest

Random Forest has been a common and useful classifier for many machine
learning tasks. We remove the features with smallest feature importance calculated
by random forest.
Recursive Feature Elimination

Recursive Feature Elimination is a kind of procedure of removing features. In
each round, we train a classifier using training data and then remove k features
according to some feature importance measurement, such as the chi-square
statistics, feature importance in random forest and absolute value of coefficient in
linear classifier. We repeat several rounds until reaching terminating criteria.
Recursive Feature Elimination with Cross-Validation

In  Recursive Feature Elimination with Cross-Validation, we use
cross-validation to decide the best feature number, and then run the Recursive

Feature Elimination.

4.2.2 Low rank approximation

Low rank approximation is another important branch to reduce feature dimension.

This kind of approach projects original features to a new lower rank space, thus noise

information can be removed. We applied Principal Component Analysis (PCA), which

is a very basic and common approach.

14



Principal Component Analysis
Principal component analysis (PCA) is a statistical process to convert a set of
observations of possibly correlated variables into a set of values of linearly

uncorrelated variables called principal components.

4.3  Our Proposed Approach

We proposed Two-side Feature Clustering using Auxiliary Vector as our approach.
In our approach, we first divide features into two sides according to their coefficients in
linear classifier, and then divide features into subgroups according to feature types.
Second, we generate auxiliary vector for each feature by applying word2vec tool
[19][20][21] on unlabeled news corpus. Third, we build feature graph by calculating
similarity between features and create edges if the similarity is larger than given
threshold. Finally, we run community detection algorithm on feature graph, and then the
features in same community are merged into one feature.

In the following four sections, we will illustrate the four steps of our approach in

details, and the overview of our approach is shown in Figure 4.
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Feature W=0|W<o0 . -
EIUXI|I6F\J‘ vector E!UXI|I3I'\." vector
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- F3 F5 I . L
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B test -— F4 { community v _ / N\
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< . . algorithm D¢ |
C ' Sl N

Figure 4. The overview of our proposed approach.

Step 1. Divide features into two sides

In first step, we use logistic regression to train a classifier using training data, thus we
have coefficient w; of feature f;. Later we divide features into two sides, W, =
{filw; = 0} and W_ = {f;|lw; < 0}, where W, denotes the set of features with agree
or no tendency and W_ denotes the set of features with oppose tendency.

Without this step, performance will decrease because features with different stance
tendency may be merged. We will confirm this later in experiments sections. Thus, we
have to divide features into two sides to avoid this problem.

Step 2. Generate auxiliary vector for each feature

Auxiliary vector should be designed for capturing the similarity between features,
such that we can utilize it to measure how similar the two features are to build feature
graph in next step. We apply word2vec tool to generate word vector from the unlabeled

news corpus in Table 1, and there are totally 7852 news articles containing 4,789,940

16



words in this corpus. With word vector in hand, we calculate auxiliary vector for each

feature by vector addition and scalar multiplication. The details are shown in Table 4.

Feature type Pattern Auxiliary vector Group
BOW v; v; BOW
Bi-Word (vi, v)) v; + v; BiWord
Tri-Word (vi, vj, vi) v + v + vy, TriWord
Full Pair (neg, v;, vj) neg X (vl- + vj) Full
Polarity-Target (np, v;) vy, ifnp =0 PT_Neutral
Pair where np = neg X pol np X v;, if np # 0 PT_PN

Table 4. The way of auxiliary vector calculation for each type of features, where v;

denotes the word vector of i-th word.

Because in original works or word2vec tool, it claimed that word vector keeps
physical meaning while doing addition and subtraction operation, such as vyjng —
Vmen T Vwoman = Vqueen- W Utilize this great property to design our auxiliary vector
for each kind of features.

For BOW, auxiliary vector is the vector of original word, and for Bi-Word and
Tri-Word, the auxiliary vector can be simply calculated from addition of the word
vectors in that feature. Besides, for Full Pair form of dependency feature, we add the
two word vectors and then we multiply the vector by negation sign, +1 or -1. Finally, for
Polarity-Target Pair form of dependency feature, we firstly divide the feature into two
groups, one is PT_Neutral for np = 0 and another is PT_PN for np € {+1,—1},
where np = negation_sign X polarity. For PT_Neutral, auxiliary vector is simply the

vector of target word, and for PT_PN auxiliary vector is calculated by np X v;.

17




Moreover, fourth column of Table 4 denotes the group of each kind of features, which
means that when we only calculate similarity between the features in same group.
Step 3. Building feature graph by calculating similarity between features

With auxiliary vector for each feature, we can build feature-to-feature graph for later
clustering features. In this step, we calculate cosine similarity s;; = cosine(u;, u;) €
[—1,1] between two auxiliary vectors u; and w; for feature f; and f; in same group.
If s;; is larger than given threshold, then an edge e;; will be added to graph. This is
the most time consuming step in our approach, but we can build feature-to-feature graph
offline for only one time and cutting several edges when dividing feature into two sides
in Step 1.
Step 4. Clustering and merging features by community detection algorithm

In final step, we already have feature-to-feature graph, thus we run community
detection algorithm to cluster the features in same community. Community detection is
the way of dividing a network into groups of nodes with dense connections internally
and sparser connections between groups. We use Louvain method for community

detection, and it is a simple, efficient and effective algorithm which greedily optimizes

kik; . -
2—’) 8;; in its procedure, where A;; = 1 indicates there

Modularity Q = %ZU (Al-j -0
is an edge between node i and node j, k; denotes the degree of node i, §;; = 1 denotes
node i and node j are in same community and m denotes the number of edges in graph.
Modularity Q can be viewed as the magnitude of how nodes are connected in
community and how nodes do not connected between communities.

After running community detection algorithm on feature graph, we merge the features

in same community by simply summing the feature vectors.
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Chapter 5 Experiments

5.1 Experimental Settings

In our experiments, we run 10-fold cross validation for 3 random seeds, so there
are totally 30 rounds for each experiment. Besides, for each round we further do
cross-validation again to search the best parameters of classifier, so actually there are
300*N training and testing procedure when searching parameters, where N is the
number of all possible combination of parameters. Besides, we simply take accuracy as
our evaluation metric because data is balanced after merging neutral stance into agree
stance. The illustration of experimental setting is shown in Figure 5, where each row is

the news article of a topic.

Stratified 10-folds
_A_

- ~
— v

Training Testing

Figure 5. lllustration of evaluation.

5.2  Experimental Results

In this section, the performance of each single type of feature and merged feature is

shown first, and we discovered that neutral word is the key to do stance classification in
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news domain. Second, we compare the performance of our proposed approach to the
performance of directly clustering feature without dividing features into two sides. The
results show that dividing features into two sides is a critical step for merging features.
Finally, we compare our approach to other baseline approaches, and the results show

that our proposed approach outperformed other baseline in most all of conditions.

5.2.1 Performance of type of feature and merged feature

0.9
0.85 MajorClass
> 0.8 BOW
§ 0.75 =B
g ' mTri
o 07 [ ] ~ =mPT_SB
% 0.65 — - mFull_SB
~ 06 ] - mPT_TB
0.55 — - mFull_TB
0.5 . Merge
JRE

MajorClass | BOW | BiWord | Triword | PT_SB |Full_SB| PT_TB [Full_TB|Merge
PR F 0.532 |0.675| 0.759 | 0.725 | 0.623 | 0.612 | 0.673 | 0.713 [0.769

p 5| 0534 |0.786| 0.815 | 0.706 | 0.706 |0.743 | 0.791 | 0.769 |0.838

EXS 0.625 [0.727| 0.797 | 0.757 | 0.642 [ 0.696 | 0.675 | 0.750 |0.831

A ¥ | 0649 |0.681| 0.737 | 0.770 | 0.576 | 0.611 | 0.672 | 0.717 |0.765

Figure 6. Performance of each type of feature and merged feature.
From Figure 6, we can find that word-based features(red) are still the most

discriminative feature for stance classification, and Bi-Word feature even has the best
performance in 3 of 4 topics. Besides, dependency features filtered by part-of-speech

tags (PT_TB and Full_TB, in green color) outperform the dependency features filtered
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by sentiment lexicon (PT_SB and Full_SB, in blue color). In order to clarify the reason,

we printed out five Full_TB and Full_SB features with largest weights in topic PR ¥
and p ‘& in Figure 7, where the larger weight means the higher tendency to agree the
stance statement.

* 5 Full_TB features with largest « 5 Full_SB features with largest

weights in topic i} &: weights in topic 2 &4:
- (L, &7, BRA) — (-1, B, #3K)
- (1, &F, #h3R) - (1, F#%, i&F)

- (1, &5, A) - (1, TH#, IRHE)
- (1, %A, HIEA) - (1, 5%, %4

— (1, 3R, k)

(1, ARk, $87E)

¢ 5 Full_TB features with largest ¢ 5 Full_SB features with largest

weights in topic F4%: weights in topic [ 4%:
- (1, &, #%@) - (1, T, W F)

- (1, &7, k) — (1, #47, &)

- (1,4 &, Rk) - (1, 2@, F#&)
- (1, &HA, &H) - (1, &, 3Liklx)
- (1, 3R, B¥EA) - (1, A&, #F)

Figure 7. Top 5 features with largest coefficient (weight) in linear classifier for
Full_TB(left) and Full_SB(right) feauture and topic R i (top) and p ‘5 (buttom).

The red word in Figure 7 is the head word not in sentiment lexicon (i.e. the neutral
word), such as “% 1”7, “& %”. On left-hand side we show 5 features with largest
weights of Full_TB features and on right-hand side we show the corresponding ones of
Full_SB features. Firstly, some of red words belong to “opinion operator” category [18],
such as “# 77, “A”, “” and “3p 117, which mean actions to express opinions.
Although those words are neutral, the combination with other words (especially with
important person) in dependency relation has discriminative power for classifying
stance in news domain. This phenomenon implies authors of news tend to use neutral

words when considering ethics of journalism. However, they may still have their own
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stance so they expressed it implicitly. News is less subjective, so stance classification
becomes more challenging in news domain.

Since part-of-speech based dependency features yielded better results, we merged
BOW, Bi-Word, Tri-Word, Full_TB and PT_TB as our final features. In 3 of 4 topics,

performance of merged features (yellow) increased.

5.2.2 Performance of direct feature clustering and our proposed

approach

The first step of our proposed approach is to divide features into two sides, one
side is for the features whose coefficient is larger than or equal to zero and another side
is for the features whose weight is less than zero. This is a crucial step if we are merging
similar texts for further classification. In this section, we will show the performance of
direct feature clustering and our proposed approach, and we will do real cases that

discriminative features are erased if we ignore first step.
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Figure 8. Performance of original raw feature (blue), direct feature clustering using
K-Means (purple), direct feature clustering using community detection (red) and our
approach (yellow)

The performance of direct feature clustering and our proposed approach are shown
in Figure 8. We can firstly observe the performance of original raw feature (blue), direct
feature clustering using K-Means (red) and our proposed solution. Although K-Means is
a very effective solution for clustering features, it is much slower than Lourvain
community detection algorithm. The average time complexity of K-Means in
Scikit-learn’s implementation is O(KnTd) where K is the number of centroids, n is
number of samples, T is maximum iteration, and d is the dimension of vector. On the
other hand, the time complexity in the worst case of Lourvain’s method is O(E), where
E is the number of edges in graph. The real computation of Lourvain’s method is
usually much less than O(E) because calculating difference of modularity is almost
constant, and once a node is absorbed by another node, all adjacent edges don’t need to
be evaluated.

In our framework, we have to do feature clustering for each training phrase,
including every training phrase while searching best parameters using cross-validation.

It is almost impossible to finish tasks if we choose K-Means algorithm; as a
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consequence, a more efficient clustering algorithm, such as Lourvain community
detection algorithm, was applied in our framework.

After deciding to use Lourvain community detection algorithm, we can observe the
results of original raw features (blue), direct feature clustering using community
detection (red), and our proposed solution. Experimental results show that in most of
cases our approach outperforms the other twos. Moreover, in approximate half of cases,
direct feature clustering lead to worse performance than original raw features, such as
PT_TB feature in topic JR i, # %, A #F and BiWord feature in all topics. It shows
that dividing features into two sides using the weights of linear classifier is a crucial
step. In order to investigate how performance decreases if we cluster features in two
sides into same cluster, we plot the accuracy decrease (comparing to raw feature) of

Full_TB feature in topic P& % for each edge threshold in Figure 9.

Influence of clustering two-side features into same cluster
(topic: FRF)

‘
/L,O‘ : +Full_TB

et ¥ O 0%

0.03 0.05 0.07 0.09 0.11 0.13 0.15
Average percentage of minor class in clusters

30

N
o

[E
o

o

Performance decrease
(Accuracy %)

Figure 9. Performance decreasing amount when cluster two-side features into same
cluster.
In Figure 9, y-axis denotes the decreasing amount(%) of accuracy comparing to
raw features, and smaller value means better accuracy. X-axis denotes the average
percentage of minor class (w>=0 or w<0) in clusters, and larger value means more

features from two sides are clustered into same cluster. Besides, each point denotes one
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result of certain edge threshold. The trend shows that when more features from two

sides are clustered into same cluster, the worse performance the feature clustering is.

This result confirms the importance of the first step in our approach.

5.2.3 Performance of baseline approaches and our proposed

approach

After comparing our approach to direct feature clustering, we compare the

performance of our approach to other baseline approaches.
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Figure 10 . Performance of baseline approaches and our proposed approach

The experimental results of baseline approaches and our proposed approach are

shown in Figure 10. In most of cases of single feature, our proposed solution (yellow)

outperforms original raw feature and all other baseline approaches. Our solution even

increase accuracy up to near 10% in PT_TB feature and topic p . Although in

merged feature our approach cannot outperform baseline approaches in topic & i and

% 2 | the performance is almost the same to those baselines. Besides, in other two

topics our approach can still outperform all other baselines.

In summary, our approach enhance the performance of stance classification in most

of cases, and it avoid the problem of mixing features with different stance tendency.
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5.3 Result Analysis

5.3.1 Sensitivity of the threshold while building feature-to-feature
graph

Similarity threshold while building feature-to-feature graph is the only parameter

in our solution, so we investigate how the testing accuracy change over different

threshold. The results are shown in Figure 11 and Figure 12.
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Figure 11. Testing accuracy at different threshold for each topic and single feature.
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Testing accuracy at different threshold
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Figure 12. Testing accuracy at different threshold difference for merged features.

In Figure 11, we plotted the testing accuracy at different threshold for each topic
and each feature. In general, higher threshold can produce better accuracy, but there is
no clear trend to indicate how to select best threshold. As a consequence, we used
cross-validation to choose best threshold. Besides, we can observe that the accuracy
changed more largely for the topic which has fewer documents, not only because the
denominator is smaller but also because it is more difficult to train a stable classifier

when training data is pretty small. For example, we only have 116 documents in topic g
&, which is not enough for this difficult problem.

In Figure 12, we also plotted the testing accuracy at different threshold difference
for merged feature, and results show that there is no significant trend telling us how to

select best threshold.
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Chapter 6 Conclusion and Future Work

In our research, we collected news articles of controversial topics from Chinese
online news websites, and we built an annotation website for people to annotate the
stance of selected news articles. We provided a new dataset for future research of stance
classification on Chinese news domain. In our experiments, we found that word-based
features are still very important for classifying stance. Besides, neutral words in
dependency features play key roles for stance classification in news domain but these
features were usually ignored in previous sentiment prediction works. Finally, we
propose a simple and efficient approach to merge text features by incorporating
information of unlabeled data, and results show that our approach outperforms other
raw features and other baseline approaches in most of cases. In addition, our approach
can avoid the problem that merging features without considering stance tendency may
leads to worse performance.

There are several important directions to improve our work. In step 1, we can try
soft constraints when dividing features into groups, which mean that we may not have
to remove all edges between groups. Besides, in step 2, the addition of vectors may
have word ordering problem, which means (A, B) and (B, A) feature has exact same
auxiliary vector but it is unreasonable. In step 3, the best threshold of each different
group of feature in our approach is different, so we can improve our solution if we find
a way to decide best threshold for each type of feature. Finally, K-Means can produce
better clustering results but it is not efficient enough in our framework, so we should
find the clustering algorithm which is as effective as K-Means and as efficient as

Lourvain’s community detection algorithm to produce best results.
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