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Abstract

When we first met an unfamiliar program, the profiling tool plays an important

role in understanding program behavior. As software applications become more and
more complicated, to profile each section with different behavior in the program is
crucial. Previous studies focus on profiling each function or loop in the program,
however, which might ignore the fact that different behaviors happen inside a loop
or a function.
In this study, we use program phase detection to partition the program and build up
a profiling tool based on it. Furthermore, we verified the grouping effect of program
phases on some high-level features by predicting GPU friendliness of each program
phase with machine learning model. The accuracy of prediction comes to 94%. At
last, we take real applications as test cases, showing that the profiling tool based
on program phase detection is able to detect behavior changing inside a loop or a
function.

Key Words:Program phases, Profiling tool, GPU friendliness
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Chapter 1

Introduction

Profiling tools provide program designer a possible way to evaluate their software
performance and find the potential bottleneck. Emulators or simulators further
provides the environments for the users to run the program on the platform, and
collect the performance-related hardware/software events on the system level, which
makes less impact on program behavior. As software applications became more and
more complicated, the demands of profiling not only focus on the result of the whole
program but on each crucial segment of the program. The existing solution on par-
titioning the program into segments use either function or loop of the program as
a unit. However, multiple different behaviors may happen inside one loop or one
function, each of different behavior may cause different performance issues. Figure
1.1 shows an example of different behavior inside a loop, and most existing solution

may hard to reveal the difference.
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2 CHAPTER 1. INTRODUCTION

Loop Loop Loop Loop

Branch A Branch A Branch A Branch A
Branch B sl Branch B Branch B sl Branch B
First Half 2nd Half First Half 2nd Half

Figure 1.1: Deeper color represents higher execution frequency. Two loops with the

same statistical result, but different behavior.
Left hand side: Only get into branch B in the 2nd half of loop execution.

Right hand side: Own the same behavior during the whole loop execution.

In this work, we use program phase detection, a technique used to accelerate sim-
ulation progress of HPC program, to solve the problem. Program phase detection
divides program based on its dynamic program behavior, which is less restricted by
code structure. With previous works on program phase detection showing phases
owns great properties on grouping of most hardware events, we further verify this
property on one of the higher level features, which we choose GPU friendliness as
a target. Overall, we show that using program phase as a unit of profiling brings
unique and crucial information to the user, helping them get into the program be-
havior in a fast way.

The rest of this thesis is organized as follows. Chapter 2 introduces the background
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of this study and related works. Chapter 3 describes our framework and method-
ology. Chapter 4 presents the experimental results and 3 case studies. Chapter 5

summarizes our work and points out potential future works.
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Chapter 2

Background and Related Work

2.1 Program Phase Detection

Program phase detection is a hardware independent method which can analyze pro-
gram behavior over large sections of execution. A program phase is defined as a
period of program execution with stable behavior [14], which means each phase may
be different from others while owning homogeneous behavior within a phase. The
behavior here can be shown on several hardware events or counters, such as cache
miss rate, CPI, branch miss rate or so on [14]. With the great properties of pro-
gram phases, there are several usages of this techniques. The initial purpose of this
technique is to accelerate simulation of large-scale program [10, 13, 14, 15], with
detailed simulating a small period inside each phase, the total simulation time of
the program can be tremendously decreased while not sacrificing accuracy. Program

phase detection also used on optimizing runtime decisions or resources utilization

4
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2.2. QEMU 5

8, 16].

One of the main algorithms of implementing program phase detection is using clus-
tering of Basic Block Vector (BBV). For each non-overlapped interval with fixed
number of executed instructions, which we defined as a window, owns its basic
block vector. A Basic Block Vector (BBV) is a one-dimensional array, each element
in which represents execution count of each basic block. Windows with similar Basic
Block Vectors, are considered as same program phases. There are other program
structures besides BBV are able to capture program phases. However, BBV is still

one of the best and stable structure on doing program phase detection [6].

2.2 QEMU

QEMU [3] is a fast functional emulator using dynamic binary translation. Providing
both user mode emulation and system emulation, the former enables the user to run
a single program on machines with the different instruction set, the latter emulates
unmodified guest operating systems. To add some flexibility to dynamic translate,
QEMU provides helper function, which enables user creating a function be called
during translating target code. With this feature, monitoring events of the guest

system can be more convenient.

2.2.1 Virtual Performance Monitoring Units (VPMU)

Virtual Performance Monitoring Units (VPMU) [17] is a system-wide profiling tool

based on QEMU. The framework collects performance related events with helper

do0i:10.6342/NTU201602721



6 CHAPTER 2. BACKGROUND AND RELATED WORK

functions, then passing the information to backend simulators. Including cache

simulator, branch simulator, timing models and so on.

2.3 Predicting GPU Performance Using Machine
Learning

Graphics processing units are widely used on accelerating general-purpose programs
nowadays. However, porting serial program or some parallel program to GPU, more-
over tuning the program to get better performance still needs much effort. Therefore,

estimating the performance gain before working on it becomes crucial.

Applications &

|

|

s |

Inputs & j A'::;::':n Predictive A:nc:‘::::y |
GPU performance Collection Models Estimation |
|

! Training and Tuning-)I

New Applicata:

& Newlfegglllimmn Lo 0 PerfS::\Jance
Inputs Collection e Prediction

Figure 2.1: An overview flow diagram of this work.

One of the latest work [2] in this area shows the possibility of predicting GPU
performance using machine learning algorithm with hardware independent features.

Figure 2.1 shows the concept flow of this work. The model uses several types of
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2.4. PIR: PMAC’ S IDIOM RECOGNIZER 7

instruction counts as input features, including ALU, load, branch, and total instruc-
tion counts, where these features are collected during CPU execution using pin [7].
After running program on GPU, the speedup comparing with running serial version
program on CPU sets as the label of input. Using benchmarks from Rodinia suite

[4], the result accuracy of this model is around 80%.

2.4 PIR: PMaC’ s Idiom Recognizer

This work [9] found seven idioms that are commonly found on HPC applications,
which are considered potentially fit for GPU. Including stream, transpose, gather,

scatter, reduction, and stencil. Each of them can be described as a pattern of code.

2.5 Related Works

The main purpose of our work is to find a proper way partitioning the program into
several sections and delivers its profiling result with suggestions. So we need to look
at some existing solutions.

Gprof [5] shows basic profiling results for each function, the results including total
execution time, the number of calls, the average time in the single call. Grof also
provides function call graph of the program. However, the user is not able to know
the behavior inside a function. Vtune [1] is a strong profiling tool. In hotspot
mode of Vtune, CPU time and some other profiling information of each function

are delivered. Inside a function, the user can know CPU execution time and CPI of
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CHAPTER 2. BACKGROUND AND RELATED WORK

each line of code, which helps the user find out performance bottleneck in a function.

L-CCT graph [12] is able to extract all the loops and functions in a program, then

generate the loop-call context tree. An example is shown in figure 2.2. With this

work, each function and loop in the program can be a unit of profiling.

Call

loopA:

loop B:

loop C:

loop D:
loopE:

loop F:
<«

Topof func-A

call

s fLINC-B

call

gy fUINC-C

Retum

Child node < innerloop node
callee procedurenode
Sibling node : disjointloop node
procedure called by parents

child child child
func-A — loopA —— loopB —— func-B

srbhng\\ child srbfmg\\
loopD —— |oopE loopC
Wsibling
func-C
\sibling
loopF

(@) Loops and calls in a procedure (b) The generated L-CCT

Figure 2.2: Generate context tree in (b) with program in (a).

From table 2.1, we can discover that the pure function based profiling tool is not able

to reveal behavior changing inside a function. The execution order of each function

or loop is also not shown on Gprof, while Vtune allowed the user to specified a range

of time, showing execution part of code in that time range. However, the user can

not easily find out the timing where behavior changes. At last, behavior changing
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2.5. RELATED WORKS

Table 2.1: Comparison between our work and existing solution.

Unit of profiling

Behavior changing

Detect loops inside

Behavior changing

on timeline a function inside a loop
Gprof Function X X X
L-CCT Function and Loop O O X
Vtune Function and Line *O 0] X
Our Work | Program Phase @) 0) @)

inside a loop can be a crucial problem, for example, a two-staged loop behavior

might indicate that user further optimizes the loop for each stage. Nevertheless,

three profiling tools mentioned in the table are not able to detect this.
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Chapter 3

Methodology

This chapter presents the detailed framework and implementation. We proposed
a profiling tool based on VPMU and featuring program phase detection. With
this tool, the user can receive profiling information for each program phase. Also, to
verify that program phase owns grouping effect on high-level features, we implement
a GPU friendliness prediction model with machine learning technique, which helps

the user quickly find out potential part of the program that fit for GPU.

3.1 Framework Overview

Figure 3.1 is the framework overview of this work. The input of our work is a
compiled serial C program. Running the program on QEMU with VPMU, which
a program phase detection model is built inside. The output result for each phase

including profiling information collected from VPMU, part of code executed, and

10
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3.2. PROGRAM PHASE DETECTION IN VPMU 1

Profiling Information

[

Corresponding Code LibSVM

Phase 1 Segment Machine Learning Model
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Output
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'
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1 '
- GPU Friendliness
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Program Phase Flow Graph

Serial C
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Figure 3.1: Flow chart of this framework.

predicted GPU friendliness from machine learning model. A phase-window graph is
generated at the end of program execution, which shows the phase number of each

window in a timely order.

3.2 Program Phase Detection in VPMU

Previous work [6] shows that Basic Block Vector (BBV) is one of the best algorithms
on program phase detection, so in this work, we implement BBV as a fingerprint on
phase classification.

As the windows in the same program phase owns nearly the same BBV, and each
basic block matches one line or few lines of program code. Each BBV actually
matches a larger subset of program code, with different execution counts in each
line of the program. Therefore, windows in the same program phase are considered
repeatedly executing the same subset of program, which could be meaningful if we
reveal the subset of program to the user.

Although using the same algorithm on implementing program phase detection, the
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12 CHAPTER 3. METHODOLOGY

purpose and the way of using it is different. Our work focuses on revealing behavior
of each phase, while previous works [15, 13] focus on finding representative simulation

points, which don’t really cares about the small-scale behavior of the program.

150

50k " 200k

sl did

- 500k . ZM—,_H—'—,_‘

Figure 3.2: Phase-window graph using different window size. The number on the

graph represents number of instructions per window.

In order to increase the sensitivity of detecting small scale program behavior, we
reduced the size of a window from 100M instructions [13] to 200k instructions.
Figure 3.2 shows window-phase graph using different window size, window size 200k

has less noise then window size 50k with revealing more detail then larger windows.

3.3 Grouping Effect on High Level Features

Program phases have great property on grouping of low-level features, such as branch

miss rate, IPC, data cache miss rate and so on. Figure 3.3 shows this property, find-
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3.3. GROUPING EFFECT ON HIGH LEVEL FEATURES 13

— None = FF-Bilion = SimPoint LongSP  =mm Multiple

2.9x 3.8x 2% 1.1x 7.7x 3.4x% 1.4x 1.4x

IPC Branch Data Cache Instr Cache L2 Cache

100% 2.5x 1.3x 1.1x 3.5x 3.5%
— 23

IPC Branch Data Cache Instr Cache L2 Cache

Figure 3.3: Error rate of simulating multiple simpoint is low. [15]

ing simulation points in each program phase (Multiple in graph) results in low error
rate.

With the property mentioned above, we wondered whether the grouping effect still
exists on program phases when it comes to higher level, and more abstract features.
Such as memory footstep, device friendliness or so on. In this work, we choose GPU

friendliness to verify the assumption.

3.3.1 GPU Friendliness Prediction

We already know that using machine learning technique[2] to predict GPU acceler-
ation of program achieves around 80% accuracy. We use the same algorithm, same
input features, same testing benchmarks, the only modification is we use program
phases, instead of the whole program, as a unit of data. If program phases are ac-

tually independent of the GPU friendliness, under our experiment design, the result
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14 CHAPTER 3. METHODOLOGY

should also be around 80% or even worse.
Each program phase matches different part of code. Some of the phases match kernel
part of OpenCL version benchmark, while the other phases match non-kernel part

of the benchmark. Since that, We define GPU friendliness in two different ways:

e [f the phases map to kernel part of OpenCL version program, we run the
program on real machines. If GPU runs the kernel 2 times faster than CPU,
we define it GPU friendly. Noted that the speedup of two is originally used

on previous work [2].

e [f the phases map to the other part of the program, we checked if it matches

the idioms [9] that considered fit for GPU.
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Chapter 4

Evaluation

4.1 Experimental Setup
Our system runs on a virtual platform with following configuration:
e Virtual platform: QEMU emulator version 0.15.1

e Guest operating system: Linux Vexpress-ARM version 4.4.0+4

e Guest CPU model: ARMvT processor (Cortex-A9)

4.2 GPU Friendliness Prediction

For labeling the GPU friendliness of the phases running kernel part of program, we
measure the running time of these kernel on two sets of machine in table 4.1.

For testing the accuracy of the GPU friendliness prediction, we take 17 programs

15
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CHAPTER 4. EVALUATION

Table 4.1: Two sets of device on running benchmarks.

Setl Set2
CPU | Intel-i5 AMD A10-7870K
GPU | GTX780 | AMD Titan X

in Rodinia as benchmarks. All of these programs are writing in both OpenMP and

OpenCL version.

The input features for the machine learning model are: ALU instruction counts,

load instruction counts, branch instruction counts, total instruction counts. We

normalize the input before sending into machine learning model. Noticed that these

features are exactly as same as previous work [2].

4.2.1 Results of Prediction Model

17 benchmarks produce a total of 371 training data, each of which represents a pro-

gram phase containing more than 3 windows. We use cross-validation to verify our

results.

2 sets of machine have the same results:

e Accuracy: 94.1% (349/371)

e Recall: 89.2% (124/139)

e Precision: 94.7% (124/131)
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4.3. COMPARING WITH FUNCTION-BASED PROFILING {74

The reason why 2 sets of the machine have the same results is that kernel part in
all benchmarks either runs much faster on GPU, or get even slower on GPU. So
speedup between 2 sets of machine might be different, but if one set of machine has
speedup more than 2, the other set also does ,and vice versa.

Although 94 percent accuracy is still room for improvement, it shows that the pro-

gram phase can be a better unit of profiling than the whole program.

4.3 Comparing with Function-Based Profiling

In this section, we want to show that comparing with pure function based profiling
tools like Gprof, our tool is less affected by code structure of the program.

Figure 4.1 shows two pseudo code file with different structures. Part (a) is a well-
refactored program, each behavior was allocated into the different function, while
part (b) have the exact same behavior as part (a), but stuffed all codes into the
main function. This is a common scenario that we have a fat function like (b), and
doing code refactoring finally turns into (a).

In a user point of view, we expect the profiling tool is able to tell behavior A, B and
C apart, even though they are all stuffed in one function. However, with function
based profiling like GProf, we get result of each function in part (a), while only get
profiling results for the main function in part (b).

Window-Phase graph after running these two programs on out tool are in figure
4.2. There are slight differences between (a) and (b), but overall they have the same

pattern. After we put some color on these two graphs, we have figure 4.3. We can
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18 CHAPTER 4. EVALUATION

void Init(){...

void funcA(int x){...

. , int main
void funcB(int x){... o 0

void funcC(){...}

for(i=0;1i<5;i++){

int main(){
Init();
for(i=0;i<5;i++){
funcA(1i);
funcB(1);

}
funcC();

(a) §

Figure 4.1: Two different code structure with the same program behavior.

conclude that although two programs have different code structure, our tool is not

affected by the differences and still able to tell behavior A, B and C apart.

4.4 Case Study: Backpropagation

Backpropagation (backward propagation of errors) is a common method of training
artificial neural networks used in conjunction with an optimization method such as
gradient descent. [19]

Backpropagation is one of the Rodinia benchmarks, we take this program as an ex-

ample showing how this tool helps the user understand its behavior. First of all, we
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4.4. CASE STUDY: BACKPROPAGATION
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Figure 4.2: Window-Phase graph running two program in Figure 4.1.
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Figure 4.3: Add same color for the same program phase.
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20 CHAPTER 4. EVALUATION

take a look at the Window-Phase graph of this program in figure 4.4, the program
execution can view as 6 stages, each of which maps to different phases. Take stage
2 for example, phase 30 and 33 are repeated around 4000 times. For each phase, we
can check its correspond code file, and profiling results are written in the log file.

Figure 4.5 shows contents of code file of phase 30, the number shown before each
line of code means average execution count per window in this program phase. Also,

we can check its profiling results and GPU friendliness of phase 30 in figure 4.6.

SD T

0t ST S2 S3 S4

60 -

o hase51-52
» phase51-52

ol phase4’ phase47-48

0l phase35

phase30-33

20+

10

0 I |

0 2000 4000 6000 8000 10000 12000

Figure 4.4: Program execution flow can viewed as 6 stages.
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4.5. CASE STUDY: MCML 21

bpnn_randomize weights(w, m,
float **w;

int m, n;

{

int i, j;

263 for (1 =0; 1 <=m; 1++) {

4741 for (3 =0; J <=n; j++) {

4478 w[i][j] = (float) rand()/RAND MAX;
// wli][]j] = dpnl();

Figure 4.5: Code file content of phase 30.

4.5 Case Study: MCML

Monte Carlo modeling of light transport in multi-layered tissues (MCML) [18] simu-
lates radiation therapy based on simulating behavior of each photon passing through
multi-layered tissues. The program contains over 2500 lines of code, which is con-
sidered hard to trace line by line.

Figure 4.7 shows window-phase graph of MCML program, we can view the graph as
2 stages (figure 4.8). The first stage contains around 12310 windows, and we found
that all these phases are running codes in figure 4.9, which helps us quickly look
into function HopDropSpin.

The function HopDropSpin, from figure 4.10, mainly calls function HopDropSpin-
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EVALUATION

Phases 30 info(3706 windows included) |

GPU friendliness prediction : 1
Instructions:
Total instruction count
->User mode insn count

->Supervisor mode insn count :
1 62,796
1 3,817
1 248,408,190

->IRQ mode insn count
->0ther mode insn count
Total ALU instruction count

Total branch instruction count:
Total ld/st instruction count :
: 359,141,891
->Supervisor mode 1ld/st count:
;20,932

. 1,388

1 231,648,580
: 225,806,049

->User mode ld/st count

->IRQ mode 1d/st count

->0ther mode 1d/st count
Total load instruction count

->User mode load count

->Supervisor mode load count :
1 5,233
1 347

->IRQ mode load count
->0ther mode load count

Total store instruction count :
¢ 133,335,842

->User mode store count

->Supervisor mode store count:

->IRQ mode store count

->0ther mode store count
Memory:

->System memory access

->System memory cycles

->I/0 memory access

->I/0 memory cycles
Total Cycle count
Cache(type:dinero):

(Miss Rate) | Access

-> L1-D  (0.02) |
-> L1-IT  (0.00) |
Timing Info:
->Pipeline
->System memory
->I/0 memory
Estimated execution time

: 741,153,485
1 725,491,557

15,658,111

118,986,768
368,746,802

9,582,591

5,836,951

137,098,222

3,745,640
15,699

11,041

1 9,468,769

1 1,244,450,190
1 43,099

: 4,740,890

1,249,243,724

Count |
360,097,496 |
170,437,074

Read Miss Count |
138,269 |
737,977]

.000053 sec
.244450 sec
.004741 sec
.249244 sec

Write Miss Count |

8,592,523|
0l

Figure 4.6: Profiling information of phase 30.

InTissue, in which we discover 11 out of 145 photons hit boundary. That means
an average of 7.5% photons probabilistic hit boundary, not all photons go to else
first then hit boundary at the same time. Figure 4.11 shows stage 2 of this program
mostly running code in file memlio.c, which dumps the execution result of program.

With our tool, the user can quickly find out core functions of the program, and their
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execution order.

1 1001 2001 3001 4001 5001 6001 7001 8001 9001 10001 11001 12001 13001 14001

Figure 4.7: Window-Phase graph for MCML.

1 1001 2001 3001 4001 5001 6001 7001 8001 9001 10001 11001 12001 13001 14001

Figure 4.8: Window-Phase graph for MCML can view as 2 stages.

do HopDropSpin(In Ptr, &photon, &out parm);

while (!photon.dead);

Figure 4.9: Running function HopDropSpin.

4.6 Case Study: KMP

In this last case study, we want to demonstrate that our tool is able to detect behav-

ior changing inside a loop. KMP (Knuth-Morris-Pratt String Matching Algorithm)
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void HopDropSpinInTissue(InputStruct * In_Ptr,
PhotonStruct * Photon Ptr,
OutStruct ¥ Out_Ptr)

oid HopDropSpin(InputStruct * In_Ptr,
PhotonStruct * Photon_Ptr,
OutStruct * Qut_Ptr)
145 {

145  short layer = Photon Ptr->layer; StepSizeInTissue(Photon_Ptr, In_Ptr);

145 if((In_Ptr->layerspecs[layer].mua == 0.0) 112;‘??%2%rgér_r‘:gtonjtr, In_Ptr)) {
& (In_Ptr->layerspecs[layer].mus == 8.8)) CrossOrNot(In_Ptr, Photon Ptr, Out Ptr);
_HopInGlass(In_Ptr, Photon_Ptr, Out_Ptr); }

{
p(Photon_Ptr);
Drop(In_Ptr, Photon Ptr, Out_Ptr);
Spin(In_Ptr->layerspecs[Photon Ptr->layer].g,
Photon_Ptr);

145 ”HdpDropSpinInTissue(In Ptr, Photon Ptr, Out Ptr);|

if( Photon Ptr->w < In_Ptr->Wth & !Photon_Ptr->dead)
Roulette(Photon Ptr);
145 }

void WriteA_rz(FILE * file,
short Nr,
short Nz,
QutStruct Out_Parm)

short ir, ia; short iz, ir;

fprintf(file,
is\n", /* flag. */

»‘«[L‘][Dl: [0] [nz-1]",
“# AL1]101, (11[1],.. (1] (ne-1)",

1)[0], [nr-1][1] [nr-1][nz-1]",

for{ir=0;ir<Nr;ir++)
; for(iz=0;iz<Nz;iz++) {
fprintf(file, ile, "%12 a 4 fprintf(file, "%12.4E ", Out_Parm.A_rz[ir][iz]);
if( (ir*Na + if( (ir*Na + ia + 1)%5 0 if( (ir*Nz + iz + 1)%5 == 0) fprintf(file, "\n");
}

fprintf(file, "\ fprintf(file, "\n"); fprintf(file, "\n");

Figure 4.11: Stage 2 of MCML program.

[20] searches for occurrences of a word within a main text string by employing the ob-
servation that when a mismatch occurs, the word itself embodies sufficient informa-
tion to determine where the next match could begin, thus bypassing re-examination
of previously matched characters. We use this program from MachSuite benchmark
[11].

Figure 4.12 shows profiling results of running KMP on Vtune. The user is able to
know which function or which line of code runs the most CPU time, however, the

importance of statement n_matches|0] is not shown on this graph. Executing that
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statement represents a substring is found in the main text string.

Then we run the same program with our tool, the results are shown in figure 4.13.

CPU Time: Totale @. CPU Time: Self
Function Stack Effective Time by Utilization 2| S.. |Ov. Effective Time by Utilization 2 s,
[Didle @Poor JOk Mideal @ Over | Ti. [ Ti. |Didle @Poor Ok Wideal @ Over | Ti.
= uTotal 100. 0% [N . O 0. O oms om
v start | 100 o (N . O O. % Oms om
= _libc_start_main| 100. o} (I O. % 0. 0f Oms om
=4 main 100, 0% ([ . (% . 0% oms om

= urun_benchmarl 85,

3% I 0.0 0. =:I-:

kmp G, 3%
Puinput_to_data | . 2% [ 0, 0| 0. 0 or or
b uoutput_to_datg . 9% ([ 0. 0| 0. 0F oms am

int kmp(char pattern[PATTERN SIZE], char

124 int32 t i, q;

‘25 n_matches[@] = ©;

26

27 CPF(pattern, kmpNext);

28

29 g =8; |

20 for{i = ©; i < STRING SIZE; i++){ 11, =% [

31 while (q > @ & pattern[q] != in| 255 ([

82 q = kmpNext[q];

o3 } |

24 if (pattern[g] == input[i]){ 5. 2% [N O 0% O.0% 1
35 g+ 2. %N 0. 0| 0. 0¥
6 } .

a7 if E >= PATTERN SIZE){ ey 0 |

38 n matches[@]++; i '

29 q = kmpMext[q - 1];

40 }

41 i

42 return 9;

43}

Figure 4.12: Profile KMP program using Vtune.

Although keep running the same loops inside the main body of KMP, two phases
(37 and 38) are detected. So we checked the code file for these two phases (figure

4.14) and discover that phase 38 has a lot of successful matches, while phase 37 has
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none. This case study shows that even for the same loop, behavior and performance
can change during a program, and our phase-based tool can detect these changes.

50

40

30

0

400 500 600 100 800 900

50

Init Running function KMP

a0

phase37 phase38 phase37

(b)

Figure 4.13: Window-Phase graph running KMP with our tool, part b divide dif-

ferent phases with colors.
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int kmp(char pattern[PATTERN SIZE], char input[S
int32_t i, q;

i i, q
tches[0] = 0;
n_matches 0] Phase 37 Phase 38
CPF(pattern, kmpNext); CPF(pattern, kmpNext);

i < STRING SIZE; i++){
> 0 && pattern[q] != input[i]){
q = kmpNext[q];

< STRING SIZE; i++){
z 0 && pattern[q] != input[i]){
q = kmpNext[ql;
3
if (pattern[q] == input[i]){
q++; )
} } i
if (q >= PATTERN SIZE){ if (q >= PATTERN_SIZE){
n_matches[0]++; n_matches[0]++;
q = kmpNext[q - 1]; q = kmpNext[q - 1]

}
if (pattern[q] == input[i])}{
q++;

}

return 0;

Figure 4.14: Code files content of phase 37 and phase 38.
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Chapter 5

Conclusion and Future Work

In this thesis, we show that program phases detection can not only be used on
accelerating simulation of HPC programs, but also help user understand more about

their program. Advantages of using program phase can be listed below:

e No preprocessing to the program.

e No static analysis on the program.

e Less affected by code structure of program.

e An hardware independent method on partitioning program.

We build up a phase-based profiling tool based on VPMU system, in which profil-
ing information and corresponding code segment are provided for each phase. We
reduce the size of window to improve the sensibility of phases. Window-phase in

our work provides a new way for user understanding the execution flow of program.

28
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To verify the grouping effect of program phase detection on high level features, we
implement a system using machine learning to predict GPU friendliness. The result
of 94% accuracy shows that the program phase performs well on grouping of some
high level features. Finally we demonstrate that phase-based profiling tool is less
affected by code structure, and is able to detect different behaviors inside a loop

structure.

5.1 Future Work

In the future, there are several perspectives to further improve this work:

e More high-level features or suggestions: Such as memory footstep, or some
warning or suggestion based on the profiling information such as abnormal

high CPI, CPU idle or so on.

e Support other program languages: Current version of our tool supports C and
C—++ language. Program in other languages are also able to run on our tool,

but cannot map each phase back to code segment.

e More user friendly interface: Make the user easier to use this tool.
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