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Hierarchical Processing of Visual Word Forms

Chien-Hui Kao

Abstract

The present study is to investigate the processing of Chinese character in the 

visual system and its neural network. In study 1, we used a dual task paradigm with 

both detection and discrimination tasks in spatial summation to measure the spatial 

constraints for visual word form perception. Five types of stimuli (real, pseudo-, non-,

Jiagu and scrambled characters) were used in the experiments. The detection 

thresholds for the same stimulus size and the same eccentricity were the same for all 

types of stimuli. When the target size was small, the detection threshold of a character 

decreased with the increase in its size, with a slope of -1/2 on log-log coordinates, up to 

a critical size at all eccentricities and for all stimulus types. Beyond the critical size, 

there was little, if any, improvement of visual word form detectability as target size 

further increased. That is, the detectability is based on local feature analysis regardless 

of character types. The contrast thresholds for discriminating real and pseudo- or 

non-characters were higher than for discriminating real characters and Jiagu characters 

or scrambled characters. The results suggested that the discrimination threshold is 

mediated by well-learned forms of components in a character. In study 2, we used a 2

( r vs. ) by 2 ( with a blank

background vs. with a scrambled background ) design with fMRI to define the visual 

cortical regions produce unique representations for Chinese characters. The ventral 

occipital region showed a retinotopic representation for character stimuli as we found 
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the fusiform gyrus is selective for the contralateral visual fields and has a 

centre-to-periphery map with a preference for characters presented in fovea. This 

implies that the fusiform gyrus is selectively to the spatial location information of 

stimuli. In study 3 and 4, we examined the spatial configuration processing in the 

visual system for a character by comparing the visual performance for upright character

with that for their inverted versions with psychophysics and fMRI. We showed a robust 

inversion effect for real character regardless of eccentricities. Such an inversion effect 

was absent for non-characters. The inversion effect was also found in radicals or 

components in a character. These results suggested that a visual analysis of characters

and their components involved a spatial configuration processing. Our neuroimaging 

evidence showed that the left fusiform gyrus analyzes the spatial configuration of 

components in a character while the right occipitotemporal regions analyze the spatial 

configuration of strokes in a component. In addition, the right occipitoparietal region 

analyzes local features of a character. Together, we demonstrated a hierarchical

processing of visual word forms in the visual cortex. 

Keywords: Chinese character, spatial configuration, inversion effect, 

visual cortex, psychophysics, fMRI.
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Chapter 1 : Introduction

Visual word form is one type of visual objects that we have been exposed to 

extensively since childhood. It is common for a person in modern society to process 

thousands of words/characters every day. With such amount of practice, it is not 

surprised that a fluent reader can recognize words with remarkable speed and accuracy

(Grill-Spector & Kanwisher, 2005; Rayner & Pollatsek, 1989). While there have been

many behavioral and neural brain imaging studies on visual word recognition,

scientists have little knowledge about how our visual system achieves such efficiency 

and accuracy in visual word form processing (Pelli, Burns, Farell, & Moore-Page, 

2006).

The purpose of this study is to investigate the visual word form processing in the 

visual system with psychophysics and function magnetic resonance imaging (fMRI)

methods. We intend to achieve the following goals:

1) To demonstrate that there is a specific mechanism underling visual word 

perception. 

2) To determine the neural mechanism underlying the visual word processing 

with fMRI.

3) To clarify the role of the local feature analysis and the global structure 

analysis in visual word form processing. 
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To achieve these goals, in Chapter 1, we first review some behavioral studies on 

visual word form perception and provide three hypotheses (session 1.2). In order to 

understand how the human brain processes visual word form, we review the physical 

properties of the visual cortex and its functional modalities for processing objects 

(session 1.3). In session 1.4, we review the neuroimaging studies that have examined 

several visual cortical regions which may play an important role in visual word

processing. In reviewing previous studies we aim to accomplish an integrative 

understanding of the relationship between perceptual behaviors and neural activities for 

visual word processing. 

In Chapters 2 to 5, we present the results of our experiments. In Chapter 2, we 

apply the spatial summation to determine the factors that affect visual word form

perception near the perceptual threshold with psychophysics. In Chapter 3, we use the 

retinotopic paradigm to examine how the visual cortical regions produce unique 

representations for Chinese characters. In Chapters 4 and 5, we examine the role of 

spatial configuration in processing Chinese characters with psychophysics and fMRI. 

In Chapter 6, we summarize the results of these experiments and provide a hierarchical

processing model to account for visual word forms in the visual system.

1.1 Visual processing for visual word forms

One of the main issues in the visual word form perception literature is whether 

there is a specialized mechanism for visual word form analysis in the visual system and, 

if so, what their response properties are (Cattell, 1886; Pelli, et al., 2006). Three 

hypotheses of visual word form perception have been proposed in the literatures. The

first, the local feature analysis hypothesis, suggests that the recognition of a visual word 
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is based on the analysis of individual letters, which in turn is relied on the analysis of

local image features such as the length or the width of the strokes (Grill-Spector & 

Kanwisher, 2005; Martelli, Majaj, & Pelli, 2005; Pelli, Farell, & Moore, 2003). That is, 

a character is nothing more than a set of strokes for the visual system. Several neural 

network models, such as the parallel distributed processing (PDP, Rumelhart &

McClelland, 1986), share a similar view. Pelli et al. (2006) compared the performance 

of a human observer to that of an ideal observer (e.g., the efficiency) in detecting a 

letter written in different fonts (e.g., Helvetica, Sloan, and Kunstler) or from different

languages (e.g., Arabic and Chinese) embedded in visual noise. They found that the 

detection and identification efficiency of a human observer decreased with the increase 

of the complexity (the ratio of the ink area in a perimeter of the stimulus) of stimuli.

A number of factors, such as viewing conditions and languages had no effect on the 

detection and identification efficiency. This result implies that letter detection and 

identification is limited only by the local image features. Pelli et al. (2003) also found

that the word identification efficiency was inversely proportional to word length and

was independent of how many possible words the test word is drawn from. Hence, the 

word identification performance can be easily accounted for by a model of local feature 

analysis. 

The global shape template hypothesis, on the other hand, assumes that the shape 

of the whole word is critical for visual word recognition (Healy & Cunningham, 1992; 

Perea & Rosa, 2002). That is, the visual system directly analyzes the spatial 

relationship of strokes relative to the whole character. Perea and Rosa (2002) found 

that alternating a visual word size (e.g., LeTtEr) increased participants reaction time 
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in the lexical decision task. Thus they concluded that the global word shape plays an 

important role in lexical access. 

Finally, the spatial configuration analysis hypothesis assumes that, while local 

feature analysis is necessary at the first step of visual word form processing, the visual

word recognition requires an analysis of spatial relationship among features in a word 

(Pammer, Lavis, Cooper, Hansen, & Cornelissen, 2005). With other types of familiar 

objects, such as faces, the visual system tends to analyze the spatial configuration, or 

spatial relationship among image elements, rather than the image elements themselves 

(Carey & Diamond, 1977; Pammer, et al., 2005; Tanaka & Farah, 1993). Pammer et al.

(2005) showed a string of symbols to their observers and then asked their observers to 

identify which one of the two subsequently presented strings had been shown 

previously. They reported that the performance in this symbol-string task was highly 

correlated with that in a lexical decision task in which the observer was asked to 

determined which one of the two strings was a word. Since there was no semantic 

information is needed in the symbol-string task, this high correlation suggested that the 

ability to analyze spatial relation in the symbol-string task was also essential in visual 

word processing. In orthographic words, Yeh and Li (2002) found that fluent Chinese 

readers tended to judge visual similarity among characters with the spatial 

configuration of a character. The global structure and components of a character could 

affect the participants efficiency in the visual search. Yeh, Li, Takeuchi, Sun, and Liu

(2003) showed that skilled readers of characters (e.g., Taiwanese or Japanese college 

students) tended to sort characters with similarities in global spatial relationships 

among character components, while no Chinese readers (e.g., American college 

students) tended to sort characters with similarities in character strokes or components.
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Recently, researchers found that the matching performance was better for upright 

characters than for inverted characters (Wang & Kuo, 2007). Since the elements in the 

upright images are the same as in the inverted images and only the spatial relationships

among image elements are destroyed by the inversion, such impairment of performance 

indicates that the function of the spatial configurations is disrupted in processing 

inverted images (Leder & Bruce, 2000; Rhodes, Brake, & Atkinson, 1993; Yin, 1969;

see review by Rossion & Gauthier, 2002). This effect was called the inversion effect,

and it has been used as evidence for supporting the role of spatial analysis of an object. 

This inversion effect has been found in recognizing human faces in normal populations

(Carey & Diamond, 1977; Leder & Bruce, 2000; Rhodes, et al., 1993; Yin, 1969), dogs 

in dog training experts (Diamond & Carey, 1986) and novel objects in observers trained 

to identify those objects(Gauthier & Tarr, 1997). The inversion effect in visual words 

suggests that the visual word perception may involve an analysis of the spatial 

relationship among features or components in a word.

1.2 Hierarchical processing in the visual cortex

1.2.1 Hierarchical processing in the visual cortex

Hierarchical processing (Riesenhuber & Poggio, 1999, 2002) is a convenient way 

of understanding how the visual system derives the perception of objects from simple 

features. The hierarchical processing model assumes that there are several processing 

stages in the visual system. Neurons in each stage combine responses from neurons in 

the preceding stages. As a result, each neuron tunes to more complex features than 

those in the previous stages. One classic example of hierarchical processing is from the 
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seminal study by Hubel and Wiesel (1962, 1968). Hubel and Wiesel (1962, 1968) used 

single cell recording techniques to explore the properties of neurons in V1. They 

proposed that in the primary visual cortex, complex cells are constructed by convergent

projections from simple cells, while simple cells are constructed by the convergent

projections from the LGN. The results demonstrated a hierarchical processing from 

LGN to the cells in the primary visual cortex.

Further downstream, it is known that the occipitotemporal region responded more 

strongly when participants viewed images of complex objects, such as faces, chairs,

and houses, than when they viewed textures, or scrambled objects (Grill-Spector et al., 

1998; Hanson, Matsuka, & Haxby, 2004; James, Culham, Humphrey, Milner, & 

Goodale, 2003; Malach et al., 1995; Ostwald, Lam, Li, & Kourtzi, 2008). For example, 

Ostwald et al. (2008) showed that activations in the early visual regions were 

influenced by local features, such as dipole orientation, of a Glass pattern(Glass, 1969),

while those in the lateral occipitotemporal regions were determined by the global forms

of an object. Similarly, Kourtzi and Huberle (2005) also found the early visual areas are

sensitive to the local orientations of contour elements, whereas the occipitotemporal 

region is sensitive to the global form of the contours. Grill-Spector et al. (1998) showed 

that scrambled images increased the activation in the early visual areas but decreased 

the activation in the higher visual areas. That is, V1 is sensitive to the local features of 

an object and higher visual areas are sensitive to the global shape of an object. 

Furthermore, neuroimaging studies also showed visual word forms are processed in a

hierarchical way in the left occipitotemporal regions (Dehaene, Cohen, Sigman, & 

Vinckier, 2005; Dehaene et al., 2004; Vinckier et al., 2007). Neurons in the 

occipitotemporal regions are selective to oriented bars, to letters, bigrams, and finally 
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quadragrams from the posterior to anterior regions. These electrophysiological and 

brain imagining studies of the visual system provide strong evidence that support 

Marr s hierarchical model (Kontsevich & Tyler, 1999).

To sum up, the hierarchical processing suggests the following dimensions and 

sequence of visual processes: (1) the visual system processes information in several 

stages; (2) each stage of the visual processing tunes in to specific visual features; (3) 

each stage of the visual processing integrates information from the preceding stage; and

(4) in turn tunes in to more complicate features than the preceding stage.

1.2.2 Functional segregation in the ventral cortex

The visual areas in the ventral cortex show the highly function segregation for 

object processing. For instance, the posterior fusiform gyrus responds to faces better 

than to other objects and is often called the fusiform face area (FFA, Kanwisher, 

McDermott, & Chun, 1997) in the literature. The middle fusiform gyrus is sensitive to 

linguistic material and is known as the visual word form area (VWFA, L. Cohen et al., 

2000). The parahippocampus is sensitive to layout of space and is known as the 

parahippocampus place area (PPA, Epstein & Kanwisher, 1998). Furthermore, 

Mechelli, Price, Noppeney, and Friston (2003) used a dynamic causal model to 

investigate the functional selection of object perception in the ventral cortical regions.

They found that the connectivity from inferior occipital cortex to the 

house-responsive areas was stronger during the perception of houses than other 

categories. Similarly, the connectivity from the inferior occipital cortex to the 

face-responsive areas and the chair-responsive areas was stronger during the 

perception of faces and chairs, respectively. Evidence from lesion studies also 



8

suggests that damage in the occipitotemporal regions results in a variety of 

recognition deficits (Farah, 1990). These include object agnosia (the inability to 

recognize objects), prosopagnosia (the inability to recognize faces), and alexia (the 

inability to recognize visual words) (Goodale & Milner, 1992).

1.3 Visual word form perception in the visual cortex

1.3.1 The processing of alphabetic language in the visual 

cortex

A rapidly growing neuroimaging studies have localized the neural circuits for 

visual word processing (Binder et al., 2003). A general cortical network for visual word 

processing includes the inferior frontal gyrus, the superior temporal gyrus and the 

ventral stream in the visual cortex. Beside these, the activation of alphabetic words was 

mostly located in the left hemisphere. The role of different regions for visual word 

processing was inferred from the brain activation during specific tasks. It was proposed 

that visual word processing is processed from the occipitotemporal regions to the 

inferior frontal gyrus. Researchers argued that the left occipitotemporal region is the 

first stage of the processing of visual word forms (Vinckier, et al., 2007). More 

specifically, many studies found that the left fusiform gyrus is robustly activated in the 

visual word recognition tasks (e.g., Beauregard et al., 1997; L. Cohen, et al., 2000; L. 

Cohen et al., 2002; Dehaene, Le Clec, Poline, Le Bihan, & Cohen, 2002; Polk & Farah, 

2002). Cohen and his colleagues (2000, 2002) found that visually presented words 

produced a greater activation in the left fusiform gyrus than nonsensical letter strings
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(non-words) or checkerboard patterns did. Further studies found that the left fusiform 

gyrus was activated by visually presented words irrespective of their typographical case, 

presentation location, color and size, but not by aurally presented words (Dehaene, et 

al., 2002; Polk & Farah, 2002). Hence, Cohen et al. (2000) argued that this region is 

specialized for the abstract word representations, and referred to it as 

However, there are some disagreements on such an interpretation 

(e.g. (Jobard, Crivello, & Tzourio-Mazoyer, 2003; Price & Devlin, 2003). For 

example, Jobard et al. (2003) furthered the notion of the general processing area and 

postulated that the VWFA is responsible for segmenting a visual stimulus into sub-units 

by detecting familiar forms embedded in the stimulus, such as familiar combinations of 

letters and figures. The role of the VWFA is still under debate. 

1.3.2 The processing of orthographic language in the 

visual cortex

Unlike alphabetic languages in which an alphabetic word is constructed by 26 

letters, a Chinese character is represented by a logographic script. In modern Chinese, 

most of the words are of two syllables, and except in rare cases, a character represents a 

syllable. That is, a character can be viewed as a building block or morpheme and 

directly represents its phonology and meaning. Over 90% of characters are compounds,

comprising two or more constituents called components (or radicals). There are 

approximately 20 distinctive strokes and 200 components in the Chinese writing 

system (S. Y. Wang, 1973). A character is composed of several radicals or components 

that are composed of different strokes or stroke patterns. It has been estimated that a 
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college student knows about 5,100 characters (C.W.  Hue, 2003). With such complex 

construction characters and a vast vocabulary, for a Chinese language learner, the 

mastery of written characters is the most difficult task (Everson, 1998).

Despite the different written structures between alphabetic languages and 

orthographic languages, many neuroimaging studies have shown both alphabetic and 

orthographic languages share common neural circuits (Tan, Laird, Li, & Fox, 2005). In 

addition to these common regions, it has been found that orthographic languages, such 

as Chinese characters or Japanese Kanji, also activate the bilateral dorsal stream and 

occipitotemporal regions (Dong et al., 2000; Ino, Nakai, Azuma, Kimura, & Fukuyama, 

2009; Kuo et al., 2003; Tan, Feng, Fox, & Gao, 2001; Tan et al., 2001). Therefore, the 

bilateral visual cortical regions may involve the spatial analysis of orthographic 

characters. While these studies showed the extensive activation of visual cortical 

regions, they failed to analyze or separate the functions of different loci of activation in 

the visual cortex during visual word form processing. The mechanisms of visual 

processing in character perception were not clear.

More recently, we presented a study that explored the functions of the visual 

cortex when processing visual word form and found that visual word perception is 

carried out in a hierarchical way (Kao, Chen, & Chen, 2010, also see chapter 4). We 

measured brain activation when viewing Chinese characters and non-characters and 

their inverted versions, using fMRI. The left fusiform gyrus showed a significant 

differential activation between upright and inverted real characters. This region also 

showed a differential activation between upright real and non-characters. This suggests 

that this region is sensitive to the spatial configuration of a character. The lateral 

occipital region showed a differential activation between upright and inverted real 
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characters, but not for the difference between upright real and non-characters, 

suggesting that this region is responsible for the local components rather than the 

character themselves. The occipitoparietal regions showed character selective 

activation when compared with scrambled lines. This region may be responsible for 

local features in a character. This is the first study to reveal the different functions of the 

visual regions when processing Chinese character information. It implies that the visual 

system may analyze words in a hierarchical way.

Nevertheless, our prior study did not address the relationship between 

components and characters in the visual cortex. How are the components combined 

together by the visual system to form the perception of a character? The investigation of 

the relationships between characters and their components would enhance our 

understanding of how visual word processing is influenced by the components and their 

interplay.

1.4 Overview of this thesis

The first goal of this study is to investigate the mechanism that underlies the visual

word perception. More specifically, it aims to determine whether processing 

mechanisms exist for Chinese character perception and whether the perception of 

Chinese characters is based on the local feature analysis, the global shape template or 

the spatial configuration of a word.

In Chapter 2, we used a spatial summation paradigm to explore the mechanisms 

for character perception. The spatial summation paradigm has been used to test of the 

mechanisms of face perception (Tyler & Chen, 2006). Here we investigate character
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legibility as a function of size, contrast, configuration and eccentricity in the detection 

and the discrimination tasks. Thus, the factors that affect the visual information 

available for Chinese character perception are still entirely unexplored. We attempt to 

fill the vacancy by modeling the spatial properties of visual word form processors in the 

visual system.

Two related questions emerge at this point: whether representations of character 

perception evoke distinct responses in the visual system? How the visual cortical areas 

produce unique representations for Chinese characters?

In Chapter 3, we apply a retinotopic mapping paradigm to identify the mechanism 

of hierarchical processing of character perception in the ventral occipital regions. A 2 

( r vs. ) by 2 ( with a blank 

background vs. with a scrambled background ) design was involved in this study.

There are two reasons to use retinotopic mapping methodology in this study. First, 

previous studies have found that higher visual regions have certain retinotopic 

properties for object perception (Grill-Spector, et al., 1998; Hasson, Avidan, Deouell, 

Bentin, & Malach, 2003; Hasson, Levy, Behrmann, Hendler, & Malach, 2002; Levy, 

Hasson, Avidan, Hendler, & Malach, 2001). For example, FFA that responded to faces

showed a foveal field bias and PPA that responded more strongly to houses and scenes 

showed a peripheral field bias (Hasson et al., 2002, 2003). Second, the retinotopic 

mapping identifies stimulus-driven areas in the visual cortex (Brewer, Liu, Wade, & 

Wandell, 2005; Wandell, Dumoulin, & Brewer, 2007). The effect of character 

perception in the ventral cortex can be attributed to the visual information in characters,

but not to the phonological and semantic information.
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A further set of questions leads to our third and fourth studies. These questions 

are as follows: How does our visual system process the spatial configuration of a 

character? Do the ways in which the features and components of a character are 

combined depend on the spatial configuration among them? 

In Chapters 4 and 5, we examine the spatial configuration of a character by 

comparing the performance for upright characters and their inverted versions with 

psychophysics and fMRI. In Chapter 4, we investigated the spatial configuration 

processing of orthographic objects using Chinese characters. Part of the material in

this chapter has been published in Cortex. In Chapter 5, we investigate the relationship 

between the local and the global configuration in a character, by comparing the 

inversion effect of a character and its components with psychophysics and fMRI. In this 

study, we used multivariate methods (such as support vector machine, SVM) with 

fMRI to classify the different representations of character information in the visual 

cortex and to reveal the neural computations in the visual cortex for the visual word 

analysis. Finally, in Chapter 6, we discuss how these behavioral data and neural 

activities fit into the hierarchical processing for visual word form. We also highlighted 

future directions and implications.
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Chapter 2 : Spatial summation of visual 

word form processing

In Chapter 2, we investigate the mechanisms for visual word form perception by

measuring the contrast threshold for detecting characters and for discriminating real 

characters from other character-like stimuli. Our approach is based on two 

experimental paradigms: The dual task paradigm developed by Thomas (1985a, 1985b)

and the spatial summation paradigm by Tyler and Chen (2000, 2006).

In the dual task paradigm of Thomas (1985a), the observer had to make two 

responses in each trial. In his experiment, there were two intervals in each trial. One 

interval contained the noise mask alone while the other contained the noise mask plus 

one of the two possible targets. The observer had to first decide which interval 

contained the target (detection) and then decided which one of the two targets was 

shown (identification). He found that while the observers performances in the two 

tasks were similar, the threshold in the identification task was higher than that in the 

detection task. His result implies that the observers may rely on the response of one 

channel to detect the target and the maximum response of several channels to identify 

the target. That is, the difference in the two tasks reflects the properties of the 

mechanism that determines the performance in these tasks (Thomas, 1985b).

The spatial summation paradigm has been used to estimate the spatial extent of 

the receptive field of pattern detectors (Barlow, 1958; Tyler & Chen, 2006; Wilson & 

Wilkinson, 1998). In a typical spatial summation experiment, the task of an observer is 
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to detect target stimuli of various sizes. In general, the target detection threshold 

decreases with the target size to a certain value. Beyond this critical size, there is little, 

if any, further threshold. The spatial summation has been used to test whether there is a 

specific visual mechanism for object (e.g. face) processing (Tyler & Chen, 2006).

According to the assumption of the linear system (Blakemore & Campbell, 1969) and 

the signal detection theory (Green & Swets, 1966; Tyler & Chen, 2000), the slope of the 

spatial summation curve reflects the properties of the underlying mechanisms. Thus, 

the analysis of the spatial summation for characters could help us to explore the factors 

that affect visual word form perception.

In the current study, we combined the dual tasks (the detection task and the 

discrimination task) and a spatial summation paradigm to examine the mechanism of 

visual word forms. In the detection task, the observers were to indicate which one of the 

two spatial intervals contains a stimulus. In the discrimination task, the observers had to 

decide which interval contains a real character while the other contained one of the 

other stimulus types. The discrimination task was similar to the lexical decision task in 

the linguistic literature. If the two tasks show no difference, then there should be only 

one mechanism involved in visual word form processing. There will be no hierarchical 

processing and no visual word form specific mechanism. Otherwise, how the visual 

performance differs in these two tasks tell us the properties of the mechanism 

underlying these two tasks.

In general, both the critical size and the slope of threshold reduction also depend 

on the spatial extent of the target detector. Suppose that the target is sufficiently small 

and it lies completely with the receptive field of the smallest detector. As the target size 

increases, it would simply increase the areal overlap between the detector and the 
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stimulus and generate a proportional increase in the response of the detector. Under the 

assumption of linear receptive field, the threshold decreases proportionally with the 

target size and thus has a slope -1 in log-log coordinates. This reciprocal relationship 

between the threshold and the target size is also called (Barlow, 1958; 

Baumgardt, 1959). As the size of the stimulus increases beyond that of the smallest 

detector, the further increase in target size produces no further response increment in 

that detector. However, the stimulus may produce a response in other mechanisms also 

monitored by the visual system. Thus, further summation capability can still exist for a 

mechanism that pooling responses from these monitored channels. Suppose that the 

number of the monitored channels, and thus the size of the attention window, is the 

visual system is independent of the target size. The larger target should produce a 

response in a greater number of channels within the attention window and thus reduces 

the uncertainty in the system (Tyler & Chen, 2000). Tyler and Chen (2000) showed that 

the signature of such uncertainty reduction effect is that the target threshold should 

decrease with target size with a slope of -1/2. Finally, when the target size is even larger 

than that of the attention window of the system, the threshold would be constant 

regardless the further increase in target size. Hence, the corner between the proportions 

of the summation curve with slope -1 and -1/2 denotes the size of the receptive field of 

the smallest target detector while the corner between those with slope -1/2 and 0, the 

size of the attention window. 

In this study, we used five types of stimuli (real characters, pseudo-characters, 

non-characters, Jiagu characters, and scrambled characters) to examine the role of 

spatial configurations of characters and how they are grouped for visual word 

perception. All characters were constructed from two components with left-right 
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configuration. The real characters had two components arranged in a left-right 

configuration, with the left component denoting the meaning of a character and the 

right component providing a clue to the pronunciation of a character. Following the 

character construction convention, a pseudo-character was constructed by putting a 

phonological component on the right and a semantic component on the left side. For a 

non-character, the spatial arrangement of the two components contained in a real or a 

pseudo-character obeyed character construction convention, the arrangement of the two 

components in a non-character was not. Thus, while the local structure of the character 

components was kept, the spatial configuration of the character was destroyed. Jiagu

characters were ancient texts found on archaeological sites excavated in the 20th century. 

They have the same left-right configuration as modern Chinese characters, but contain 

no familiar components. For modern readers, Jiagu characters were just a combination 

of two unintelligible pictures. That is, the non-characters would keep the components 

while destroy the spatial configuration between them and the Jiagu characters would 

have no familiar components while keep the spatial configuration intact. We also 

added the scrambled characters as our control stimuli. If there is no specific mechanism 

for visual word forms, we should find the same contrast thresholds for all character 

types. If there is a specific visual word form mechanism and the function of this 

mechanism is to analyze the orthographic rules, the detection thresholds for the real and 

pseudo-characters should be lower than that for other types of characters and it is more 

difficult to discriminate the real from pseudo-characters than from others. If the 

mechanism responses to the familiar components of a character, the detection

thresholds for the real, pseudo-, and non-characters should be lower than that for other 

types of characters and it is more difficult to discriminate the real from pseudo- and

non-characters than from others. If the mechanism responses to the spatial 
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configuration of a character, the detection thresholds for the real, pseudo- and Jiagu

characters should be lower than that for other types of characters and it is more difficult 

to discriminate real from pseudo- and Jiagu characters than from others.

In addition to the issue of the specific visual word form processing in visual 

system, we are also interested in whether there may be multiple mechanisms of visual 

word form perception in different eccentricities. Researchers found that it is much 

harder to identify a letter when it is presented in the peripheral vision field than when it 

is presented in the central vision field, even with the same cortical size of the stimuli 

(Chung, 2002; Legge, Mansfield, & Chung, 2001). They suggested that different 

lexical mechanisms might be involved in central and peripheral vision during reading 

processes (Legge, et al., 2001). However, Pelli, et al. (2006) found that observers ideal 

performances for detecting a letter or a word was not affected by eccentricity. Thus, in 

this study, we presented written words at different eccentricities and varied the size of 

the visual word form to compare the spatial summation of the visual word form

mechanism at central and peripheral vision. 

2.1 Methods

Observers. Three observers (KCH, LYL, and ST) participated in the detection 

task and three observers (KCH, ST, and LYY) were involved in the discrimination task.

KCH is an author of this paper and the other two observers were paid observers and 

naïve as to the purpose of the study. All observers are native Mandarin speakers and 

have corrected to normal (20/20) visual acuity.
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Stimuli. Five types of stimuli (real characters, pseudo-characters, non-characters, 

Jiagu and scrambled characters) were used in the experiments. All the characters were 

made up of two components arranged in the same left-right configuration. The real 

characters had two components arranged in a left-right configuration, with the left 

component denoting the meaning of the character, and the right component providing a

clue to the pronunciation of the character. All real characters were randomly selected 

from the 1500 most frequently used characters of the 5,656 frequently used characters 

in the Academia Sinica Balanced Corpus ("Academia Sinica balanced corpus. 

(Version 3) [CDROM] ", 1998). The pseudo-characters and non-characters were 

selected from the norms prepared by Hue and Tzeng (2000). The 60 pseudo-characters 

and 60 non- -likenes

college students on a 7-point scale (1: most like a real character; 7: most unlike a real

character). The means of the pseudo-characters and non-characters were 2.30 and 5.40, 

respectively. 

Figure 2.1 shows examples of the stimuli used in the study. Figure 2.1a shows an 

example of real characters. As in a real character, the spatial arrangement of the two 

components contained in a pseudo-character obeys the character construction 

convention and thus makes the character pronounceable to a skilled reader (Figure 

2.1b). On the other hand, the positions of the phonetic and the radical of a non-character, 

in contrast to the character construction convention, were swapped (Figure 2.1c). The 

Jiagu characters were selected from the Digital Archive of the Oracle Bones Rubbing 

(Institute of History and Philology, Academia Sinica, Figure 2.1d). The scrambled

characters were constructed by dividing the image of a character into 16 vertical strips.

Then the positions of the 16 vertical strips were scrambled (Figure 2.1e). Each type of 
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stimuli contained 60 items. All the character stimuli were listed in Appendix 1. The 

stimuli were presented at 1, 2, 4, and 8 degree away from the central fixation along the 

horizontal meridian. The visual angles of stimuli were varied from 0.8 to 9.1 degree in 

half-octave increments.

Apparatus. CRT) 

monitor controlled by a RADEON 9800 XT video card on a PC. The monitor resolution 

was1280 (H) x 1024 (V) and the monitor input output intensity function was measured 

with a light mouse photometer (Tyler & McBride, 1997). The mean luminance of the 

monitor was 30 cd/m2. At a viewing distance of 54 cm, each pixel on the monitor 

equaled 0.03 degrees in visual angle.

Procedure. We used a spatial 2AFC paradigm to measure the contrast 

threshold for each type of stimuli at different eccentricities. The threshold-seeking 

algorithm (Kontsevich & Tyler, 1999) was used to measure the threshold at a 75%

correct level. In the detection task, the experiment was composed of four blocks (real 

characters, non-characters, Jiagu characters, and scrambled characters). In each trial, a 

stimulus was presented 100 ms and randomly presented on either sides of the central 

Figure 2.1 Examples of the stimuli used in the study. a) real character; b) 
pseudo-character; c) non-character; d) Jiagu character; e) scrambles.
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fixation while the other side was blank. The observers were instructed to indicate which 

side containing a stimulus. In the discrimination task, the experiment was composed of 

four blocks (real characters vs. pseudo-characters, real characters vs. non-characters, 

real characters vs. Jiagu characters, and real characters vs. scrambled characters). The

target was randomly presented on one side of the fixation, while the other side was one 

of the other four types of stimuli. The two stimuli of the same size were presented 

simultaneously for 100 ms. Observers indicated which side contained a real character 

target. 

For both tasks, feedback was provided via an auditory cue for both correct and 

incorrect trials. The observers were asked to focus on the center fixation point during 

the entire experiment. There were four threshold measurements and 40 trials for each 

threshold measurement. The contrast threshold values were the average of four 

threshold measurements. Each trial had a stimulus presented 1, 2, 4 or 8 degrees away 

from the central fixation and the presentation order within a block was randomized.

The order between blocks was also counterbalanced across observers.

2.2 Results

Figure 2.2 shows the contrast threshold for all types of stimuli at different 

eccentricities for the detection task. Each column of Figure 2.2 denotes the data from 

one observer and each row, an eccentricity. In each panel, the blue circle, green square, 

pink triangle, and red triangle denote real characters, non-characters, Jiagu characters, 

and scrambled characters, respectively. The smooth curves are fits of the model 

discussed below. 
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When the target size was small, the detection threshold of a character decreased

along with the increase in its size with a slope -1/2 (indicated by the dashed curves in 

Figure 2.2) on log-log coordinates up to a critical size at all eccentricities and for all 

stimulus types. Beyond the critical size, there was little, if any, improvement in visual 

word form detectability as stimulus size further increased. Both threshold and the 

critical size for spatial summation depend on eccentricity and the character type has 

little effect on detection. While the threshold for Jiagu characters may seem slightly 

lower than the thresholds for the other character types, this could be due to the 

imbalance of contrast energy for different types of characters. After all, Jiagu were 

originally written with knives on bones and shells. For same overall character size, the 

strokes of Jiagu were wider than those of modern characters that were designed to be 

written with pens on papers. Hence, at the same Michaelson contrast, the contrast 

energy for Jiagu was still greater than other types of characters. This result suggests 

that in the detection task, our visual system may analyze local features of characters,

and such a mechanism is not affected by familiarity and spatial configurations of a 

stimulus.

Figure 2.3 shows the contrast threshold for all types of stimuli at different 

eccentricities in the discrimination task. Each column of Figure 2.3 denotes the data

from one observer and each row, an eccentricity. In each panel, the blue circle, green 

square, pink triangle, and red triangle denote the compared target: pseudo-characters, 

non-characters, Jiagu characters, and scrambled characters, respectively. The smooth 

curves are fits of the model discussed below. At the same eccentricity, when stimuli 

were small, the contrast thresholds for the discrimination tasks were higher than those 

for the detection tasks for all character types. Beyond the critical size, there was no 
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difference in the threshold for the detection and discrimination task. This suggests there 

is a specific mechanism for visual word form processing.

The discrimination threshold decreased with target size, with a slope -1 (indicated 

by the dashed curves in Figure 2.3) up to a critical size that was dependent on stimulus 

type and eccentricity. At the same eccentricity and size, the contrast thresholds for

discriminating real and pseudo-characters were the same as those for discriminating 

real and non-characters. The thresholds were higher, however, than those for

discriminating real characters from Jiagu characters and scrambled characters. When

the target size was small, the threshold for discriminating real and pseudo- or 

non-characters was increased about 7 dB, or 110%, over that for discriminating real and 

Jiagu characters or scrambled characters. The critical size was largest for 

discriminating real characters and pseudo- or non-characters and smallest for 

discriminating real characters and Jiagu characters or scrambled characters. Because

the difference between pseudo-, non-characters and Jiagu characters is that the former 

contains familiar components while the latter contains no familiar components. Thus, 

familiarity plays an important role in the discrimination task.
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Figure 2.2 The contrast threshold for all types of character-like stimuli at different 
eccentricities in the detection task. Each panel represents different eccentricities in the 
detection task. Each row denotes one observer and each column denotes each 
eccentricity. The spatial summation curves are fits of the model defined in the visual 
word form. The error bars are one standard error of the means. 
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Figure 2.3 The contrast threshold for all types of character-like stimuli at different 
eccentricities in the discrimination task. Each column denotes one observer and each 
row denotes each eccentricity. The spatial summation curves are fits of the model 
defined in the visual word form. The error bars are one standard error of the means. 
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In order to represent the eccentricity effect for detectability, Figure 2.4 replots the 

data from Figure 2.2. Each column of Figure 2.4 denotes the data from one observer 

and each column, a stimuli type. In each panel, the blue circle denotes the data 

collected at 1 eccentricity; green square, 2 eccentricity; pink triangle, 4 eccentricity, 

and red triangle, 8 degrees. Again, as the target size increased, the threshold decreased 

to critical size and then leveled out. For all types of characters, the threshold was 

increased with eccentricity. Furthermore, the performances for all types of characters 

were significantly reduced in peripheral vision compared with central vision. When the 

target size was small, the threshold for stimuli presented at peripheral vision 

(eccentricity of 8 degree) was about 10.3 to 11.2 dB, or 3.3 to 3.6 times greater than that 

at central vision (eccentricity of 1 degree). When the target size was beyond the critical 

size, the threshold for stimuli presented at peripheral vision was about 5 dB to 7 dB, or 

1.6 to 2.3 times greater than that at central vision. For all types of characters, the critical 

size was increased with eccentricity. This suggests that the detectability for visual word 

forms was decreased with eccentricity.

Figure 2.5 replots the data from Figure 2.3 to show the eccentricity effect of 

discrimination. Each column of Figure 2.5 denotes the data from one observer and each 

column, a stimuli type. In each panel, the blue circle denotes the data collected at 1 

eccentricity; green square, 2 eccentricity; pink triangle, 4 eccentricity, and red triangle,

8 degrees. As the target size increased, the threshold decreased to critical size and then 

leveled out. For all types of characters, the threshold was increased with eccentricity. 

The performances for all types of characters were significantly reduced in the 

peripheral vision, compared with those in the central vision. When the character size 

was smaller than 3.2 degrees, the threshold in the periphery (eccentricity of 8 degrees)
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was larger than -5 dB for all types of targets. That is, observers could not distinguish

between real characters and other types of characters in the periphery vision when the 

stimuli were small. The result shows that character size affects the visual word form

discrimination in the periphery vision. When the character size was large, the threshold 

in the periphery was increased by about 8.58 dB more than that in the fovea, that was 

equivalent to 2.69 times (10 dB, 9.67dB, 6.67dB, and 8 dB for pseudo-characters, 

non-characters, Jiagu characters, and scrambled characters, respectively). This 

suggests that the discriminability for visual word forms was also decreased with 

eccentricity.
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Figure 2.4 The detectability for different eccentricities. Each row denotes one 
observer and each column denotes each stimuli type. From top to bottom is real 
characters, non-characters, Jiagu characters and scrambles, respectively. The spatial 
summation curves are fits of the model defined in the visual word form. The error bars 
are one standard error of the means. 
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Figure 2.5 The discriminability for different eccentricities. Each row denotes one 
observer and each column denotes each stimuli type. The spatial summation curves are 
fits of the model defined in the visual word form. The error bars are one standard error 
of the means. 
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2.3 Discussion

Summation model

As we discussed earlier, there are three possible types of spatial summation that

can be distinguished by the slope of the summation curves. When the target size is 

smaller than the receptive field of the smallest visual word form detector, the 

threshold decreased proportionally with the target size and thus the summation curve 

would have a slope -1 in log-log coordinates. When the target size is smaller than the 

receptive field of the smallest visual word form detector, the threshold decreases 

proportionally with the target size and thus the summation curve would have a slope -1

in log-log coordinates. When the target size is within the attention window of the 

system, the threshold decreases with the increase in target size, with a slope -1/2 on

log-log coordinates. Finally, when the target size is larger than the size of the attention 

window, the threshold would be a constant regardless the target size. Thus, the 

summation curve would have a slope 0. We thus combined three possible types of 

summation with a fourth-power summation operator that provides for smooth 

transitions between the segments of the curve (Tyler & Chen, 2000) to fit our data. 

That is, the thresholds i for a character stimulus were fit with an equation:

i = ((s1i A-1)4+(s2i A-1/2)4+s3i
4)1/4                (1)

where the subscript i denotes the character type, the s1i, s2i, and s3i are relative 

weights of the three summation segments. The area of A is computed as 2, where is

the width of the character stimuli. The smooth curves in Figure 2.2 to 2.5 are model 

fits.
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As shown in Table 2.1, in the detection task, the root mean squared error (RMSE) 

of the model fit was between 1.29 to 1.53 dB for the stimulus types (1.29 dB for 

observer KCH, 1.39 dB for observer LYL, and 1.40 dB for observer ST). Although the 

RMSEs seem larger than the mean standard error of measurement, which ranged from 

0.53 to 0.66 dB, this model could account for 98.3 % (98.3% for observer KCH, 98% 

for observer LYL, 98.6% for observer ST) of the variance in the data. In the 

discrimination task, the RMSE of the model fit was between 1.12 and 1.37 dB for the 

stimulus types (1.59 dB, 1.08 dB, and 1.18 dB for observers KCH, LYY, and ST, 

respectively). This model accounted for 98.8% (99% for observer ST, 98.9% for 

observer KCH, and 98.6% for observer LYY) of the variance in the data. That is, the 

model virtually accounts for all the systematic variations in the data.

Table 2.1 RMSE and SSE for each type of stimuli.
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As we consider the data of detectability for visual word form, the model can be 

simplified even further. The summation curve at the smaller target size, as shown in 

Figure 2.2 and 2.4, actually had slope -1/2 as indicated by the dashed curves in the 

figures. Hence, we tested whether a reduced model with s1=0 can fit the data. That is, 

the thresholds i was fitted with Equation 2:

i = ((s2 A-1/2)4+s3
4)1/4                                        (2)

The goodness of fit for Equation 2 is similar to that for Equation 1. The sum of 

square error pooled across observers increases from 75.33 for Equation 1to 75.36 for 

Equation 2 ( F(1,22) < .01, p = 0.999 > .05).

We consider the data of discriminability for visual word form. The summation 

curve at the smaller target size, as shown in Figure 2.3 and 2.5, had a slope -1 on 

log-log coordinates up to a critical size. We test whether s2 =0 can fit the data. We refit 

the threshold i with Equation 3:

i = ((s1 A-1)4+s3
4)1/4                                        (3)

The goodness fit for Equation 3 was more worse than that for Equation 1. The 

sum of square error pooled across observers decreased from 98.58 for Equation 3 to 

66.81 for Equation 1 (F(1,22) = 4.32, p < .05), suggesting that Equation 1 can better 

explain the data.

We found that in the detection task, character type had little, if any, effect on 

detection. This result was actually consistent with previous findings that detectability is 

based on local feature analysis (Legge et al., 2007; Martelli, et al., 2005; Pelli, et al., 

2006; Pelli, et al., 2003; Tan, Hoosain, & Peng, 1995). Based on the theory of threshold 
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summation behavior (Tyler & Chen, 2000), we estimated the specific mechanism of the 

visual word form perception. All stimulus types were fitted with a log-log summation 

Furthermore, the visual word form detector is

limited by the size of the attention window of the system. (Tyler & Chen, 2000).

In the discrimination task, we found that the threshold for discriminating between 

real and pseudo or non-characters was higher than that for discriminating between real 

and Jiagu characters or scrambled characters. These character specific mechanisms are 

indifferent to pseudo- and non-characters, suggesting that they ignore orthographic 

rules. Those mechanisms are indifferent to Jiagu characters and scrambled characters,

suggesting that they are not for spatial configuration in general. In addition, the slope of 

the discrimination threshold is close to -1 on log-log coordinates up to a critical size. 

This result suggested that the discrimination threshold is mediated by a specific 

mechanism for characters. The discriminability of visual word form information is 

based on familiar features of an image.

The size of the detection and discrimination mechanism

As discussed earlier in this chapter, the intersection between the proportions of the 

summation curve with slope -1 and -1/2 denotes the size of the receptive field of the 

smallest target detector while the corner between those with slope -1/2 and 0, the size of 

the attention window. In the detection task, since there is no -1 slope segment in our 

summation curve, we can conclude that all our stimuli were larger than the size of the 

smallest visual word form detector. The width of the attention window, T1 can be 

derived from Equation 2 as.
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T2 =[(s2/s3)2]1/2                                                  (4)

Figure 2.6 shows T2 averaged across three observers for different character types 

and eccentricities. As the eccentricity increased, the size of the largest filter also

increased, regardless of stimulus types. The filter size in the periphery was twice as 

large as that in the fovea. 

In the discrimination task, both parameter s1 and s2 play important information in 

discriminating real characters and other types of characters. We translated from 

Equation 1 into the properties of the size T1 of the smallest filter and the size T2 of the 

largest filter by the following relations: 

T1= [min(s1/s2)2, s1/s3]1/2 (5)

T2 = [max(s2/s3)2, s1/s3]1/2 (6)

Figure 2.7 shows T1 and T2 across three observers in the discrimination task.

Figure 2.7A shows the smallest filters for all stimulus types. The size of the smallest 

filter was increased with eccentricity, regardless of stimulus types. Figure 2.7B denotes 

the largest filters for all stimulus types. The T2 of Jiagu characters at an eccentricity of

4 was un-measurable, thus we excluded this data point. The size of the largest filter was 

also increased with eccentricity, regardless of stimulus types. For all stimulus types, the 

parameter T2 is larger than T1 in central vision and, beyond the eccentricity of 8 

degree, the parameter T1 is equal to T2. This implies that in the periphery, there is a 

specialized channel for processing visual word form, regardless of stimulus type. 
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Figure 2.6 T2 across three observers in the detection task. The error bars 
are one standard error of the means. 
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The eccentricity effect

Eccentricity and visual word form size are critical factors in determining reading

performance (Battista, Kalloniatis, & Metha, 2005; Chung, Mansfield, & Legge, 1998).

To reveal the relationship between eccentricity and visual word form size, we measured 
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Figure 2.7 T1 and T2 across three observers in the discrimination 
task. The error bars are one standard error of the means.
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the cortical magnification factors for visual word form processing with Equation 7. The 

relationship between the critical size T and eccentricity E can be described by

T= T0 * (1+E/E2),                               (7)

where E is the eccentricity of the stimuli, T0 is the estimated critical size at the fovea 

and E2 controls the cortical magnification factor. T and E2 were free parameters to be 

estimated. The E2 parameter is used to represent the rate of change of the variable of 

interest as a function of eccentricity (Chung, et al., 1998; Levi, Klein, & Aitsebaomo, 

1985; Toet & Levi, 1992). We found the cortical magnification, E2, is 0.82 degree 

visual angle, fitted detectability for visual word forms. From fovea to periphery, the 

critical size was increased 4.23-fold. The results were consistent with the finding of 

Levi, Klein, and Aitsebaomo (1985), in which the E2 was 0.68 for identifying the acuity 

of alphabetic words. In addition, the critical size increases with eccentricity with E2

0.22 in the discrimination task. The target size in the periphery was 5.32 times greater 

than in fovea. The E2 value in the discrimination task was lower than that in the 

detection task, implying that the variable changes more quickly with eccentricity for 

discriminating visual word form than that for detecting visual word form (Chung, et al., 

1998).

Crowding effect

Crowding, generally defined as the impairment of target detection with

neighboring stimuli, is known as interference between objects, such as faces or written 

words (Bouma, 1970; Chung, Levi, & Legge, 2001; see review by Levi, Klein, & Chen, 

2008). In this study, we demonstrated the crowding effect for detecting and 

discriminating visual word form. In the detection task, the thresholds for all types of 
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character stimuli were decreased with increases in the target size. Furthermore, the 

contrast threshold was greater in the periphery (eccentricity of 8 degrees) than in the 

fovea. The results seem inconsistent with the findings of Levi, Hariharan, and Klein

(2002), and Pelli, Palomares, and Majaj, (2004), who stated that letter detection was not 

affected by crowding. This inconsistency could be due to the different mechanisms of 

(Martelli, et al., 2005; Zhang, 

Zhang, Xue, Liu, & Yu, 2009) (2004) study, crowding effect was 

measured by the critical spacing among letters in the periphery, which is termed as 

visual word form in the 

periphery was affected by the interaction of features within a character, which is termed 

s (2009) finding. A possible explanation

for the internal crowding is the interference of mean components in a character (Zhang, 

et al., 2009). However, we need more studies to understand the mechanism of internal 

crowding for character perception.

Another important finding is that crowding impaired not only the detectability, but 

also the discriminability for characters. The crowding effect was greater in the 

discrimination task than in the detection task. In the periphery, when the target size was 

smaller than 3.16 degrees, observers could not discriminate between real characters and 

other types of stimuli, implying that the influence of crowding on discrimination may 

be based on the combination of features of a character. Furthermore, the crowding for 

discriminating between real characters and pseudo or non-characters was larger than 

that for discriminating between real characters and Jiagu or scrambled characters. This 

result suggests that familiar components of a character could interfere with the 

readability of characters. 
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2.4 Summary

In this study, we investigated the performance for the detection and the 

discrimination tasks of displayed visual word form as a function of visual word 

form-size and retinal eccentricity. We measured the contrast detection threshold for 

various types of visual word form stimuli (real, non-, Jiagu, and scrambled characters)

at different sizes and presented at different eccentricities. The detection thresholds for 

the same stimulus size and the same eccentricity were the same for all types of stimuli. 

When the visual word form-size is small, the detection threshold of a character 

decreased with the increase in its size, with a slope of -1/2 on log-log coordinates, up to 

a critical size at all eccentricities and for all stimulus types. This result suggests that

detection is mediated by local feature mechanisms, with no specialization for Chinese 

characters. At the same eccentricity, the contrast thresholds were higher in the 

discrimination task than that in the detection task, suggesting a different mechanism 

involving in these two tasks. The contrast thresholds for discriminating between real

and pseudo-characters are the same as those for discriminating between real and 

non-characters in comparable conditions. This result suggests that the visual processing 

of real, pseudo-, and non-characters may involve same channels. The thresholds were 

significantly higher than the thresholds for distinguishing real characters from Jiagu

characters and scrambled characters. The results suggested that the discrimination 

threshold is mediated by well-learned forms of components in a character. Notice that a 

real, pseudo-, and non-characters contain similar components. However, it is not clear 

the role of the components in visual word form processing. This issue will be addressed 

in the later chapters. 
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Chapter 3 : Retinotopic mapping of visual 

word forms in the visual cortex

The purpose of this study was to use the retinotopic mapping method with rotating 

wedge and expanding ring stimuli to investigate whether the visual cortical areas have 

specific spatial representations for visual word forms. The retinotopic mapping method

has generally been used in defining the borders of the visual cortical areas (DeYoe et al., 

1996; Dougherty et al., 2003; Tootell et al., 1998). The organization of the early visual 

areas is well established and can be mapped the visual field along the polar angle and 

eccentricity. Each retinotopic area corresponds to specific functional properties of 

sensory input and forms a hierarchical organization in the visual cortex. Researchers 

found that the early visual cortical areas respond to certain local features of an object, 

such as segments, contrast, or contours(DeYoe, et al., 1996; Dougherty, et al., 2003; 

Tootell, et al., 1998) and the ventral cortical regions respond to complex objects, such 

as houses, faces, and visual words, and showed the selectivity of different categories 

(Grill-Spector, et al., 1998; Hasson, et al., 2003; Hasson, et al., 2002; Levy, et al., 2001).

Such functional specification in the visual cortex was consistent with the hierarchical 

processing from early visual areas to higher visual areas. 

Although the early visual cortex showed clear retinotopic mapping properties, the 

spatial topography in the ventral cortical regions is still under debate (Tyler et al., 2005).

Researchers argued that the ventral cortical regions were non-retinotopic or less 

strongly retinotopic (Grill-Spector, et al., 1998; Levy, et al., 2001; Malach, et al., 1995; 

Tootell, et al., 1998). In contrast, some studies found that the center/periphery 
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organization of objects within the ventral cortical regions, suggesting a retinotopic 

property in these regions (Hasson, et al., 2003; Hasson, et al., 2002; Levy, et al., 2001).

The inconsistent results may due to the intrusion of local features in an object that was 

not balanced in their experiment design. For example, Hasson (2002) only compared 

the images of faces, buildings and letters at central and periphery. There was much 

difference in the low level features in those images. It is possible that the activation in 

the so called higher visual areas may from a difference in the local features of an image.

In current study we used a 2 ( r vs.

of charact ) by 2 ( with a blank background vs. with a scrambled background )

design. Combining the results from the r and

, we could reveal the retinotopic mapping for characters in the 

visual cortex. Comparing the activation for the rotating wedge with that for the 

expanding ring of characters between with a blank background and with a 

scrambled background , we could identify the cortical regions both for local feature

and for whole character analyses. If there is a specific visual region that is sensitive to 

characters, we should observe that this area shows a greater activation in the with a 

scrambled background condition than in the with a blank background . Furthermore, 

if the traveling wave of characters modulates the neural responses in the visual areas, 

neurons in these areas should respond preferentially to the characters in a localized part 

of the visual field. On the other hand, if the neurons in a region respond uniformly to all 

spatial positions, we would expect there should be no modulation in response to the 

characters. 
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3.1 Methods

Observers Eight healthy, right-handed college students (four males and four

females) aged between 22 and 28 years old participated in this study. All the observers

were right-handed, as assessed by the Edinburgh Handedness Inventory (Oldfield, 

1971). All the observers were native speakers of Chinese. They were naïve as to the 

purpose of the experiment and were compensated financially for the hours they devoted

to the experiment. Informed consent was obtained from the observers before scanning

began. The experiment was approved by the IRB of the National Taiwan University 

Hospital. 

Stimuli. All real characters were the same as those in Study 1. The scrambled 

characters were constructed first by dividing the image of a character into squares in 4 

by 4 grids. The positions of the 16 squares were then scrambled.

Procedure. Four types of conditions were involved in this experiment (see 

Figure 3.1). There was a 2 ( r vs.

) by 2 ( with a blank background vs. with a scrambled background )

design. In the rotating wedge of characters condition, characters were presented in 

one quadrant visual field at a time and smoothly rotated clockwise about the fixation 

point. In the expanding ring of characters , characters were presented in a ring whose 

radius moved periodically from fovea to peripheral visual field. The images in the 

conditions were superimposed on a blank background or a background consisting with 

scrambled versions of characters. Figure 3.1A shows an example of the stimuli in the

rotating wedge of characters . Figure 3.1B shows an example of the stimuli in the

rotating wedge of characters with a scrambled background . Figure 3.1C shows an 
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example of the stimuli in the expanding ring of characters only . Figure 3.1D denotes 

expanding ring of characters with a scrambled background . In all conditions, the 

character s size was scaled by eccentricity: from 0.9 degrees in the fovea to 3.6 degree 

in 7 degrees in the periphery. The expanding ring had a thickness from 1.8o (fovea) to 

6.1o (periphery). Stimuli were delivered with MRVision 2000 goggles from Resonance 

Technology Inc. At 800 (H) by 600 (V) resolution, the theoretical pixel size of the 

display was 2.25o. In order to limit the differential brain responses to sensory 

processing signals and avoid confounding the perceptual responses with motor or 

decision processing, the observers were asked to maintain the central fixation. When 

each observer was viewing experimental conditions, the experimenter observed the 

eye-tracker display to ensure the observers were alert and maintaining the central 

fixation.
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Data acquisition. The fMRI images were acquired with a 3T Bruker MRI 

scanner located at the Interdisciplinary MRI Laboratory at the National Taiwan 

University. The images were collected in 20 transverse planes parallel to the AC-PC 

(anterior commissure posterior commissure) line to cover the occipital cortex. An 

echo-planar imaging sequence (Stehling, Turner, & Mansfield, 1991) was used to 

A   B 

C  D 

Figure 3.1 The retinotopic paradigm of Chinese characters. A) the rotating 
wedge of characters with a blank background; B) the rotating wedge of 
characters with a scrambled background; C) the expanding ring of characters 
with a blank background; D) the expanding ring of characters with a scrambled 
background. 
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acquire the functional data (TR = 3000 ms, TE = 33 ms, flip angle = 90o, voxel 

resolution = 2.34 x 2.34 x 3 mm). Within each scanning session, both functional 

(T2*-weighted, blood-oxygenation-level-dependent (BOLD)) responses and 

anatomical images were acquired in identical planes. Each experimental condition

lasted 225 s (75 images). The first 9 s (3 images) were excluded from further analyses 

to avoid the start-up transient. Thus, the data analyzed for each scan spanned 216 s (72 

images). The block design was used to measure the cortical response to the stimulus 

contrasts. Each rotating-wedge or expanding-ring characters were presented for 18 s on 

each period. There were six periods per run. Each 18 s epoch consisted of 12

presentations of the stimuli for 0.5 Hz followed by a 1000 ms blank period. 

Localizers. In addition to the main experiments, all observers participated in 

localizer experiments in different sessions to identify relevant brain areas reported in 

the literature. The following four types of localizers were involved in the study. 1) 

Object localizers. The lateral occipital complex, including the lateral occipital region 

(LO) and fusiform gyrus (FG), was identified by contrasting BOLD activation with 

pictures of common objects (objects that can be seen in everyday life) with 

block-scrambled versions of themselves (p < .0001, uncorrected) as developed by 

Kourtzi and Kanwisher (2001). The borders between LO and FG were separated 

according to the anatomical structure. 2) Visual word form localizers. VWFA was 

identified by the differential BOLD activation to real characters versus non-characters 

(p < .0001, uncorrected; Kao et al., 2010). 3) Face localizers. The FFA was identified 

by the contrast between face images and phase-scrambled face images (p < .0001,

uncorrected; C. C. Chen, Kao, & Tyler, 2007). 4) Retinotopic localizers. The early

visual areas (V1 to V3) were identified with the rotating wedge and expanding ring of 
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black-and-white checkerboards (Engel, Glover, & Wandell, 1997). The rotating-wedge 

checkerboards spanned 180o and rotated 30o every 3 s, taking 36 s to go around the 

display. The expanding-ring checkerboards were presented in a ring whose radius 

moved periodically from the fovea to the peripheral visual field. The ring had a width 

of 1.5 o whose outer radius expanded from 1.5° to 9° in steps of 0.6°. Each ring was 

presented for 1 s and the entire sequence of rings was repeated 12 times per scan. The

representations of ventral and horizontal visual field meridians were mapped in all 

observers in order to delineate borders of retinotopic areas.

Data analysis and visualization. A high-resolution anatomical (T1-weighted) 

3D MRI volume scan of the entire head was obtained for each observer (voxel size = 1 

x 1 x 1 mm). There were three steps to create the flattened cortical representations. First, 

we used FreeSurfer (Dale, Fischl, & Sereno, 1999; Fischl, Sereno, & Dale, 1999) to 

reconstruct each o based on his or her 3D anatomical brain.

Second, the gray and white matters of the cortical surface were segmented with mrGray

(Teo, Sapiro, & Wandell, 1997). The information from mrGray could identify the gray 

and white matter and find the boundary between them. Finally, we used mrFlatMesh 

(Wandell, Chial, & Backus, 2000) to produce a flattened image of the cortical surface 

for each observer. The flattened images were fed into the mrVista analysis package 

(Wandell, et al., 2000) for 3D visualization (see Figure 3.2). The flatmaps were 80 mm

radius disks centered at a point near the occipital poles on inflated cortical surfaces. The 

gray shading denotes the gyral (light) and sulcal (dark) layouts. The differential fMRI 

activity profile was mapped directly onto the cortical manifold, to allow visualization 

of the response properties over complete cortical areas. The boundaries of the 

retinotopic projection areas V1, dorsal V2 (V2d), ventral V2 (V2v), dorsal V3 (V3d),
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and ventral V3 (V3v) were established as described in Engel et al. (1997). The areas 

delineated by red, green and blue borders are the first-tier retinotopic areas V1, V2 and 

V3, identified by the rotating wedge and the expanding ring of checkerboards,

respectively.

Figure 3.2 Flatmaps centered near the occipital pole of the left hemisphere (LH) 
and the right hemisphere (RH) for observer AEW. The retinotopic areas V1-V3 (red, 
green and blue outlines) was defined by the rotating-wedge and expanding-ring
checkerboards. The gyral and sulcal landmarks are shown as light-gray and 
dark-gray shading, respectively.
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To correct head-motion artifacts of functional scans, we used SPM2 (Wellcome 

Department of Imaging Neuroscience, University College London; 

http://www.fil.ion.ucl.ac.uk/spm/) to realign the acquired EPI images. The realigned 

images, as well as the anatomical images, were then fed into the mrVista analysis 

package (Wandell, et al., 2000) for coregistration, data analysis, and 3D visualization.

No spatial smoothing was used for functional analysis. Statistical analysis of the 

BOLD activation was based on the spectral correlation between the BOLD activation 

time series and the experimental sequences (Engel, et al., 1997).

The BOLD response was analyzed by extracting the Fourier fundamental of the 

time series at every voxel at the stimulus alternation ratio of 1/18 Hz. A statistical 

correction for multiple occurrences was applied to the criterion for significant response, 

in terms of the amplitude of the Fourier fundamental. A coherence level of 0.47 

provided a significant activation level of p < .00005 in each voxel. Responses below 

this level do not represent significant activation in amplitude terms, although the 

analysis of the phase vector was implemented under the assumption that that was the 

best estimate of its phase. The procedure allowed the phase to be used down to a 

coherence level of 0.3 (p < .01 in each voxel) for the ROIs defining visual projection 

area from the retinotopic scans. 

3.2 Results

Retinotopic activations for checkerboards

Figure 3.3 showed the retinotopic activations for rotating-wedge and

expanding-ring checkerboards for three typical observers (the results of the remaining
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observers are presented in Appendix 2). The colors in Figure 3.3 denote the location 

within the visual field of checkerboards that induced the activity in the occipital cortex. 

For each retinotopic area, the radial boundaries were defined by the rotating wedge 

phases, which were coded from cyan in the left and upper visual field to green in the left 

and lower visual field, and blue in the right and upper visual field to green in the right 

and lower visual field (Figure 3.3 A). The center to peripheral extent was defined by the 

expanding ring phases, which was coded from red in the fovea to blue in the periphery

(Figure 3.3 B). The retinotopic boundaries obtained in this study were the same as those 

in previous studies (DeYoe, et al., 1996; Dougherty, et al., 2003; Tootell, et al., 1998). It 

can be seen that the border of V1 (red outlines) was lying along the fundus of the 

calcarine sulcus. The retinotopic areas V2 (green outlines) and V3 (blue outlines),

which were adjacent to V1, split into dorsal and ventral segments representing the 

lower and upper hemifields, respectively. Small differences among observers are 

expected in the phase maps, due to both differential retino-cortical mapping parameters 

and different hemodynamic delays.
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Figure 3.3 Retinotopic activations for the A) rotating-wedge and B) 
expanding-ring checkerboards for three typical observers. Radial color map 
segregates the left field(LF) and the right field(RF). Concentric color map separates 
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Retinotopic activations for characters

Figure 3.4 showed the retinotopic activations for rotating-wedge (Figure 3.4 A) 

and expanding-ring characters (Figure 3.4 B) for three typical observers. The colors in 

Figure 3.4 denote the locations within the visual field of characters that induced the 

activity in the occipital cortex. The boundaries of early visual areas were defined by 

retinotopic activations of checkerboards. The magenta, yellow, black and white borders 

denote the LO, FG, VWFA, and FFA, respectively. The outlines of these areas were

shown for reference in the subsequent flatmaps. Traveling waves of characters 

activated the regions from the occipital pole well into the ventral occipital cortex. The 

areas responded to the meridional and eccentricity maps and colored according to the 

color bar. The early retinotopic areas which were defined by checkerboards were also 

observed in character conditions. Beyond the early visual areas, character stimuli 

showed a retinotopic property in the LO and FG while checkerboard stimuli did not 

produce much activation in these areas. This result implies that neurons in the ventral 

occipital areas were involved in the shapes of visual words rather than low-level

features (Grill-Spector, Kourtzi, & Kanwisher, 2001).

We found that the ventral occipital areas responded to characters across the 

contralateral hemifields and showed the separation between upper and lower visual

field representations. That is, this region showed a preference for one portion of visual 

field compared with another. Both the dorsal and ventral parts of the FG have distinct 

representations for each quadrant of the visual field. The FG also showed a 

center-periphery property. The FG appears to have a boundary between foveal and 
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peripheral representations. These results showed that the ventral occipital areas exhibit 

a degree of retinotopic specificity.
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Figure 3.4 Retinotopic activations for A) rotating-wedge and B) 
expanding-ring characters with a blank background for three typical observers. 
Radial color map segregates the LF and the RF. Concentric color map separates 
the fovea and periphery. V1 to V3 are defined by the rotating-wedge and 
expanding-ring checkerboards. The magenta, yellow, black and white borders 
denote the LO, FG, VWFA, and FFA, respectively. LH (left hemisphere), RH 
(right hemisphere)
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Retinotopic activations for characters with a scrambled 

background 

Figure 3.5 showed the retinotopic activations for rotating-wedge (Figure 3.5 A) 

and expanding-ring characters (Figure 3.5 B) with a scrambled background. Contrasted

with scrambled characters, the FG responded to characters presented in the fovea, but 

not in the periphery. More specifically, the foveal selectivity is located within the 

VWFA, but not in the FFA. The activation of the expanding ring of characters also 

showed that the bilateral fusiform gyri prefer foveal representation. This result implies 

that the processing of character recognition may be associated with the central 

representation in the visual cortex. There is no obvious selectivity, however, for 

character quadrants in the FG. The activation for characters was only located in the 

VWFA, not in the FFA. The character-based retinotopic mapping was absent in the 

FFA. Similarities such as those we describe here have also been noted in other 

observers. This result was consistent with previous studies that showed the FG has 

distinct object category representation (Hasson, et al., 2003; Hasson, et al., 2002; Levy, 

et al., 2001). This suggests a functional segregation in the FG.
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Figure 3.5 Retinotopic activations for A) rotating-wedge and B) 
expanding-ring characters with a scrambled background. Radial color map 
segregates the LF and the RF. Concentric color map separates the fovea and 
periphery. V1 to V3 are defined by the rotating-wedge and expanding-ring 
checkerboards. The magenta, yellow, black and white borders denote the LO, FG, 
VWFA, and FFA, respectively. LH (left hemisphere), RH (right hemisphere)
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3.3 Discussion

In this study, we used the retinotopic mapping method to investigate whether the 

visual cortical areas have specific representations for visual word forms. Our results 

showed the activation of characters was extended from early visual areas to the higher

visual areas in the occipital cortex. Compared with checkerboards, the character stimuli 

showed greater activation in the ventral occipital area, especially the FG, suggesting 

this region is sensitive to the visual words rather than low-level features. The 

retinotopic representation for character stimuli was in the ventral occipital area, where

we found FG is selective for the contralateral visual fields and centre-to-periphery map. 

This implies that FG is involved in the spatial location information of stimuli. 

Furthermore, contrasted with scrambled characters, FG showed a preference for 

characters presented in the fovea. Such foveal selectivity was located in the VWFA, 

suggesting that VWFA is associated with the processing of central information. 

Retinotopic maps in the ventral occipital cortex

Our results clearly demonstrated that the ventral occipital area is a retinotopic 

organization. We found that FG represented both the contralateral visual fields and 

upper and lower visual fields. Furthermore, these areas also represented the central to 

peripheral organizations. The results suggest that the neurons in this region are 

associated with distinct spatial positions on the retina. It has been known that the 

ventral part of occipital cortex is activated when participants are viewing objects and is 

selective for different categories of objects. More recent neuroimaging studies indicate 

that the ventral occipital area may involve several retinotopic maps. Larsson and 
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Heeger (2006) reported the two visual field maps (LO1 and LO2), which were between 

V3d and MT in the ventral occipital area, represented contralateral and upper/lower 

visual fields. Arcaro, McMains, Singer, and Kastner (2009) reported another two visual 

field maps (parahippocampal cortex, PHC1 and PHC2) in the ventral occipital area. In 

addition to these retinotopic areas, we found that the FG represented angular and 

eccentric maps. These findings support the notion that the ventral occipital cortex is a 

multiple retinotopic organization (Tyler, et al., 2005; Wandell, et al., 2007).  

Each retinotopic area in the ventral occipital area is associated with distinct object 

tuning properties. The region LO1 was activated more by orientation-selective gratings

while LO2 was activated more by objects compared to scrambled objects (Larsson & 

Heeger, 2006). The regions PHC1 and PHC2 were more responsive to scenes than 

objects or faces (Arcaro, et al., 2009). The retinotopic map we found in the FG was 

overlapped with VWFA, implying that this region was selective for visual word 

processing. Taken together, the ventral occipital area is not a homogeneous area; the 

populations of neurons may respond to different categories of objects. 

Using checkerboards as stimuli, we only found the significant activation in the 

early visual areas, not in the ventral occipital regions. The higher visual areas seemed

not to respond to low-level visual features. Thus, the checkerboards may not be an 

optimal stimulus to detect the topographic properties of the lateral occipital regions 

(Tyler, et al., 2005). On the contrary, characters provide suitable stimuli for the 

investigation of the topography of the ventral occipital surface.
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The specific selectivity for characters

Contrasted with scrambled characters, FG showed a preference for characters 

presented in the fovea. Such foveal selectivity was located in the VWFA, suggesting 

that the VWFA is associated with the processing of central information. This result 

supported the notion that object recognition which required central vision is strongly 

associated with the foveal representations in the brain (Hasson, et al., 2003; Hasson, et 

al., 2002; Levy, et al., 2001; Malach, Levy, & Hasson, 2002). This result was 

compatible with the behavioral studies which demonstrated that central vision plays a

fundamental role in reading (Legge, et al., 2001). In contrast to the VWFA, the FFA 

showed no differential activation between characters and scrambled characters. This 

result suggests that FG has a functional segregation for objects. 

One interesting finding is that the right FG is more responsive for the left visual 

field stimuli when rotating-wedge characters are contrasted with scrambled characters.

Behaviorally, the left visual field advantage has been observed in several character 

recognition tasks, such as lexical decision tasks and naming tasks (Cheng & Yang, 1989; 

Tzeng, Hung, & Cotton, 1979). They found that the accuracy and reaction times for

recognizing characters were better when stimuli were presented in the left visual field 

than in the right visual field. Cheng and Yang (1989) argued that the left visual field 

advantage for characters could support the dominance of the right hemisphere in 

processing characters. The left visual field advantage, which has been reported in 

behavioral studies, was also found in the activation of the right lateral occipital region 

in the present study. Activation of the right hemisphere in this region, which was not 

routinely reported in studies of alphabetic words (Fiez & Petersen, 1998), indicated that 
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processing Chinese characters which are visually complex involves extensive 

visual-spatial analyses (Kuo et al., 2001; Tan, Liu, et al., 2001).

Furthermore, our results showed that the left hemisphere responded to the right 

visual field characters. This result suggests that both right and left lateral occipital 

regions play important roles in processing characters. Previous studies have shown the 

left lateral occipital region dominates at visual word perception (L. Cohen, et al., 2000; 

Dehaene, et al., 2002; Price, 2000) and responds to the lexical information of a visual 

word. It is likely that the visual word recognition may rely on the cooperation of two 

hemispheres. We need further studies to test this hypothesis and reveal the nature of the 

information integration between the two hemispheres. 

In addition, the lateral occipital regions showed little or no difference for the 

upper and lower visual fields, suggesting that the neurons in this area integrate 

information from these two visual fields. It is possible that receptive field sizes of 

neurons are sufficient to integrate information across large portions of the visual field. 

3.4 Summary

Using retinotopic mapping methodology, we found the activation of characters 

was extended from early visual areas to the higher visual areas. Character stimuli 

showed a strong retinotopic property in the FG. This result suggests that the FG is a 

retinotopic organization. Moreover, character selective activations were identified in 

the bilateral fusiform gyri. The result of the expanding-ring characters contrasting 

scrambled characters showed that the bilateral FG prefer foveal presentation. The 

character-specific area in the FG is different from the FFA. This suggests that the FG is 
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organized by different functional representations. We found that the perception of 

characters activated the early and higher visual areas, suggesting that the processing of 

characters involves the analysis of local features and the global shape. This notion is 

consistent with the results of object perception studies, in which the visual system 

analyzes the features of an object and then groups them hierarchically to form object 

representations. 
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Chapter 4 : The inversion effect in visual 

word form processing: the spatial 

configuration

Kao, C. H., Chen, D. Y., & Chen, C. C. 

(2010). The inversion effect in visual word form processing. Cortex, 46, 217-230.

Reading may be one of the most well-practiced visual tasks for a person living in a 

modern society. It is very likely that a reader may have read hundreds of millions of 

words in his or her lifetime. For instance, skilled Chinese readers can, on average, read 

about 600 characters per minute (Sun, Morita, & Stark, 1985). Assume that a 

20-year-old college student, since the fourth grade, has spent only two hours per day 

reading at half of his or her top reading speed. This student would have read 300

char/min x 120 min/day x 3650 days = 1.3 x 108 characters in just 10 years. With this

amount of practice, our visual system may have developed an efficient way to process 

word information.

It is suggested that, to perform a well practiced visual task, such as recognizing a 

face, the visual system tends to analyze the configuration, or spatial relationship among 

image elements, rather than the image elements themselves (Tanaka & Farah, 1993). At 

the behavioral level, such configurational processing is best manifested in the inversion 

effect (Diamond & Carey, 1986; Yin, 1969). In the inversion effect, an observer has 

more difficulty recognizing an object in a picture when the image is placed upside 
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down than when the image is in the upright position. Since the image elements in the 

upright and the inverted images are the same and only the spatial relationship among 

image elements is changed by the inversion, such impairment of performance implies a 

mechanism for analyzing spatial configurations whose function is disrupted by the 

image inversion. Such an inversion effect has been found in recognizing human faces in 

normal populations (Carey & Diamond, 1977; Leder & Bruce, 2000; Rhodes, et al., 

1993; Yin, 1969), recognizing dogs by dog training experts (Diamond & Carey, 1986)

and recognizing novel objects by observers trained to identify those objects (Gauthier 

& Tarr, 1997).

In this study, we investigated the spatial configuration processing of orthographic 

objects using Hanzi, also called s

pronounced as Kanji in Japanese, is a set of characters used in several East Asian 

written languages. There is behavioral evidence of spatial configuration processing in 

Hanzi. It showed that skilled readers of Hanzi (e.g., Taiwanese or Japanese college 

students) tended to sort Hanzi with similarities in global spatial relationships among 

character components, while non-readers (e.g., American college students) tended to 

sort Hanzi with similarities in character components (Yeh & Li, 2002; Yeh, et al., 

2003).

There may be two ways to analyze spatial configurations in a Hanzi character. 

First, the visual system may analyze the spatial configurations in a hierarchical way. A 

character is composed of several character components and each of these components 

is composed of several strokes. Hence, the analysis of spatial configurations may occur 

on both levels: one is concerned with the spatial relationship among strokes in a 

character component, while the other is concerned with the spatial relationship among 
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components in a character. For the purpose of this discussion, we will refer to the 

former as the local configuration and the latter as the global configuration. Second, the 

visual system may directly analyze the spatial relationship of the strokes relative to the 

whole characters. Hence, character components are just a set of strokes and play only a 

small role in spatial configuration processing. 

To make distinctions among possible types of configuration processing, in this 

study we use only characters that are semantic-phonetic composites. About 90% of 

frequently used characters are of this type (DeFrancis, 1984). These characters are 

composed of two components, arranged in a left-right global configuration (see Figure

4.1a for an example). The spatial configurations of a character were manipulated in the 

following ways: First, we swapped the position of the left and right components of a 

character as shown in Figure 4.1b. This manipulation altered the global configuration 

but left the local configuration intact. For semantic-phonetic composites, this left-right 

- referred to in some literature 

(C.W. Hue & Tzeng, 2000). Thus, to be consistent with previous studies, we will 

identify the original characters as real characters and the left-right swapped characters 

- . We then inverted both real characters and non-characters to 

disrupt both local and global configurations (Figure 4.1c & d).  

There are studies using mirror reversed words (Dong, et al., 2000; Poldrack, 

Desmond, Glover, & Gabrieli, 1998; Proverbio et al., 2007; Ryan & Schnyer, 2007). At 

first glance, such manipulation is similar to ours. However, those studies focused on 

skill learning and did not address the issue of the visuospatial analysis of the stimuli. As 

a result, while they showed extensive occipitotemporal activation in the mirror reading 
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tasks, these studies failed to analyze or separate the functions of different loci of

activation in the occipitotemporal cortex during word processing. 

While the inversion effect has been demonstrated in several categories of objects, 

to the best of our knowledge, it has not been reported for Chinese words or characters. 

Therefore, we first demonstrated an effect with a psychophysical experiment by 

showing an impairment of the discrimination performance for inverted real characters, 

compared with that for upright real characters. In addition, it is reported that the 

inversion effect may have different properties for foveal and peripheral presented 

stimuli (McKone, 2004; McKone, Brewer, MacPherson, Rhodes, & Hayward, 2007).

We, therefore, also tested the inversion effect at the parafoveal and the peripheral 

eccentricities. We then investigated the cortical activation for spatial configurations in 

Hanzi characters. The cortical areas that are sensitive to all spatial configurations 

should show an inversion effect for real characters. Furthermore, the areas that are 

sensitive to the global configurations should show the differential activation between 

real and non-characters. The areas that are sensitive to the local configurations should 

show an inversion effect for non-characters.

4.1 Methods

Psychophysics

Participants. Twelve right-handed observers (6 males, 6 female) between 20 to 

24 years old were participated in this study. All participants were undergraduate or 

graduate students at the National Taiwan University. They are all fluent in reading 

Chinese. They were naïve as to the purpose of the experiment and were compensated 



73

financially for the hours in the experiment. All of them provided written consent for 

participation in the experiment. Data from one participant was discarded due to a 

performance near the chance level in all conditions. As a result, there were eleven 

participants in the final data set. 

Apparatus. The stimuli were presented on a HP P1130 (Trinitron 21 CRT)

monitor controlled by a RADEON 9800 XT video card on a PC. The monitor resolution 

was 1280 (H) x 1024 (V). The monitor input output intensity function was measured 

with a light mouse photometer (Tyler & McBride, 1997). This information allowed us 

to compute linear lookup table settings to linearize the output. The mean luminance of 

the monitor was 30 cd/m2. At a viewing distance of 54 cm, each pixel on the monitor 

had a size of .03o in visual angle.

Stimuli. Figure 4.1 shows examples of stimuli used in this study. All the 

characters were semantic-phonetic composites with two components arranged in a 

left-right configuration, with a phonological component on the right and a semantic 

component on the left side (Figure 4.1a). It is estimated that 90% of the characters used 

by a typical college student are such compounds (C.W. Hue, 2003). The 40 real 

characters we used were selected from the 1500 most frequently used characters in the

Academia Sinica Balanced Corpus (1998). A non-character (Figure 4.1b) was

constructed by interchanging the positions of the phonetic and semantic components of 

a real character. Thus, a non-character kept the components, and in turn local 

configurations, of a character, whereas the spatial relationship between components

was altered. The 40 non-characters we used were selected from the norms prepared by 

Hue and Tzeng (2000). All character stimuli were listed in Appendix 3. The inverted 
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real and non-characters (Figure 4.1c and d respectively) were simply the upside-down 

versions of their upright counterparts.

The stimuli were presented at either 1o (parafoveal condition) or 4o (peripheral

condition) away from the central fixation along the horizontal meridian. The stimuli 

size was 1.6 deg in the parafoveal condition and 3.2 deg in peripheral condition. The 

contrast level of the stimuli ranged from -26 to -2 dB in 4 dB step. The unit dB is 20

times the log base 10 of the linear contrast. 

Procedure. We used a 2AFC paradigm to measure the proportion of correct 

responses in a matching task. The experiment was composed of four blocks (upright, 

inverted real characters, upright and inverted non-characters). In each block, each trial 

had a stimulus presented in either central or peripheral vision and the contrast threshold 

of a stimulus was varied with 7 levels. In each trial, two characters of the same type and

Figure 4.1 Examples of the stimulus types used. a) an upright real character; b) 
an upright non-character; c) an inverted real character; d) an inverted 
non-character.
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orientation were presented. One was on the left and the other was on the right of the 

fixation point. The two stimuli were presented simultaneously for a 100 ms duration. 

The participants were asked to press one of two buttons to indicate whether these two 

characters were the same or not. Feedback was provided via an auditory cue for both 

correct and incorrect trials. During the experiment, the participants were asked to fixate

on the center fixation point. The presentation order within a block was randomized and 

the order between blocks was counterbalanced across participants. Each block 

consisted of 560 trials. Thus, each participant was presented with 2240 trials in the 

psychophysical experiment (4 types of stimuli x 2 eccentricities x 7 contrast thresholds 

x 40 trials).

fMRI

Participants. Thirteen healthy volunteers (6 male, 7 female) between 22 and 36 

years old participated in this study. All the participants were right-handed, as assessed 

by the Edinburgh Handedness Inventory (Oldfield, 1971). All the participants were 

native speakers of Chinese and none of them had participated in the psychophysical 

experiment. They were naïve as to the purpose of the experiment and were 

compensated financially for the hours of the experiment. Informed consents of the 

participants were obtained before scanning. The experiment was approved by the IRB 

of the National Taiwan University Hospital. 

Stimuli. The stimuli were the same as those used in the psychophysical

experiment except for the addition of the scrambled versions of the test characters as 

control stimuli. The stimuli, which had approximately 80% Michaelson contrast (-2dB),

were presented at the fovea. They were constructed first by dividing the image of a 
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character into squares in 4 by 4 grids. Then, the positions of the 16 squares were 

scrambled.

Procedure. We used a block design to measure the differential cortical 

activations between different types of stimuli. Each of the four experimental runs had 

an 18s-epoch of the presentation of one stimulus type alternating with an 18s-epoch of 

the other types. The stimuli were presented randomly within each 18-s epoch. There

were six cycles of 36s periods in each run. Each epoch consisted of 18 presentations of 

the stimulus for 500 ms followed by a 500 ms blank period. Two of the four runs had 

the real characters alternating with their scrambled or inverted versions respectively, 

while the other two runs had the non-characters alternating with their scrambled or 

inverted versions respectively. To keep

instructed to perform a 1-back matching task in which they had press a key when the 

stimulus present in the current trial matched that which was presented in the previous 

trial. In each run, the proportion of matches between stimuli in trial N and trial N-1

was .25.

Data acquisition and analysis. All images were acquired with a 3T Bruker 

MRI scanner located at the Interdisciplinary MRI Laboratory at the National Taiwan 

University. A high-resolution anatomical (T1-weighted) MRI volume scan of the entire 

head was conducted once on each participant (voxel size = 1 x 1 x 1 mm). Within each 

scanning session, both functional (T2*-weighted, BOLD) responses and anatomical 

images were acquired in identical planes. The images were collected in 20 transverse 

planes parallel to the AC-PC (anterior commissure posterior commissure) line. An 

echo-planar imaging sequence (Stehling, et al., 1991) was used to acquire the 

functional data (TR = 3000 ms, TE = 33 ms, flip angle = 90o, voxel resolution = 2.34 x 
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2.34 x 4 mm). The main experiment lasted 225 s (75 images). The first 9 s (3 images) 

were excluded from further analyses to avoid the start-up transient. Thus, the data 

analyzed for each scan spanned 216 s (72 images). To correct head-motion artifacts, we 

used SPM2 (Wellcome Department of Imaging Neuroscience, University College 

London; http://www.fil.ion.ucl.ac.uk/spm/) to realign the acquired EPI images. The 

realigned images, as well as the anatomic images, were then normalized to a standard 

template using SPM. The normalized images were fed into the mrVista analysis 

package (Wandell, et al., 2000) for coregistration, data analysis, and 3D visualization.

Statistical analysis of the BOLD activation was based on the spectral correlation 

between the BOLD activation time series and the experimental sequence (Engel, et al., 

1997).

For each participant in each run, the Fourier transform was applied for each 

BOLD time series. The spectral correlation or coherence for each voxel was computed 

as the amplitude of the stimulus frequency divided by the summation of amplitude of

all frequencies up to the Nyquist limit. The differential activation of a voxel was 

considered significant if its coherence was greater than .475. This criterion was 

equivalent to an level about 10-6 for each individual voxel and Bonferroni corrected 

level, based on the number of gray matter voxels in a flatmap (see Figure 4 & 5), less 

than .001. The coherence value and phase of each voxel was also used to calculate fitted 

response amplitude of the time series

group analysis.

The group, or second level, analysis was basically a linear regression of the fitted 

response amplitude across participants (Penny, Holmes, & Friston, 2003). The second 

level analysis only considered voxels that were significant at the first level for all 
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participants. The voxels with significant activation reported in Results had an -level 

of .05 for the second level t-test group analysis. For our data, considering cortical 

voxels, the -level .05 corresponded to the false discovery rate .07, this is blow the 

reasonable range of 0.1-0.2 recommend by Genovese, Lazar, & Nichols (2002) and 

0.1 level suggested by Mosig et al., (2001). This criterion was to ensure the activation 

level surpassed that of the inter-participant variability. To test differential contrasts 

across different runs, we followed the procedure proposed by Joseph, Partin, and Jones

(2002). We first identified regions of interest (ROIs) defined by a specific parametric 

contrast for individual runs. The signal amplitude of the average waveform over the 

voxels in these (ROIs) from each subject was then analyzed with a repeated measure 

analysis of variance (ANOVA) that assessed the effect of conditions for the specified 

contrast. In addition, to acquire detailed information of the differential contrasts in 

specific ROIs defined by the localizers, we followed up significant main effects in the 

ANOVA with pairwise comparison t-tests of differences in activation between 

conditions in the specified ROIs.

4.2 Results

Psychophysics

Figure 4.2 shows the proportion of correct responses as a function of contrast 

levels for the real characters (top row, panels a and b) and the non-characters (bottom 

row, panel c and d) at 1o (left column, panels a and c) and 4o (right column, panels b and 

d) eccentricity. For all conditions, the proportional correct responses increased with 

contrast until they reached an asymptotic level. Such data was fit into the function
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p x × × x, (1)

where p(x) was the proportional correct response at contrast level x; was the guessing

factor for 2AFC and was fixed at .5; determined the asymptotic level of the 

psychometric function, is the Gaussian cumulative distribution function with 

.

The smoothing curves in Figure 4.2 were fits of this function. The root of the mean 

squared error (RMSE) of the model fit was about .02 which is close to the mean of the 

standard error of measurement .04. The values of parameters are shown in Table 4.1.

At high contrasts, the proportional correct responses for matching two upright real 

characters were significantly better than those for matching two inverted real characters 

at -level .05 (denoted by the Figure 4.2a and Figure 4.2b). In the

parafovea viewing conditions, the psychometric function for upright real characters 

was asymptotic to the percentage correct level of 82%, while the function for inverted 

characters was 67%. In the peripheral viewing conditions, the psychometric function 

for upright real characters was asymptotic to the percentage correct level of 80% while 

the function for inverted characters was 64%. That is, in both parafoveal and peripheral 

viewing conditions, at high contrasts, turning the real characters upside down reduced 

the percentage correct level by about 15%. 

Figure 4.2c and Figure 4.2d show the psychometric functions for matching 

non-characters. There was no difference between the proportional correct responses for

matching upright and matching inverted non-characters in either the parafovea or in the 

periphery. The psychometric function was asymptotic to the level 77% and 70% for

upright and inverted characters respectively in the parafovea, and was asymptotic to 

68% and 64% for upright and inverted characters respectively in the periphery. The
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decline in performance was about 6% and showed no statistical significance. Thus, 

there is no inversion effect for non-characters in either the parafovea or the periphery. 

Figure 4.3 replots the data for upright characters, to compare the matching 

performances for real and non-characters. With the exception of the lowest test 

contrast where the performance is always at the chance level, the matching 

performance for real characters was better than that for non-characters at all contrasts 

and the magnitude of the difference is statistically significant ( -level = .05) at high 

contrasts. The difference is even more pronounced in the peripheral viewing condition.

The parameter in Equation 1 was the location parameter of the Gaussian 

cumulative distribution function. Thus, it controlled the position where the 

psychometric function was at its half height and in turn determined the dynamic range 

of the psychometric function. The of four conditions are from -16.648 to -19.126 dB 

contrast level. There was essentially no difference in the dynamic range for all the 

psychometric functions. 
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Figure 4.2 The Gaussian accumulative distribution functions as a fitting 
model for the data. Proportional correct responses of upright real characters, 
inverted real characters, upright non-characters, and inverted non-characters
at different contrast thresholds. a) real character stimuli were presented at 1° 
eccentricity, b) real characters were presented at 4° eccentricity, c) 
non-characters were presented at 1° eccentricity, d) non-characters were 
presented at 4° eccentricity. In each panel, the solid denotes the proportion of 
correct responses across eleven observe * p < .05 and ** p < .01. Error 
bars are 1 SEM.
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Figure 4.3 Proportional correct responses of upright real and non-characters at 
different contrast thresholds. a) real characters and non-characters were presented at 
a 1° eccentricity, b) real characters and non-characters were presented at a 4°
eccentricity. * p < .05 and ** p < .01.
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Table 4.1 The resulting model fits to combined data set of eleven observers. The 
parameter is the mean of the contrast and is the scale parameter, and RMSE 
indicates the goodness-of-fit.

Parafovea RMSE

Upright real-character -17.5887 4.5907 32.0973 0.0189

Inverted real-character -19.1264 1.7208 16.7225 0.0221

Upright non-character -16.6484 3.6514 27.0651 0.0095

Inverted non-character -17.0390 3.5190 20.2507 0.0099

Periphery

Upright real-character -17.5505 3.4870 30.2563 0.0248

Inverted real-character -18.5808 4.5234 13.8820 0.0049

Upright non-character -18.0782 0.4955 18.1800 0.0126

Inverted non-character -17.9132 0.7077 15.6250 0.0185
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Behavioral performances in the fMRI experiment

The 1-back matching task was used here to keep participants attention as it was 

also used in some fMRI studies on face inversion effects (e.g., C. C. Chen, et al., 2007; 

Yovel & Kanwisher, 2005). Nevertheless, we did record the performance of 11 (out of 

13) participants. While the purpose of this task was simply attention control and the 

number of trials collected during scanning was small, we did find behavioral inversion 

effects in the 1-back task. The proportional correct response for upright real characters 

was higher than that for inverted real characters (96% vs. 93%, pairwise t (10) = 3.187, 

p < .05). However, there was no difference in performance for upright and inverted

non-characters (95% vs. 94%, pairwise t (10) = 1.44, p > .05). This result was 

consistent with the main psychophysical experiment reported above. Note that, since

the averaged proportional correct responses were all greater than 93%, we did not 

separate the cortical activation for correct and incorrect trials in our fMRI data analysis.

Cortical activation to upright characters

Figure 4.4a shows the differential activation for contrasting real characters with 

their own scrambled versions in axial slices from a group analysis. The pseudo-colored 

patches in the figures denote voxels showing a significant activation change between 

real characters and their scrambled versions at -level .05. The majority of activated 

voxels were located in the occipitotemporal regions, including the fusiform gyrus, the 

middle and the superior occipital gyri (MOG and SOG, respectively) in both 

hemispheres and the inferior occipital gyrus (IOG) in the left hemisphere. The 

activated areas on the lateral surface overlapped with the lateral occipital complex 



85

(LOC) reported in the literature (Kourtzi & Kanwisher, 2001). Small patches of 

activation were also observed in the inferior frontal gyrus (IFG), the left middle 

temporal gyrus (MTG) and the right postcentral gyrus. Table 4.2 lists the Talairach 

coordinates (Talairach & Tournoux, 1988) of the major activated areas. The left 

fusiform showed a more extensive activation than the right fusiform ( 2(1) =428.96, p

< .05). This is consistent with what was reported in the literature regarding the visual 

word forms in English (L. Cohen, et al., 2000; L. Cohen, et al., 2002). On the other hand, 

the right dorsal occipital cortex showed more extensive activations than the left ( 2(1)

=1153.42, p < .05). This is consistent with the studies which used logograph words as 

stimuli (Tan, Feng, et al., 2001; Tan, Liu, et al., 2001). For a better understanding of the 

spatial relationships between the activated areas, we replotted the activation pattern on 

a flatmap (in Figure 4.4b). The flatmaps in this paper were 100 mm radius disks

centered at a point near the occipital poles on inflated cortical surfaces. The gray 

shading denotes the gyral (light) and sulcal (dark) layouts. The criteria for choosing 

ROIs will be discussed below.  

Figure 4.4c shows the group-averaged activation map for contrasting 

non-characters with scrambled versions of characters in axial slices. The 

pseudo-colored patches denote voxels showing significant activation change 

differences between non-characters and their scrambled versions at -level .05. The 

majority of activated voxels were also located in the occipitotemporal regions, 

including the left fusiform gyrus, the bilateral MOG, SOG and the right cuneus. Small 

patches of activation were also observed in the IFG and right postcentral gyrus. The 

activation pattern of non-characters is also shown in Figure 4.4d. Talairach 

coordinates of the major activated areas are also given in Table 4.2.
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For the convenience of discussion, we defined three ROIs in each hemisphere 

from the activation maps for the real and non-characters conditions. The colored 

contours in Figure 4.4 show the boundary of these ROIs: the fusiform character area 

(FCA, blue contours), the lateral occipital character area (LOCA, cyan contours) and 

the occipitoparietal character area (OPCA, magenta contours). A voxel is a part of an 

ROI if it shows significant differential activation either in the real or in the 

non-character conditions. The FCAs were on a cluster of activation in the middle 

fusiform gyrus. The character selective activations in the dorsal occipital cortex were 

separated into two areas of interest: the lateral character area (LOCA) and the 

occipitoparietal character area (OPCA), due to their proximity to the lateral occipital 

complex and kinetic occipital respectively. In the left hemisphere, these two ROIs were 

separated clusters of activations while in the right hemisphere, where there was no clear 

boundary, these two ROIs were separated by the intra-occipital sulcus. 
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Figure 4.4 (a) Activation maps are shown in the standardize brain slices for the 
real characters versus their scrambled versions. Orange color denotes the average 
activation pattern. (b) The real characters activation depicted in flatmaps
centered on the occipital poles. (c) Activation maps are shown in the standardized 
brain slices for the non-characters versus their scrambled versions. (d) The
non-characters activation depicted in flatmaps centered on the occipital poles. (e)
Differential activation between real-characters and non-characters in flatmaps.
The blue border denotes the extent of the activated areas in the FCA. The cyan 
border denotes the extent of the activated areas in the LOCA. The magenta 
border denotes the extent of the activated areas in the OPCA. Gyral (light) and 
sulcal (dark) denoted by shading. Yellow-orange coloration codes the negative 
log base 10 of the significance value of a 2-side t-test (threshold at p < .05). L:
left hemisphere; R: right hemisphere.
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Table 4.2 The brain areas showing differential between characters and 
scrambles

Brain Regions Hemisphere Talairach Coordinate Volume (mm3)

X Y Z

real-characters

Fusiform gyrus left -41 -58 -16 1816

right 36 -64 -9 764

MOG & IOG left -31

-39

-90

-84

20

0

1015

1435

right 38 -86 -5 5473

SOG left -34 -88 24 2292

right 32 -76 28 1346

non-characters

Fusiform gyrus left -43 -58 -16 1597

MOG left -37 -85 -8 3232

right 38 -87 -4 4768

SOG left -29 -88 20 351
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Differential activations between real and non-characters

We then applied a conjunction analysis (Joseph, et al., 2002) to study the brain 

areas showing differential activation to real and non-characters (see Method). Figure 

4.4e shows the areas with significant differential activation between real and 

non-characters on flatmaps with ROIs. The FCA of both hemispheres showed a

significant activation difference between the real characters and non-characters (F12,24 =

6.16, p = .03 < .05 for the left and F12,24 = 4.72, p = .05 for the right).The percentage of 

amplitude change dropped from .62% for real characters to .41% for non-characters in 

the right FCA (t (12) = 2.36, p = .018 < .05) and from .86% for non-characters to .66%

for real characters in the left FCA (t (12) = -3.074, p = .0096 < .05). This result was 

consistent with the study of the visual word form areas in the fusiform gyrus for 

reading Chinese (Liu et al., 2008).

Inversion effect

We then compared the brain activation for upright and inverted characters. As 

shown in Figure 4.5a, contrasted with their inverted versions, the upright real 

characters showed robust differential activation in the left FCA and the LOCA defined 

above. Table 4.3 lists the Talairach coordinates of the activated areas. Figure 4.5b

shows that contrasted with their inverted version, non-characters showed no differential 

activations greater than the noise level in any voxels.

The amplitudes of the inversion effect in different areas are shown in Figure 4.6. 

With the conjunction analysis, we found that the inversion effect for the real characters 

in the left FCA was significantly greater than that for the non-characters (F12,24 = 18.17, 
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p = .001 < .05). The percentage of amplitude change dropped from .83% for real 

characters to .34% for non-characters (t (12) = 4.49, p = .00037 < .05). The bilateral 

LOCA also showed an inversion effect for the real characters greater than that for the 

non-characters (F12,24 = 5.48, p = .037 < .05 for the left hemisphere; F12,24 = 5.50, p

= .037 < .05 for the right hemisphere). The percentage of amplitude change dropped 

from .96% to .54% (t (12) = 2.57, p = .012 < .05) in the left LOCA, and from .83%

to .47% (t (12) = 2.50, p = .014 < .05) in the right LOCA.

Note that we found no activation in the precuneus, which was considered to be an 

area associated with mental rotation (Bonda, Petrides, Frey, & Evans, 1995; M. S. 

Cohen et al., 1996; Jordan, Heinze, Lutz, Kanowski, & Jancke, 2001). Thus, we did not 

find evidence of our participants engaging in mental rotation when processing inverted 

characters.
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Figure 4.6 (a) Differential activation between upright and inverted real characters
and (b) differential activation between upright and inverted non-characters depicted 
in flatmaps centered on the occipital poles. Blue borders: FCA; cyan borders: 
LOCA; magenta borders: OPCA. Activation colors as in Figure 4.4.

Figure 4.5 Percentage change of activation between the upright and inverted real
and the non-characters in FCA and LOCA. The error bars denote the standard error 
calculated across participants.
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4.3 Discussion

In the psychophysical experiment, we showed that the proportional correct

responses for matching upright real characters were significantly better than those for

matching inverted real characters. Such an inversion effect was not observed in 

non-characters. The matching performance for upright real characters was better than 

that for upright non-characters. In addition, the psychometric functions showed the 

same dynamic range in luminance contrast for all character types. With the fMRI 

experiment, we found that part of the left fusiform gyrus and a small area in the bilateral 

lateral occipital regions had a significant differential activation between upright and 

inverted real characters. The fusiform gyri in both hemispheres also showed differential 

activation between upright real and non-characters. The occipitoparietal regions 

Table 4.3 The brain areas showing inversion effects of real characters

Brain Regions Hemisphere Talairach 

Coordinate

Volume (mm3)

X Y Z

Fusiform gyrus left
-44 -62 -15 641

IOG left
-34 -89 -3 582

right 41 -87 -4 269



94

showed the character selective activation when characters were compared with 

scrambled lines, but was indifferent to any manipulations of characters used in this 

study.

Behavioral evidence for inversion effects

The proportional correct responses for matching real characters reduced 

significantly when the characters were turned upside-down. This inversion effect was 

reported only with well-practiced visual objects, such as faces (Carey & Diamond, 

1977; Leder & Bruce, 2000; Rhodes, et al., 1993; Yin, 1969). The inversion effect, as 

suggested by Carey and Diamond (1977), reveals the spatial configuration processing 

in the visual analysis of those objects. After all, the relative spatial relations among 

image elements are turned upside down in the inverted images. Hence, the response of a 

mechanism that is specialized for the spatial configurations of image elements would 

be reduced by the inversion. Thus, our result may suggest that a spatial configuration 

process is also involved in character processing. 

We also showed that the matching performances for real characters were 

significantly better than those for the non-characters. In addition, the proportional

correct responses for upright non-characters were similar to those for the inverted real

and non-characters. As discussed above, a non-character was constructed by swapping 

the left and right parts of a real character. Hence, the non-characters disrupted the 

global configuration while keeping local configuration intact. Thus, our result suggests 

that the function of the character processors in the visual system is to analyze the global 

configuration among character components and not local information.
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The psychometric functions showed the same dynamic range in luminance 

contrast for all character types. The location parameters of all the fitted psychometric 

functions were almost identical. This result may suggest that the early visual 

mechanisms were not decisive factors in our character matching tasks. The early visual 

mechanisms are sensitive to the local orientations and contrast in an image (Campbell 

& Robson, 1964; Hubel & Wiesel, 1962, 1969). The local orientations of different 

types of characters varied substantially in our stimuli. And yet, there is no contrast 

effect across character types. Therefore, the mechanisms underlying character

matching tasks must be able to take the whole character, rather than local features, into 

account.

Strong inversion effects for real characters were found both in the parafovea and

in the periphery. This result was consistent with the face inversion effect which was 

also found both in the fovea and in the periphery (McKone, et al., 2007). However, it 

was reported that, after a few hours of training, the inversion effect for trained objects 

can emerge in the fovea but not in the periphery (McKone, Martini, & Naykayama, 

2003). Such eccentricity difference in the inversion effect has been used as an argument 

for the uniqueness of face processing (McKone, et al., 2003). Our result suggests that 

the eccentricity invariant inversion effect is not unique to faces. After all, visual word 

forms, similar to faces, are well-practiced visual stimuli. Perhaps the mechanisms for 

visual word form processing shared more common properties with those for face

processing than those for object processing. 
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The role of the fusiform gyrus in character processing

It has been reported that part of the left fusiform gyrus specifically responds better

to words than nonsense letter strings (non-words) and was named the visual word form 

area (VWFA) by some authors (e.g., Cohen et al., 2000, 2002). On the other hand, it is 

also suggested that the area designated as VWFA may also respond to other categories 

of visual objects (e.g., Price & Devlin, 2003). Similarly, another part of the fusiform 

gyrus was reported to be specific for face processing, termed the fusiform face area or 

FFA (Kanwisher, et al., 1997). Again, there is an argument that the FFA is also 

responsible for other types of visual objects (Gauthier, Behrmann, & Tarr, 1999; Haxby 

et al., 2001). In particular, it was suggested, the FFA may be responsible for expertise in 

perceiving objects (Gauthier & Tarr, 1997; Gauthier, Tarr, Anderson, Skudlarski, & 

Gore, 1999). Since both word and face recognitions are well-practiced visual tasks, it is 

difficult to separate category dependent and familiarity dependent responses from faces 

and words in the FFA. 

In this study, we found that the fusiform gyrus showed greater activation for the 

upright real characters than the inverted ones. Previous studies also reported that the 

fusiform gyrus responded better to upright faces than inverted faces (C. C. Chen, et al., 

2007; Yovel & Kanwisher, 2004, 2005). The inversion effect we found in the study is 

consistent with that reported in previous studies on face inversion effect in the FFA.

One possible interpretation is that the neurons in the fusiform are insensitive to inverted 

stimuli. 

At the behavioral level, the inversion effect to an object category seems to relate to 

the experience of an observer to that object category. If the function of the fusiform is 
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for category-specific processing, we would expect the character inversion effect to be 

limited to character-selective areas. On the other hand, if the fusiform gyrus is related to 

expertise and is not category specific, we should expect the area showing an inversion 

effect to be widely spread. 

While both words and faces can increase activation in the fusiform, the peak 

activations occur in different parts of the left fusiform gyrus. The green and red 

symbols in Figure 4.7 denote the locations of peak activation for words (L. Cohen & 

Dehaene, 2004; L. Cohen, et al., 2000; L. Cohen, et al., 2002; Reinholz & Pollmann, 

2005; Vigneau, Jobard, Mazoyer, & Tzourio-Mazoyer, 2005) and for faces (C. C. Chen, 

et al., 2007; Kanwisher, et al., 1997; Rossion et al., 2003) respectively. The peak 

locations were computed from the reported Talairach coordinates in those papers. The 

word activations tend to be located in regions that are lateral to the regions for face 

activations. The black contour in Figure 4.7 indicates the region showing significant 

differential activation between the real and the non-characters as shown in Figure 

4.4e. That is, this region is an equivalent of VWFA, which was defined as the brain 

region showing differential activations between words and non-words, for Chinese

characters. This region is similar to the VWFA reported in the literature. This 

suggests a similarity in the visual processing of characters in Asian languages and 

word processing in alphabetic languages. The colored patch denotes the area showing 

the inversion effect as in Figure 5. The area showing the inversion effect overlapped 

with the VWFA but not with face-selective regions. This result implies that, (1) the 

function of VWFA is to analyze global spatial configurations among character 

components (Starrfelt & Gerlach, 2007) and (2) the character inversion effect is 

character-specific processing. The former may be consistent with the report that 
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English-speaking pure alexia patients may have an impairment reading words, but have 

normal letter identification performances (Farah & Wallace, 1991; Sekuler & 

Behrmann, 1996). It suggests that expertise alone cannot explain the function of the 

fusiform gyrus. Instead, the function of the left fusiform gyrus shows a certain degree 

of categorical specification. Note that we do not suggest that expertise plays no role in 

the function of the fusiform gyrus. After all, the fusiform gyrus showed strong 

differential activation between the familiar and the novel after training (Baker et al., 

2007; Gauthier, Skudlarski, Gore, & Anderson, 2000; Gauthier, Tarr, et al., 1999). In 

addition, written languages, being words or characters, were only invented less than ten 

thousand years ago. It is unlikely for human beings to have evolved a brain specifically 

for reading characters. Instead, at least in characters, the categorical specification may 

be acquired through extensive practice. 
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The right fusiform gyrus showed a difference in activation only between real and

non-characters. However, the inversion effect is absent in this region. This may imply 

that the right fusiform gyrus is not sensitive to the orientation of character components.

The dorsal activation

A small portion of the LOCA showed an inversion effect while the OPCA did not. 

None of these areas showed a significant difference between the activations to real 

and non-characters. The lateral occipital regions are known to be responsive to visual 

Figure 4.7 Activation maps for the upright versus inverted real characters on 
the occipital-poles flatmaps. The Talairach coordinates of each study were 
presented. The black border denotes the differential activated region between 
real- and non-characters. Cyan borders: LOCA; magenta borders: OPCA.
Colored symbols indicated mean locations of activations in other studies (see 
key). Activation colors as in Figure 4.4.
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objects (Kanwisher, Chun, McDermott, & Ledden, 1996; Kourtzi & Kanwisher, 2000, 

2001). Hence, it is surprising that these areas responded differently to characters and 

scrambled line segments. The LOCA responded differently to upright and inverted 

characters, which were different in both global and local configurations. However, this 

region was indifferent to real and non-characters, which were different only in global 

configurations and it showed no differential activation between upright and inverted 

non-characters, which were different in local configurations. Neither carried any

familiar global configuration. That is, the differential activation in the LOCA requires a

difference in both the local and global configurations. This may be consistent with the

notion of the involvement of the lateral occipital in integrating local fragments of an 

object for the global analysis in the brain areas further down stream. (Hayworth & 

Biederman, 2006; Ostwald, et al., 2008).

The OPCA was indifferent to all character manipulations. Hence, it may be that 

the OPCA responds only to local features, such as corners and junctions that were 

changed when we scrambled the characters. Previously, studies on character 

recognition showed that the occipitoparietal region was involved in the processing of 

the spatial arrangement of strokes or character components (Fu, Chen, Smith, Iversen, 

& Matthews, 2002; Kuo, et al., 2001; Tan, Feng, et al., 2001; Tan, Liu, et al., 2001).

The real characters produced an extensive activation in the right dorsal 

occipitoparietal region. Such activation was not often reported in the brain imaging 

studies of words in alphabetic languages (e.g., Fiez & Petersen, 1998). Instead, the 

occipitoparietal activation to visual word forms in alphabetic languages seemed to be

confined to the left hemisphere. On the other hand, the extensive right occipitoparietal 

activations, as we report here, were often reported in studies with words in logograph 
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languages (Tan, Feng, et al., 2001; Tan, Liu, et al., 2001). Such right hemisphere 

activation was often attributed to the requirement of more intensive spatial analysis of 

the written words in logograph languages (Tan, Feng, et al., 2001; Tan, Liu, et al., 

2001).

Hierarchical processing in the occipitotemporal cortex

From the above discussion of our fMRI results, we conclude that from dorsal to 

ventral, the visual system may analyze characters in a hierarchical way. The 

occipitoparietal regions may analyze the local features of an object regardless of its 

familiarity. Then, the lateral occipital regions may play an intermediate role in 

integrating the local information in an object. Finally, the fusiform gyrus plays a critical 

role in analyzing global configurations in a character. This is consistent with the notion 

that the human visual cortex analyzes the image of an object in a hierarchical way. That 

is, while the local features in an image are analyzed in the early visual cortex, the 

information processing is becoming more global and more complicated as the 

information flows to brain areas further downstream.

Such hierarchical processing was also found in studies with other visual stimuli. 

Ostwald et al. (2008) showed that the activations in the early visual areas were 

influenced by the local features, such as dipole orientation, of a Glass pattern (Glass, 

1969), which those in the lateral occipitotemporal regions were determined by the 

global forms. Similarly, Kourtzi and Huberle, (2005) also found the early visual areas 

were sensitive to the local orientations of contour elements, whereas the lateral 

occipital complex was sensitive to the global form of the contours.
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For a more complicate visual stimulus, Chen et al. (2007) showed that the 

activations in the FFA were influenced by the global configuration of a face, such as 

symmetry, while the activations in the dorsal occipital cortex were only influenced by 

local features. Yovel and Kanwisher (2005) showed that the face inversion effect was 

mainly observed in the FFA and the effect is not very robust in the occipital cortex. 

Taylor, Wiggett, and Downing (2007) showed that the activation in the occipital cortex 

is selective to parts of a body whereas the activation in the fusiform is selective to the

configuration of body parts. These studies drew similar conclusions to ours with regard 

to visual word form.

However, studies with Navon figures (Navon, 1977) showed a different picture. A 

Navon figure is a large letter with strokes composed of smaller letters. Han et al. (2002)

showed that the medial occipital was activated when participants gave responses based 

on the larger letter (global feature) and the parieto-occipital sulcus, when based on the 

smaller letter (local feature). With a similar task, Han, Jiang, and Gu (2004) showed

that the temporal cortex was activated when the participants were asked to attend to the 

larger letter, and the superior parietal cortex, when they were asked to attend to the 

smaller letter. Despite the inconsistency in the Navon s figure literature itself, there is 

one major difference between Navon figure studies and ours. Similar to the Glass 

pattern contour integration, face and body part studies discussed above, our study 

focused on the visual analysis of local features and global configurations while the 

Navon s figure studies focused on the local and global attention strategy. Hence, these 

two types of studies may tag into completely different neural mechanisms. This notion 

is consistent with the finding of Davidoff, Fonteneau, and Fagot (2008) who found that 
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people from a remote culture had global representations only for faces but not for 

Navon s figures. 

4.4 Summary

Taken together, we used psychophysical and functional MRI methods to 

investigate the character processing. The behavioral evidence showed that performance 

for matching upright real characters was significantly better than that for matching 

inverted real characters. Such an inversion effect was absent for non-characters. We 

also found that the matching performance for upright real characters was better than 

that for upright non-characters. In addition, the psychometric functions showed the 

same dynamic range in luminance contrast for all character types. These results 

suggested that the recognition of real characters involved spatial configuration 

processing. In the fMRI evidence, the left fusiform gyrus and a small area in the 

bilateral lateral occipital regions showed a significant differential activation between 

upright and inverted real characters. The bilateral fusiform gyri also show differential

activations between upright real and non-characters. The occipitoparietal regions 

showed character selective activation when compared with scrambled lines. It suggests

that the visual system may analyze the spatial configurations of a visual word form in a 

hierarchical processing.
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Chapter 5 : The inversion effect in visual 

word form processing: the component 

effect

In Chapter 4, we found that the visual system may analyze the spatial relationship, 

or configuration, among character components. The participants performances in

matching upright real characters were significantly better than in matching inverted real

characters. This inversion effect was not observed in non-characters, suggesting that 

recognizing a visual word depends not only on the shapes of individual features, but 

also on the relationships among them. The left FG plays a critical role in processing the 

spatial configuration of a visual word. On the other hand, the early visual cortex is 

involved in analyzing the local features in a visual word.

In this chapter, we further investigate the relationship between the local and the 

global configuration in characters, by comparing the inversion effect of a character and 

its components. In Chapter 1, while we found that the contrast thresholds for 

discriminating between real and pseudo-characters, non-characters were significantly

higher than that for Jiagu and scrambled characters. Because real, pseudo-, and 

non-characters are constructed by two familiar components, the visual system may 

analyze the global shape of a character or the components in a character. In order to 

understand the role of components of a character in processing visual word forms, we 

use psychophysics and fMRI to compare the inversion effect of a character and its 

components
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We used eight types of orthographic stimuli, including real characters,

non-characters, lexical components, non-lexical components of a character, and their

inverted versions, to distinguish the local configurations, or the spatial relations among

strokes, from the global configurations, or the spatial relations among components. A

certain left-right configurative character has one component that can be used as an 

independent character in its own right (e.g. the right side of a composite character 

) while the other component can only be used in a composite character (e.g. the left 

side of a composite character ). For the purposes of this discussion, we 

referred to the former as the lexical component and the latter as the non-lexical 

component.

According to the local feature analysis hypothesis, since the upright and inverted 

words contain the same set of local features, there should be no inversion effect for 

visual word form stimuli. According to the global shape template hypothesis, the 

components are not an independent unit of analysis and are irrelevant for visual word 

form processing. Hence, while there may be an inversion effect for real characters, 

there would not be an inversion effect for components. Finally, according to the spatial 

configuration analysis hypothesis, the visual word form processing may involve 

multiple stages in the visual system: called the local and the global stages in this study.

The local stage analyzes the spatial relationship among strokes in a character 

component while the global stage analyzes the spatial relationship among components 

in a character. The local stage is to create character components from strokes while the 

global stage combines components to form a character. The holistic processing of 

characters may start from either one of the stages. If the holistic processing starts from 

the local stage, we should be able to observe the inversion effect for both the lexical and 
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non-lexical components. However, if the holistic processing only starts from the global 

stage, then we should not be able to observe the inversion effect for lexical and 

non-lexical components.

Furthermore, we used multivariate analysis with fMRI to investigate whether

cortical areas are involved in the analysis of the features of a character, character

specific configurations, or other holistic properties of a character. More specifically, we 

intended to determine what exact computations are conducted in the ventral occipital

areas, and what kinds of representations it extracts from visually presented words.

The univariate statistical methods, such as the general linear model (Friston et al., 

1995), are widely employed in fMRI studies. In these methods, the BOLD response of 

each voxel is independently analyzed. This analysis focuses on finding locations that

show a significantly different response between two or more experimental conditions 

(Friston, et al., 1995). However, this individual voxel based analysis may not be 

sufficient to explore the relationship between human behavior and brain function. First, 

this analysis assumes that activation of each voxel is independent from each other. 

However, the activation of one voxel is correlated with that of neighboring voxels. 

Second, this univariate method assumes that a brain area responses to only one function 

in the experiment. It cannot dissociate the multiple functions carried by the same area 

(Kriegeskorte, Goebel, & Bandettini, 2006).

In this study, we used a multivariate method, the support vector machine (e.g., 

Cortes & Vapnik, 1995) with fMRI to classify the character information in the visual 

cortex. Unlike conventional fMRI analysis, the multivariate method does not spatially

average responses across activated voxels (Haynes & Rees, 2006; Norman, Polyn, 
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Detre, & Haxby, 2006). Instead of voxel-by-voxel analysis, researchers use powerful 

pattern classification algorithms to classify the distributed activity patterns across 

multiple voxels. Furthermore, multivoxel activation patterns allow researchers to

simultaneously compare the responses of stimuli across different conditions by the 

pattern of activation. This analysis was named multivoxel pattern analysis (Haynes 

& Rees, 2006; Norman, et al., 2006). The multivoxel pattern analysis has been applied 

to the object recognition (Cox & Savoy, 2003; Haxby, et al., 2001; LaConte, Strother, 

Cherkassky, Anderson, & Hu, 2005), orientation, (Kamitani & Tong, 2005) and 

attention (Esterman, Chiu, Tamber-Rosenau, & Yantis, 2009), to characterize the 

functional relationships among brain areas (Kuncheva & Rodriguez, 2010). We first 

used this method to decode the visual word information that was represented in the 

visual cortex. 

5.1 Methods

Psychophysics

Observers Eleven right-handed observers (four males, seven females) between

the ages of 22 and 28 years old participated in this study, receiving financial 

remuneration for their participation. All participants read Chinese fluently and naïve as 

to the purpose of the experiment.

Apparatus The stimuli were presented on a monitor controlled by a RADEON 

9800 XT video card on a PC. The monitor resolution was 1280 (H) x 1024 (V). The 

monitor input output intensity function was measured with a light mouse photometer 

(Tyler & McBride, 1997). This information allowed us to compute linear lookup table 
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settings in order to linearize the output. The mean luminance of the monitor was 30 

cd/m2. At a viewing distance of 54 cm, each pixel on the monitor had a size of .03

degrees in visual angle.

Stimuli Ten types of stimuli were involved in this experiment. The real 

characters, non-characters, and Jiagu characters used in this experiment were the 

same as those in Chapter 1. Figure 5.1 shows examples of stimuli used in this study. 

Both lexical and non-lexical components are parts of a composite character. However, 

the lexical component can be used as an independent character in its own right while a 

non-lexical component only exists in a composite character. The inverted stimuli were 

simply the upside-down versions of their upright counterparts. There were 60 stimuli in 

each type of characters. All the character stimuli were listed in Appendix 3.

The stimuli were presented at 1 degree away from the central fixation along the 

Figure 5.1  Examples of the stimulus types used. A) a real character; B) a 
non-character; C) a lexical component; D) a non-lexical component; E) a 
Jiagu character
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horizontal meridian. The stimuli size was 1.6 deg and the contrast level of the stimuli

ranged from -26 to -2 dB in 4 dB step. The unit dB is 20 times log base 10 of the linear 

contrast. 

Procedure. The procedure was the same as the one described in Chapter 4. In 

each trial, two characters of the same type and orientation were presented

simultaneously for a duration of 100 ms. One was on the left and the other was on the 

right of the central fixation. The stimuli were presented at 1o away from the central 

fixation along the horizontal meridian. The participants were asked to press one of two 

buttons to indicate whether the two characters were the same or not while remained 

fixation on the center fixation point throughout the trial. Feedback was provided 

through an auditory cue for both correct and incorrect trials. The matching 

performance for each character type was measured at seven luminance contrast levels.

There were 40 trials in each block for each contrast level. Each block contains one 

character type. The experiment was composed of 10 blocks. Each participant was 

presented with 2800 trials in the psychophysical experiment (10 types of stimuli x 7

contrast thresholds x 40 trials). The presentation order within a block was randomized 

and the order between blocks was counterbalanced across participants.

Functional Magnetic Resonance Image (fMRI)

Participants. Fourteen healthy volunteers (7 males, 7 females) between 18 and 

36 year old participated in this study. All the participants were right-handed, as assessed 

by the Edinburgh handedness inventory (Oldfield, 1971). They were native speakers of 

Chinese. They were naïve to the purpose of the experiment and were compensated 

financially for the hours they participate in the experiment. Informed consent was 
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obtained from each participant before scanning began. The experiment was approved 

by the IRB of the National Taiwan University Hospital. 

Stimuli. The stimuli were the same as those used in the psychophysical

experiment, except that we used the scrambled versions of the test characters as a

control to establish a baseline. The scrambled stimuli were constructed first by dividing 

the image of a character into a 4 by 4 grids and then randomly exchanging the position

of these 16 grids.

Procedure. We used the multiple block design to measure the cortical response 

to the stimuli. There were eight character-type blocks (upright real, non-characters, 

lexical, non-lexical components, and their inverted versions) and two

scrambled-character blocks in each run. Each block was consisted 20 trials and lasted 

20 s. Each trial includes a stimulus presentation for 500 ms, followed by a 500 ms blank 

period. In each run, each block was repeated three times and the order of the blocks was 

randomized. Each run was presented four times for each participant. To keep the 

to the stimuli, one used a one-back matching task in which the 

participants were instructed to press a response key when the currently presented image 

physically matched the previous one (Kanwisher, et al., 1996).

Localizer. For each observer, we identified regions of interest (ROIs) with 

localizer experiments. We separated the LO into two subregions: the visual word form 

area (VWFA) and the fusiform face area (FFA). VWFA contained voxels showing a

differential BOLD activation to real characters and to non-characters. FFA contained 

voxels showing a differential BOLD activation to the images of human faces and to the

phase-scrambled versions of the same images (C. C. Chen, et al., 2007). LO was 
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defined by the overlap between anatomical structures and functional activations of the 

differential BOLD activations to pictures of common objects (objects that can be seen 

in everyday life) and to the scrambled versions of the same images (Kourtzi & 

Kanwisher, 2001). The OPCA was identified with the kinetic occipital region in which 

the 12 s epochs of motion boundary stimuli were alternated with 12 s epochs of 

transparent motion stimuli (Dupont et al., 1997; Zeki, Perry, & Bartels, 2003). We used 

the standard procedure of rotating wedge and expanding ring with black-and-white 

checkerboards to identify the boundaries in early visual area (Engel, et al., 1997). Thus,

the V1 was identified from the polar angle and the eccentricity measurement. A voxel 

was considered to have a significant activation if its t-test had a p-value smaller than 

the -level of .005 (uncorrected). According to this criterion, the voxel size of each 

ROI was varied across each observer. Above the criterion, one observer had no 

activation in the left VWFA for the VWFA localizer. All subsequent ROIs analyses 

were performed using the independent data set from the experimental runs.  

Data acquisition. All images were acquired with a 3T Bruker MRI scanner 

located at the Interdisciplinary MRI Laboratory at the National Taiwan University. A

high-resolution anatomical (T1-weighted) MRI volume scan of the entire head was 

conducted once on each participant (voxel size = 1 x 1 x 1 mm). Within each scanning 

session, both functional (T2*-weighted, BOLD) responses and anatomical images were 

acquired in identical planes. The images were collected in 24 transverse planes parallel 

to the AC-PC (anterior commissure posterior commissure) line to cover the whole 

visual cortex. An echo-planar imaging sequence (Stehling, et al., 1991) was used to 

acquire the functional data (TR = 2000 ms, TE = 33 ms, flip angle = 90o, voxel 

resolution = 3.75 x 3.75 x 3 mm). The main experiment lasted 606 s (303 images). The 
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first 9 s (3 images) were excluded from further analyses to avoid the start-up transient. 

Thus, the data analyzed for each scan spanned 600 s (300 images). 

All stimuli were delivered with a MR-compatible goggle system (Resonance 

Technology, USA) mounted on the head of the observers. The resolution of the goggle 

system is 800x600 with a dot size of .096o visual angle. The frame rate is 60Hz. All the 

stimuli were generated on a PC-compatible computer with the Psychophysics toolbox 

(Brainard, 1997) under the MATLAB (The Mathworks, Matick, MA, USA) 

environment.

fMRI preprocessing. For each observer, we used SPM (Wellcome Department 

of Imaging Neuroscience, University College London) to correct head-motion artifacts

and slice scan time. Then we removed the linear trend of each functional run. No spatial 

smoothing was used on the functional runs. Functional runs were aligned to each 

observer s corresponding anatomical scan and normalized into MNI space. All analyses 

were conducted independently for each ROI and performed with individual observer.

Multivoxel pattern classification analysis. An example of the basic framework 

for the classification analysis was demonstrated in Figure 5.2. For each observer, we 

first identified ROIs from the result of the localizers. For instance, Figure 5.2A shows 

the VWFA of one observer. The activation of each voxel was normalized to the 

z-score by the mean and the standard deviation of that voxel within a run. This 

normalization minimized the baseline activation difference across runs (Figure 5.2B).

The normalized activation then fed to a support vector machine algorithm (LIBSVM, 

http://www.csie.ntu.edu.tw/~cjlin/libsvm/) to determine the 

best parameters for classification (Figure 5.2C). Notice that, to account for the slow 
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hemodynamic responses, the first time point of each block was not included in the 

analysis. We used leave-one-out method to validate of the classification parameters 

(Kohavi, 1995). That is, three of runs were treated as training patterns and the fourth 

one as a testing pattern. Totally, there were four cross-validations for each observer and 

each classification (Figure 5.2D to F). The accuracy was averaged over these four 

cross-validations. The mean prediction accuracy across all participants on each ROI 

was then tested against the chance level (0.5 for a two-way classification) with a

one-sample t-test.
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Figure 5.1 An example of multivariate analysis procedure in this study. A) The 
VWFA localizer for observer WSY. A voxel was considered to have a significant 
activation if its t-test has a p-value smaller than the -level of .005. These voxels 
were used as feature parameters and were included in the classification analysis. B) 
The observers viewed all character types of stimuli. We extracted feature 
parameters for classification analysis. C) The classifier we used is a 2-dimensional 
feature space of voxel patterns. Each dot represents a voxel pattern and the color of a 
dot indicates stimulus type. D) Pattern vectors that were evoked by the presentation 
of stimuli across selected voxels from three out of four runs were assigned to a 
training data set. Each brain pattern vector was labeled according to its 
experimental condition. E) Pattern vectors from training data set were used to train 
a linear support vector classifier that maps between brain activity and experimental 
conditions. We tested the classifier on activity patterns evoked by the same 
character types from the test data set. F) The remaining 4th run was assigned to a 
test data set. Four-fold cross-validation conducted by repeating this procedure in 
which each run was assigned to the test data set. The accuracy was averaged over 
these four iterations.
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5.2 Results

Psychophysics

Figure 5.3 shows the proportion of correct responses as a function of contrast. For 

all conditions, the proportion of correct responses increased with contrast until they 

reached an asymptotic level. Such data was fit into the function

p x × × x, (1)

where p(x) was the proportion of correct responses at contrast level x; was the 

guessing factor for 2AFC and was fixed at 0.5; determined the asymptotic level of the 

psychometric function, is the Gaussian cumulative distribution function with 

.

The smooth curves in Figure 5.3 were fits of this function. The root of the mean squared 

error (RMSE) of the model fit was about .040, which is close to the mean of the 

standard error of measurement, .029. The values of the parameters are shown in Table 

5.1.
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At high contrasts, the proportion of correct responses for matching two upright 

real characters was significantly better than that for matching two inverted real

characters at .05 -level ( Figure 5.3 A). The psychometric 

function for upright real characters was asymptotic to the percentage correct level of 

91%, while the function for inverted characters was 81%. That is, at high contrasts, 

turning the real characters upside down reduced significantly the percentage correct 

level by about 10% (t(10) = 3.91, p < .01). Figures 5.3 B shows the psychometric 

functions for matching non-characters. There was no difference between the 

proportional correct responses for matching upright and matching inverted 

Table 5.1 The resulting model fits to combined data set of fifteen observers. The 

indicates the goodness-of-fit.
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non-characters. The psychometric function was asymptotic to the level 82% and 79%

for upright and inverted non-characters. The 3% drop in performance was not statistical 

significance (t(10) = 1.36, p > .05). Thus, there is no inversion effect for non-characters. 

Figure 5.3 C shows the psychometric functions for matching lexical components. The

psychometric function for upright lexical components was asymptotic to the percentage 

correct level of 92%, while the function for inverted lexical components was 86%. The 

matching performance for the upright components was significantly better than that for

matching two inverted lexical components (t(10) = 2.54, p < .05). Figure 5.3 D show 

the psychometric functions for matching non-lexical components. The psychometric 

function for upright non-lexical components was asymptotic to the percentage correct 

level of 91%, while the function for inverted non-lexical components was 87%. That is, 

at high contrasts, the proportional correct responses for matching two upright 

non-lexical components were significantly better than those for matching two inverted

non-lexical components (t(10) = 2.64, p < .05). Figure 5.3 E shows the psychometric 

functions for matching Jiagu characters. The psychometric function was asymptotic to 

the level 80% and 81% for upright and inverted Jiagu characters. There was no 

difference between the proportional correct responses for matching upright and 

matching inverted Jiagu characters (t(10) = -0.83, p > .05). Thus, there is no inversion 

effect for Jiagu characters. The results show that the characters and theirs component 

contain spatial configuration processing.
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Figure 5.2 The Gaussian accumulative distribution functions as a fitting model 
for the data. Proportional correct responses of upright and inverted real, non-,
lexical, non-lexical, and Jiagu characters at different contrast thresholds for 11
observers. a) real characters, b) non-characters, c) lexical components, d) 
non-lexical components, e) Jiagu characters. In each panel, the solid denotes the 
proportion of correct responses across all p < .05 and ** p < .01.
Error bars are the SEM across all observers. 
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The multivoxel classification performance for character types

For each observer, we identified five ROIs in each hemisphere: V1, VWFA, FFA, 

LO, and OPCA (see Figure 5.4). Table 5.2 lists the Talairach coordinates of ROIs of the 

activated voxels.

Figure 5.3 The regions of interest for the observer WSY. L: left hemisphere; R: 
right hemisphere.
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We employed a linear kernel support vector machine to train the activity of the 

population of voxels in each ROI with all character stimuli. We first tested whether the 

brain regions could distinguish the character types from scrambled lines. Figure 5.5 

shows the prediction accuracies for distinguishing between characters types and 

scrambled lines in V1, VWFA, FFA, LO, and OPCA. The accuracy rate of 50% 

indicates chance performance (two-way classification) and a rate of 100% indicates 

that the classifier could perfectly distinguish the patterns of different conditions based 

on BOLD activity. We obtained significant higher prediction accuracies for all 

character types than chance performance in VWFA, LO, and OPCA (Figure 5.5). The 

results suggest that there are mechanisms responsive to visual word form information

in those areas. The activation pattern of V1 was the same for character types and 

scrambled characters. This is consistent with the notion that V1 neurons are only 

selective to local contrast and line segments (Hubel & Wiesel, 1968; Livingstone, 

Table 5.2 The Talairach Coordinate of ROIs in this study.
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Freeman, & Hubel, 1996). The FFA activation pattern also showed no difference 

between character types and scrambled characters. This result was consistent with 

Chapter 4 that FFA is specific for face information but not visual word form 

information. These results ensure that the multivoxel patterns of activity reliably 

represented the properties of different brain regions. 
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Figure 5.6A shows the accuracy for classifying real characters and lexical 

components in VWFA (60.5% for the left hemisphere and 59.2% for the right 

hemisphere), LO (49.9% for the left hemisphere and 51.5% for the right hemisphere), 

and OPCA (54.3% for the left hemisphere and 55.1% for RH). The bilateral VWFA (t

(12) = 5.14, p= .000 < .01 for the left hemisphere and t (13) = 5.22, p = .000 < .01 for 

the right hemisphere) is significantly higher than the chance level. Figure 5.6B shows 
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Figure 5.4 Classification performance for character types versus scrambled lines 
in different regions of interest. A) Prediction accuracy for the discrimination of 
real characters versus scrambled characters. B) Prediction accuracy for the 
discrimination of non-characters versus scrambled characters. C) Prediction 
accuracy for the discrimination of lexical components versus scrambled 
characters. D) Prediction accuracy for the discrimination of non-lexical characters 
versus scrambled characters. Error bars are the SEM across all observers. LH: left 
hemisphere; RH: right hemisphere. * p < .05 and ** p < .01.
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the accuracy for classifying real characters and non-lexical components in VWFA 

(60.8% for the left and 62.9% for the right hemisphere), LO (61.3% for the left and 

50.6% for the right hemisphere), and OPCA (53.1% for the left and 55.4% for the right 

hemisphere). The bilateral VWFA (t(12) = 6.24, p = .000 < .01 for the left and t(13) =

4.72, p = .000 < .01 for the right hemisphere), the left LO (t(13) = 4.88, p = .001 < .01),

and the right OPCA (t(13) = 2.35, p = .02 < .05) show significant higher accuracy for 

classifying real characters and non-lexical components. The results suggest the bilateral 

VWFA could distinguish a character and its components.

* p<.05

** p<.01

A) B)

Figure 5.5 Prediction accuracy for the discrimination of real characters versus 
character components in different regions of interest. A) Prediction accuracy for the 
discrimination of real characters versus lexical components. B) Prediction accuracy 
for the discrimination of real characters versus non-lexical components. Error bars 
are the SEM across all observers. LH: left hemisphere; RH: right hemisphere. * p
< .05 and ** p < .01.
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The classification performance correlated with inversion effects

Figure 5.7A shows the accuracy for classifying upright and inverted real 

characters in VWFA (60.9% for the left hemisphere and 53.9% for the right 

hemisphere), LO (57.2% for the left hemisphere and 50.4% for the right hemisphere) 

and OPCA (55.4% for the left hemisphere and 50.7% for the right hemisphere). The 

bilateral VWFA (t(12) = 7.9, p = .000 < .01 for the left and t(13) = 2.16, p = .03 < .05

for the right hemisphere), the left LO (t(13) = 4.97, p = .001 < .01), and the left OPCA

(t(13) = 4.49, p = .000 < .01) show significantly higher accuracy than the chance 

performance. This implies that the left occipital regions are sensitive to the spatial 

configuration of a character. Figure 5.7B shows the accuracy for classifying upright and 

inverted non-characters in VWFA (50% for the left and 52% for the right hemisphere), 

LO (50% for the left and 51.3% for the right hemisphere) and OPCA (48.2% for the left 

and 51.5% for the right hemisphere). There was no significant accuracy from the 

chance performance in all regions (p > .05). This result showed no differential 

activation between upright and inverted non-characters in the occipital regions. Figure 

5.7C shows the accuracy for classifying upright and inverted lexical components in 

VWFA (56.5% for the left and 55.3% for the right hemisphere), LO (53.9% for the left 

and 56% for the right hemisphere), and OP (49.9% for the left and 52.2% for the right 

hemisphere). The VWFA (t(12) = 5.53, p = .0001 < .01 for the left and t(13) = 2.88, p

= .000 < .01 for the right hemisphere), and the right LO (t(13) = 4.3, p = .000 < .01) 

show a significantly higher accuracy for classifying upright and inverted components. 

Figure 5.7D shows the accuracy for classifying upright and inverted non-lexical 

components in the VWFA (50.5% for the left and 58.3% for the right hemisphere), LO 

(50.1% for the left and 58.8% for the right hemisphere), and OP (50.7% for the left and 
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50.3% for the right hemisphere). The right VWFA (t(13) = 4.47, p = .0003 < .01) and 

right LO (t(13) = 5.66, p = .000 < .01) show a significantly higher accuracy for 

classifying upright and inverted components. This result suggests the right ventral 

occipital region may be responsible for the local configuration of a character.

* p<.05

** p<.01

A) B)

C) D)

Figure 5.6 Prediction accuracy for the discrimination of upright character types 
versus inverted counterparts in different regions of interest. A) Prediction 
accuracy for the discrimination of upright versus inverted real characters. B) 
Prediction accuracy for the discrimination of upright versus inverted non-
characters. C) Prediction accuracy for the discrimination of upright versus 
inverted lexical components. D) Prediction accuracy for the discrimination of 
upright versus inverted non-lexical components. Error bars are the SEM across 
all observers. LH: left hemisphere; RH: right hemisphere. * p < .05 and ** p
< .01.
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5.3 Discussion

Inversion effect and spatial configuration 

In the psychophysical experiment, we found that the percentage correct by

observers matching the upright real characters was greater than that for their inverted 

versions. In addition, the percentage correct in matching the upright non-characters was 

similar to that for their inverted versions. This inversion effect is a signature of the 

spatial configuration processing in the visual analysis of well-practiced objects (Carey 

& Diamond, 1977; Leder & Bruce, 2000; Rhodes, et al., 1993; Yin, 1969). Such 

inversion effect is also observed in the lexical and the non-lexical components. The

results show that there are spatial configuration processings in both the local and the 

global stages. That is, the visual system analyzes not only the spatial relationship 

among strokes in a character component but also the spatial relationship among 

components in a character. Furthermore, while the Jiagu characters have the same 

spatial configuration as modern Chinese characters, no inversion effect was observed in 

them. This absent of inversion effect may result from a lack of familiar components in a 

Jiagu character 

The spatial configuration processing of a visual word may differ from that of a 

face. While previous studies found that faces show the inversion effect, the local 

features of a face, such as eyes, mouths, and noses, did not show the significant

inversion effect (Riesenhuber & Wolff, 2009). Such inversion effect implies that spatial 

configuration only occurs in the whole face . Our results show that spatial

configuration occurs in both local and global levels of visual word form processing. 
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This difference implies that the mechanism for characters is different from the 

mechanism for face processing. Taken together, our result supported the hierarchical 

hypothesis of visual word form processing, in which a word was recognized through an 

analysis of the local configuration and the global configuration, rather than an analysis 

of its components. 

In this study, we obtained a robust inversion effect for Chinese characters. This 

effect was strong in real characters but was absent in the non-characters. The results

were consistent with familiar object recognition literature, showing that expert 

processing is tuned by extensive practice (Gauthier & Tarr, 1997). The acquisition of 

expertise is a process which involves extensive practice over a period of years. It is 

possible that if the co-occurrence for individual features at specific positions occurs 

with great frequency, the integration among these features could become stronger at the 

positions (Hebb, 1949). If features do not often co-occur, the integration among 

features could become weaker or disconnected. Thus, the statistical learning 

mechanism may be an explanation for the sensitivity of spatial configuration that we 

found in orthographic stimuli. In addition, the spatial configuration was also involved

in the character components that we found the inversion effect for lexical and 

non-lexical components. It is possible that the integration of strokes of a component 

may be due to the simple exposure of the same components recurring in different 

characters. Chen, Allport, and Marshall (1996) demonstrated that for a fluent Chinese 

reader, with increases in the number of constituents in a character, the matching 

performance for two characters becomes worse. Furthermore, they also reported that 

non-Chinese readers showed a similar pattern as Chinese readers, in matching two 

character conditions after a few hundred exposures to composite Chinese characters. 
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These results indicate that visual analysis of a composite character is also reliant on the 

orthographic constituents (Y. P. Chen, et al., 1996; Tsang & Chen, 2009).

Functional distinctions between the left and right hemispheres 

in visual word form processing

We used the multivoxel pattern analysis to characterize the classification

performance for different types of characters of various regions of interest. The

extrastriate cortex was able to distinguish between character types and scrambled 

characters, while the early visual area (V1) failed to classify character types. That is, the 

extrastriate cortex contains character information that is sufficient to distinguish all 

character types from segments. The results confirm that visual word form processing 

involves a widespread activation in the extrastriate cortex, including the bilateral 

occipitotemporal regions, as well as the occipitotemporal and occipitoparietal regions 

(Chan et al., 2009; Kuo et al., 2004; Tan et al., 2000). Such analysis of a visual word 

only occurs in the VWFA, not in the FFA. There was no difference in the accuracy 

between characters and scrambled segments. That is, the function of the left 

occipitotemporal regions showed a certain degree of categorical specification.

The left VWFA activation was able to distinguish between the upright and

inverted real characters and lexical components, but failed to discriminate 

non-characters or components between their inverted versions. Because real characters 

and lexical components can be used independently, this result suggests that VWFA is 

selective for global configuration in a character. In contrast to the left VWFA, the right 

VWFA and LO showed a high accuracy for classifying upright and inverted
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components. These regions failed to classify upright characters and inverted 

counterparts, although the right FG showed a slight ability to discriminate between real 

characters and inverted counterparts. This result implies that the right extrastriate 

region may encode the local configuration of a character. Our findings highlight the 

distinctive functions of hemispheric asymmetry for visual word form processing and

demonstrated for the first time that the functional segregation between the left and right 

hemisphere in visual word form processing. The hemispheric asymmetric was also 

reported in Navon figure identification (Fink, Marshall, Halligan, & Dolan, 1999; Lux, 

Marshall, Thimm, & Fink, 2008). They found that the left hemisphere was activated

when participants identified the global level of the Navon figure and the right 

hemisphere was activated when participants identified the local level of the figure. 

However, notice that those Navon figure experiments tagged more about visual

attention than image processing. 

Split-field tachistoscopic studies found that the left visual field/the right 

hemisphere advantage is involved in Chinese orthographic processing (e.g., Tzeng, et 

al., 1979; Yang & Cheng, 1999). Neuroimaging studies of Chinese characters 

processing have shown a consistent activation in the right occipital regions for fluent 

readers (Tan, Feng, et al., 2001; Tan, et al., 2000). It has been found that reading 

print-like fonts shows the right visual field/the left hemisphere advantage and cursive 

fonts shows the left visual field/the right hemisphere advantage (e.g., Hellige & 

Adamson, 2007). Because analyses of handwriting styles may demand a greater local 

shape of a font than the analysis of block fonts, it has been suggested that the right 

hemisphere may subserve to relevant components of visual word forms and the left 

hemisphere involves the global shape of a word (Bryden & Allard, 1976). Further 
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support for hemispheric asymmetry in visual word processing can be found in the left 

hemisphere lesion studies. Cohen and colleagues (2004) found that while children had 

the damage in the left occipitotemporal region, they can develop normal reading ability.

Such recovery of reading ability may due to the visual word information processing in 

the right hemisphere. Furthermore, several findings have shown with the increase of 

reading skills decreased the activation of the right FG (Schlaggar et al., 2002; 

Turkeltaub, Gareau, Flowers, Zeffiro, & Eden, 2003). The findings in our study suggest 

that the efficient processing of visual word forms may rely on the integration of 

information between two hemispheres, in which the right hemisphere is selective to the 

local shape of a word and the left hemisphere is responsive for the global configuration 

processing (see review by Dien, 2008, 2009).

Visual word form area vs. fusiform face area

While faces and Chinese characters have distinctive physical features, researchers

found that faces and characters have inversion effects, suggesting a spatial 

configuration processing is involved in these two types of objects (Kao et al., 2010, see 

Chapter 4). Numerous neuroimaging and neuropsychology studies have identified two 

distinct areas in the occipitotemporal region are selective for visual word (L. Cohen, et 

al., 2000; L. Cohen, et al., 2002) and face information (Kanwisher, et al., 1996) and

called VWFA and FFA, respectively. Both of these areas are located close to each other,

in the FG. While both visual word form and face information activated bilateral FG, the 

lateralization was found in these two types of categories, in which the right hemisphere 

is strongly activated by faces (Kanwisher, et al., 1996; Rossion et al., 2000) and the left 

hemisphere is strongly activated by visual word forms (L. Cohen, Jobert, Le Bihan, & 



132

Dehaene, 2004). Therefore, Rossion and colleagues (2000) argued that the right FFA is 

involved in holistic processing, whereas the left FFA is involved in feature analysis 

processing. The right hemisphere is specific to configural coding of faces that utilizes 

spatial relationship in an object, whereas the left hemisphere focuses on local feature 

analysis of faces (Carey & Diamond, 1977). The separate functional asymmetry for 

faces and characters may imply a hierarchical level of object perception in which the 

left hemisphere is dominant for orthographic processing, whereas the right hemisphere 

is dominant for face processing, even though contralateral hemisphere is involved in 

object perception (Dien, 2008, 2009).

The function of the dorsal occipital region in visual word form 

processing

In this study, we found that the OPCA was able to distinguish the characters and 

scrambled characters but failed to classify upright and inverted characters ad 

components. Hence, it is possible that the OPCA responds only to local features such as 

corners, T-junctions, and L-junctions that were changed when we scrambled the 

characters. Furthermore, this region also showed a slightly higher accuracy for the 

discrimination between real characters and character components. OPCA may be 

sensitive to the number of strokes in a character which contains more strokes than a 

component. This result was consistent with previous studies which suggested the

occipitoparietal region was involved in the processing of the spatial arrangement of 

strokes or character components (Fu, et al., 2002; Kuo, et al., 2001; Tan, Feng, et al., 

2001; Tan, Liu, et al., 2001). In particular, it has been found that the right dorsal visual 
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stream is involved in visual word recognition. For example, a magnetoencephalography

(MEG) study demonstrated that the activation of the right posterior parietal cortex 

occurs in 100 ms post-stimulus onset in visual word recognition tasks (Pammer, 

Hansen, Holliday, & Cornelissen, 2006). Neurophysiological evidence also found that 

the right dorsal visual stream deficits could induce difficulty in binding features of a 

word (Kevan & Pammer, 2009; Pammer & Vidyasagar, 2005). Convergent evidence

suggests that the right OPCA is involved in early visual feature analysis of a word. 

The current behavioral and fMRI results showed the visual system may analyze 

characters in a hierarchical way, which was consistent with Chapter 4 (Kao et al., 2010).

The occipitoparietal regions may analyze the local features of a visual word form. Then, 

the right fusiform and lateral occipital regions may play an intermediate role in 

integrating the local information in a word. Finally, the left plays a critical role in 

analyzing global configurations in a character.

5.4 Summary

In summary, we used psychophysics and fMRI with multivoxel pattern analysis to 

investigate the configural processing of orthographic stimuli. The behavioral results 

showed the inversion effect of real characters, lexical components, and non-lexical 

components. This result suggested that the spatial configuration occurs in global and 

local configuration levels of a visual word. The multivoxel pattern analysis is 

successful distinguishing the representations of visual word forms in the visual cortex. 

While the ventral visual cortex contained character information, distinctive cortical 

regions play separate roles in processing characters. The left VWFA showed the 

discrimination between upright and inverted real characters, and upright and inverted 
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lexical components, while the right VWFA and LO showed the discrimination between 

upright and inverted lexical components and upright and inverted non-lexical 

components. This result suggests that the right occipitotemporal regions analyze the 

local configuration, while the left VWFA analyzes the global configuration. The right 

occipitoparietal regions showed the discrimination between real characters and 

components. This result implies that this region analyzes local features of a character. It 

is the first report that demonstrates the functional segregation between the left and right 

hemisphere for visual word form processing. Taken together, this study supports a 

hierarchical processing of visual word forms in the visual cortex. 
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Chapter 6 : General Discussions

This study explored the processing of visual word perception and its neural 

network at the both behavioral and neural levels. We started with a spatial summation 

experiment to determine the mechanisms for character perception, using 2AFC 

psychophysics (Chapter 2). We investigated the performance of observers in detecting

and discriminating various types of character-like stimuli as a function of visual word 

form size and retinal eccentricity. The detection thresholds for the same stimulus size 

and eccentricity were the same for all types of stimuli. This result suggests that 

detection is mediated by mechanisms that tune to local features but with no 

specialization for Chinese characters. The contrast thresholds for discriminating

between real and pseudo- or non-characters were higher than for discriminating 

between real characters and Jiagu characters or scrambled characters. The result shows

that the discriminability, however, requires a specific mechanism for perceiving 

characters. The difference between pseudo-, non-characters and Jiagu characters is that 

formers are constructed by familiar components while the later contains no familiar 

components. The specific mechanism for perceiving characters may rely on the global 

shape of a character or components information. 

In Chapter 3, we further used the retinotopic paradigm with fMRI to define the 

visual cortical regions which produce unique representations for Chinese characters.

The brain activation for characters was extended from the primary visual area to the 

higher visual regions in the occipital cortex. Compared with simple lines (e.g. 

scrambled characters), the character stimuli showed greater activation in the ventral 

occipital region, especially the FG, suggesting that this region is sensitive to visual 
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words, rather than local features. In particular, the retinotopic representation for 

character stimuli was in the ventral occipital region where we found that the FG is

selective for the contralateral visual fields and centre-to-periphery map. This implies 

that the FG is involved in the spatial location information of stimuli. Furthermore, 

contrasted with scrambled characters, the FG showed a preference for characters 

presented in the fovea. Such foveal selectivity was located in the VWFA, suggesting 

that the VWFA is associated with the processing of central information. The retinotopic 

properties in the visual cortex imply that the ventral occipital region is a 

stimulus-driven region and the activation of this region can be attributed to the visual

information of a word.

In Chapters 4 and 5, we examined the spatial configuration of a character by 

comparing the performance for upright character types and their inverted versions with 

psychophysics and fMRI. In Chapter 4, we obtained a robust inversion effect for 

Chinese characters but not for the non-characters. It has been argued that the inversion 

effect is due to the interruption of configural information in an object (Gauthier & Tarr, 

1997). The inversion effect of Chinese characters suggests the spatial configuration in a 

character processing. Neuroimaging evidence showed that the left FG and a small area 

in the bilateral lateral occipital regions may be responsible for the spatial configuration 

processing of a character. In Chapter 5, we also found that the spatial configuration was 

also involved in the character components that we found the inversion effect for lexical 

and non-lexical components. The integration of strokes in a component may be due to 

the simple exposure of the same components recurring in different characters.

In order to reveal the different brain regions for processing different spatial 

configurations in a character, we used fMRI with multivariate methods (e.g. SVM) to 



137

classify the representations of character and component information in the visual cortex.

The left VWFA showed the discrimination between upright and inverted real characters, 

and upright and inverted lexical components, while the right occipitotemporal regions 

showed the discrimination between upright and inverted lexical components and 

upright and inverted non-lexical components. This result suggests that the left VWFA is 

selective for spatial relations among components in a character, while the right 

occipitotemporal regions encode spatial relationship among strokes. The right 

occipitoparietal regions showed the discrimination between real characters and 

components. This result implies that this region analyzes local features of a character. 

The results suggest that both the left side and the right side of visual cortex play 

important roles in processing characters. The visual system analyzes visual word form 

in a hierarchical way.

The visual information in the visual cortex has been identified as a hierarchical 

processing from V1 (Riesenhuber & Poggio, 1999, 2002). A hierarchical process 

begins with simple features and combines them into more complicated objects.

Neurons in each stage combine responses from neurons in the preceding stages. Our

behavioral evidence revealed that the mechanism of visual word perception is based on 

the feature encoding and then, in turn, of the analysis of the spatial configuration in a 

word. Neuroimaging evidence demonstrated that a hierarchical processing of visual 

word forms in the visual cortex. The visual system may analyze a visual word in a

hierarchical way. Such hierarchical processing was also found in studies with other 

visual stimuli. Ostwald et al. (2008) showed that the activations in the early visual areas 

were influenced by the local features, such as dipole orientation, of a Glass pattern 

(Glass, 1969), while the lateral occipitotemporal regions were engaged by the global 
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forms of Glass patterns (e.g., Kourtzi & Huberle, 2005). Chen et al. (2007) showed that 

the activations in the FFA were influenced by the global configuration of a face, or the

symmetry, while the activations in the dorsal occipital cortex were only influenced by 

local features. Furthermore, Cohen et al. (2003) proposed a model of visual word form 

perception in the visual system in which the early visual areas analyzed letters in 

contralateral visual fields and then bilateral FG computed the visual word form 

representations. These studies drew similar conclusions to ours with regard to visual

word form. We can conclude that the flow of the ventral stream, from local to global, 

flows from posterior to anterior and from dorsal to ventral on the visual cortical 

surfaces. 

Figure 6.1 illustrates the hierarchical processing of visual word form processing in 

the visual system. The right occipitoparietal regions analyze the local features of a 

visual word form. Then, the right occipitotemporal regions play an intermediate role in 

integrating the local configurations of a word. Finally, the left FG plays a critical role in 

analyzing the global configurations in a character. The pattern of neural activity for 

visual word processing elucidates the different stages of word processing are integrated 

into visual processing and influence human behavior. Based on these findings, this 

study makes a significant contribution toward our understanding of visual word form 

processing in the visual system and provides a solid foundation for future studies.
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Future directions  

We have addressed how our visual system analyzes visual word forms and 

suggested a hierarchical processing for visual word form perception. There are some 

related issues that need to be solved. The examination of these issues would enable us 

to build a more complete framework for understanding the processing of visual word 

perception.

The feedback processing of hierarchical model of visual word forms

In the current study, we clearly demonstrated, from dorsal to ventral, that the 

visual system analyzes objects in a hierarchical way. The hierarchical model could 

account the results of visual processing of Chinese characters. Recently, researchers 

Figure 6.1 Hierarchical processing model of visual word form processing.
EVA: early visual areas; OPCA: occipitoparietal character area; LO: lateral 
occipital region; FG: fusiform gyrus.
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argued that a feedforward pathway may provide some useful information in explaining

the complexity of visual perception. The feedback connections play a role in integrating 

visual information from different cortical regions to generate an integrate perception 

(Bullier, 2001). However, the relative contributions of feedforward and feedback 

connectivities are still controversial. Future works are needed to explore the role of 

feedback in object processing. 

The temporal hierarchy of visual word form processing

In this thesis, we highlighted the distinctive roles of visual regions in processing 

visual word forms and supported a hierarchical processing of visual word forms. 

However, due to the limitation of temporal resolutions in fMRI, we are unsure of the 

time sequence of visual word form processing across different visual cortices. Previous 

event-related potential (ERP) studies demonstrated that, under object recognition 

processing, the neural activity of local features in an object occurs about 135 ms and 

then the object recognition occurs about 150-300 ms after image onset (Johnson & 

Olshausen, 2003). Furthermore, Schendan and Lucia (2010) used ERP to identify the 

temporal dynamic of different object sensitive cortical regions. They found that,

compared with phase-scrambled objects, when participants recognize a common object, 

the processing of objects involved different time courses of the figure-ground 

segregation (95-175 ms), perceptual grouping (200-300 ms), and decision making 

(200-530 ms). The results showed the early peak activity located in the early visual 

areas and later peak activity located in the higher visual regions. Understanding the 

time courses of different cortical regions of visual word form processing could 

elucidate how the local and global configurations in a word interact with each other.

The development of word perception skills
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While there have been many neurobiological studies of the development of 

reading (B. A. Shaywitz et al., 2002; S. E. Shaywitz et al., 2003; Turkeltaub, et al., 

2003), there is no generally accepted theory of how the cortex develops with skill yet.

In this thesis, we found that the functions of ventral occipital regions may be modulated 

by visual perceptual experience. For example, longitudinal studies of reading ability 

found that, with the increases of reading skills, activation of VWFA was increased for 

9-10 year old children (B. A. Shaywitz, et al., 2002; S. E. Shaywitz, et al., 2003).

Similarly, neuroimaging studies found that the increases of activation in VWFA when 

the poor and impaired readers were with intensive training with reading skills (B. A. 

Shaywitz et al., 2004; Temple, 2002). The patterns could persist for 1-3 years after 

training (B. A. Shaywitz, et al., 2004). These findings suggest that the VWFA is 

strongly associated with skill development. How is the plasticity of particular regions 

associated with the learning processing of visual word forms? How does the frequency 

of exposure to specific class of stimuli affect the responses of cortical cortex? The 

impact of development could help us to observe the changes in the cortex associated 

with orthographic learning and skill development. 
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Appendices

Appendix 1: Character stimuli in Chapter 2

Real

character

Pseudo-character Non-character Jiagu character
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Appendix 2: Retinotopic activation for other 5 

observers in Chapter 3
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Figure A.1 Retinotopic activations for the A) rotating-wedge and B) 

expanding-ring checkerboards for other five observers. Radial color map 

segregates the left field(LF) and the right field(RF). Concentric color map 

separates the fovea and periphery. The outlines of red, green and blue denote 

V1, V2, and V3, respectively. LH (left hemisphere), RH (right hemisphere)
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Figure A.2 Retinotopic activations for the A) rotating-wedge and B) 

expanding-ring characters with a blank background for other five observers.

Radial color map segregates the left field(LF) and the right field(RF). The

magenta, yellow, black and white borders denote the LO, FG, VWFA, and FFA, 

respectively. LH (left hemisphere), RH (right hemisphere)
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Figure A.3 Retinotopic activations for rotating-wedge and expanding-ring

characters with a scrambled background for other five observers. Radial color 

map segregates the LF and the RF. Concentric color map separates the fovea 

and periphery. V1 to V3 are defined by the rotating-wedge and expanding-ring 

checkerboards. The magenta, yellow, black and white borders denote the LO, 

FG, VWFA, and FFA, respectively. LH (left hemisphere), RH (right hemisphere)
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Appendix 3: Character stimuli in Chapter 4 and 5

Real

character

Non-character Lexical 

components

Non-lexical 

components

Jiagu

character
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