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Abstract

With the popular application of wireless local area network (WLAN), thereis an
increasing demand for bandwidth by the users. Some existing WLAN specifications
cannot provide adequate transmission rate gradually. The main purpose of IEEE
802.11n WLAN standard is to provide a higher transmission rate to meet present and
future bandwidth requirements. The difference between IEEE 802.11n and previous
standards is the use of multiple input multiple output (MIMO) technique combining
with OFDM which causes substantially improvement of transmission rate.

In orthogonal frequency division multiplexing (OFDM) systems, a time-domain
equalizer (TEQ) is used to reduce the inter-symbol interference (1SI) by shortening
the channel impulse response when the channel length is larger than cyclic prefix (CP)
length. However, conventional channel shortening methods may have frequency
notch problem which will cause performance degradation.

In this thesis, we propose a channel shortening algorithm to effectively mitigate
the frequency notch effect. Besides, we aso extend the proposed algorithm to MIMO
environment with joint channel shortening technique. The simulation results show
that the proposed algorithm has the best system performance in the MIMO-OFDM

system as compared with other channel shortening algorithms.



We use the delay estimate method, matrix property and Gauss-Seiddl iterative
method to reduce the high computation complexity TEQ design. The proposed TEQ
algorithm architecture can provide SISO to MIMO environment and the one TEQ can
be shared for other receivers with only twenty complex multipliers by folding
technique. Finally, the TEQ engine is implemented in UMC90 40 MHz with 1.91

mm?. And it can provide the MIMO environment from 1X 1 to 4X4.
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Chapter 1
| ntroduction

To cope with the time dispersive transmission characteristics of wireline and
wireless communication system, the first multicarrier systems were brought out and
applied in 1960s and was only implemented in analog form. In 1971, the multicarrier
system was extended to widespread applications with all-digital implementation based
on the Fast Fourier Transform (FFT) algorithm.

The multicarrier system offers a more variable solution. The multicarrier system
based on Discrete Multi-Tone (DMT) modulation, as defined in wireline
communication, such as Asymmetric Digital Subscriber Line (ADSL) and Very-high-
gpeed Digital Subscriber Line (VDSL), etc. The multicarrier system based on
Orthogonal Frequency Division Multiplexing (OFDM) is defined in wireless
communication, eq., |[EEE 802.11a, 802.11n, HIPERLANZ2 standards, WiMAX,
3GPPLTE and so on. And this thesiswill focus on the multicarrier system with OFDM

technique.



1.1 Overview of Channel Shortening

A. Background
OFDM technique leads to lower equalization complexity systems as compared

to single carrier systems [1][2]. And the OFDM technique can aso improve the
transmission efficiency by dividing channel into narrowband subchannels with each
channel being orthogonal with one another, as shown in Fig. 1-1. Therefore, system
can use the bandwidth more efficiently and carry more information.

When we transmit signals in the physical environment, the Channel Impulse
Response (CIR) is not an ideal delta pulse, so the transmitted symbols will interfere
the symbols that are transmitted latter. This problem is caled Inter-Symbol
Interference (1SI). And the ISl not only causes noises that result in decision error, but
also destroys the orthogonality of the subcarriers, as shown in Fig. 1-2 (a).

To eliminate the I S| effect, a Cyclic Prefix (CP) is typically inserted to the front
of each OFDM symbol, in Fig. 1-2 (b), and also converts the linear convolution in the
channel into circular convolution [3]. This allows the receiver to be implemented with
an one-tap Frequency Domain Equalizer (FEQ) to recover the transmitted symbols.
However, this technique only works well with the assumption that the length of the CP

islonger than the CIR.

¥ channel

frequency

magnifude

Fig.1-1 The OFDM technique possesses orthogonality between each subchannel.
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Fig.1-2 (a) The CIR causesthe ISl problem. (b) Insertion of the CP isto eliminate the
IS effect.

The length of CP, denoted as v, is determined by the length of CIR for handling
ISl effect. However, it is a redundant for current symbol, and causes the bit rate to
decrease by the factor of v / (N+v), where N is number of the original transmitted N
samples. To maintain the data rate, a small v, i.e., a short channel responses desired.
The length of CP, which is fixed, is much shorter than the length of transmitted
signals. Unfortunately, the length of the channel response for OFDM system is
unknown, and, in some cases, it may exceed the length of CP, so v isgenerally alarge
number [1][18].

In order to achieve a small v and a short channel impulse response, the Time
Domain Equalizer (TEQ) is widely employed at the front end of receiver to shorten
the length of channel impulse response. By this method, the delay spread of the
effective channel-equalizer impulse response is no longer than the length of the CP,

shown in Figl-3.



—  channel > TEQ —

channel
Convolution of channel and TEQ

Fig.1-3 Time-Domain Equalizer in the receiver can shorten the CIR.

Due to the rapid evolution of wireless communication and demand of higher
data rate for multi-media information access in recent years, the Single Input Single
Output (SISO) transmission in the limited bandwidth has become insufficient from
day to day in wireless communication [4][5]. Therefore, research about Multiple
Input Multiple Output (MIMO) system is an important topic in today’s wireless
communication system [6][7][8].The advantage of MIMO system is that it exploits
the space dimension to improve wireless systems capacity and reliability. However,
the MIMO system also has the ISl problem which is by long CIR. Fig. 1-4 (a) shows
the signal paths of MIMO channel. Each receives antenna need a TEQ to shorten

multiple CIR, whichisin Fig. 1-4 (b).

j
TEQ2

TEQ3

@ (b)
Fig.1-4 (a) TEQ in MIMO-OFDM system, (b) a TEQ needs to jointly shortening

multiple CIR.



B. System Architecture of MIMO-OFDM

x k — nk — FEQ 3}"‘
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Fig.1-5 The system architecture of channel shortening.

The multicarrier system is shown in Fig. 1-5 [2]. The system input is first split
into N group. Then the transmitter choices different modulation, e.g., QAM, 16QAM,
64QAM, to map the input stream. After modulation, the input data pass the IDFT
system which is produced by inverse FFT, to transform the data from frequency
domain to time domain. Second, the N point complex outputs are changed from
parallel to serial and CP are added to protect the input data stream. These signals pass
through the physical channel that will be received in the receiver. Finaly, the DFT
and Frequency Domain Equalizer (FEQ) are applied to recover the signa. We
consider the system bit error rate as the system performance.

Consider a system with ¢ transmitted antennas and r receive antennas in a
frequency non-selective, slowly fading channel. The sampled baseband-equivalent

channel model [9] is given by

y=Hx+z= hZL hﬂ hz{ X+z (1-1)
_hrl hr2 hrt_

whereHe C™ is the complex channel matrix with the (i, j)-th element being the

random fading between the i-th receive and j-th transmit antennas. ze C*is the

additive noise source and is modeled a zero-mean complex Gaussian random vector



with statistically independent elements. The i-th element of xeC™ is the symbol

transmitted at the i-th transmit antenna, and that of yeC°<1 is the symbol received at

the j-th receive antenna.

In the design of this thesis, we assume the channel information to be known in
advance. Therefore, we need not to consider the channel estimation error. When the
signals pass through the physical channel, the signal will be affected by noise and ISl.
And these are the reason that cause the system bit error. Because ISl is more serious
than channel noise, if we focus on the design of a better TEQ to short the channel
impulse response to reduce the 1S, in order to perform a lower bit error rate

multicarrier system.

C. Time Domain Equalizer Design Concept
Fig.1-6 is the block diagram of channel shortening. The channel impulse

response is denoted as h = [h(0), h(1),:-,h(N, — 1)]7, while the TEQ isw =
[w(0), w(1),..., w(N,, — 1)]".The effective channel is given by h.s =h*w =
[hegr(0), hege(1), ..., hege(N, — 1D]T , where N, =N,+N,—1 . In matrix

representation, we have h.¢s = Hw, where H is given by

h0) 0 0
)  hO :
: S 0
H=(h(N,-) hN,-2 - hN,-N,+) hN,-N,) (1-2)
0 h(Nh -1 - f(Nh —NW+])
0 o D |
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Fig.1-6 The block diagram of channel shortening.

N d v+l

>
TEQ
j\ S A
h her

4

NN
Fig.1-7 The concept of channel shortening.

The goa of TEQ is to shorten the CIR to av + 1 tap Target Impulse Response

(TIR) as shown in Fig. 1-7, and v denotes the length of the CP in OFDM systems.

The delay parameter d controls the position of window, which affects the shortening

performance and used to be obtained by full search.



1.2 Motivation and Contribution

There are several TEQ algorithms for channel shortening, these algorithms can
be categorized as on-line and off-line approaches. The on-line approaches employ
adaptive filtering algorithm to estimate the TEQ coefficients immediately during the
transmission of the training sequence. On the contrary, the off-line approaches collect
the statistics of the channel during the transmission of training sequence. Then, they
calculate the TEQ coefficients by solving the related matrix problems after the
transmission of training sequence is complete. So the off-line approaches are also
called non-blind channel shortening techniques. In general, the performance of off-
line method is better than on-line when the CIR information is known.

We focus on non-blind channel shortening methods, and the common
approaches include Maximum Shortening SNR (MSSNR) [10][21], Minimum Mean
Square Error (MMSE) [11][22] and Minimum ISl (Min-1SI) [12]. However, since
these approaches only focus on the channel shortening and some serious frequency
notches may appear in the effective CIR in the frequency domain. This condition
results in significant performance degradation because the performance of an OFDM
system highly relies on the quality of the effective CIR [19].

In [13], a new non-blind channel shortening algorithm with controlled effective
CIR quality is proposed to mitigate frequency notch effect and enhance system
performance in OFDM systems. This algorithm introduces a weighting parameter p to
adjust the amount of the quality control for the effective CIR. However, the optimal
value of p depends on the channel parameters and noise power. Finding the optimal

valueisdifficult sinceit is a high computationally complexity non-linear optimization.



The authors claim that p = 0.9 approximates to the near optimum value and prove with
system simulations.

In this thesis, we propose a new method for channel shortening. The proposed
method not only shortens the CIR in time domain but aso maintain a high quality
frequency response of the effective CIR. The simulation results show that the
proposed method can achievebetter bit-error-rate (BER) performance compared with
other channel shortening algorithms.

Besides, works in [13] can only handle single-input single-output (SISO)
OFDM systems. Since the wireless system is much different from the conventional
ADSL system, and is often running under multi-input multi-output (MIMO) situation.
So we extend our new TEQ algorithm to MIMO environment.

In general, off-line approaches require massive hardware/computational
complexity in solving complicated matrix problem, such as matrix inverse, matrix

multiplication and eigenvalue decomposition, etc. These operations are high
computation complexity O(N°) The cost is very high in implementing a TEQ IP. In

MIMO environment, a TEQ engine has to deal with multiple long CIR. The hardware
may increase for different CIR, shown as Fig. 1-8.

In this thesis, we derive a novel off-line algorithm that have a better BER
system performance than conventional TEQ algorithm in MIMO-OFDM environment
and can further reduce the hardware/computational complexity of TEQ algorithm.
The main contributions of this thesis are listed as follows

B A new channel shortening algorithm with effective frequency notch

mitigation: The proposed method not only shortens the CIR in time domain

but also obtains an acceptable frequency response of the effective CIR.



B An extension of the new channel shortening agorithm to the MIMO
environment: We propose a joint least squares method to jointly shorten
multiple channel responses simultaneously.

B An advance VLSl architecture implementation for the new channel
shortening algorithm: We use delay search, matrix property and Gauss-
Seidel method to reduce the computation complexity and implement
proposed TEQ method by VLS| cell-base design flow.

The simulation results show that the proposed algorithm can achieve better bit-

error-rate (BER) performance comparing with other channel shortening algorithms

and the computation complexity can be reduced by proposed schemes.

TEQI
For h1(n)
For h2(n)
For h3(n)

Fig.1-8 The TEQ has to increase the calculation hardware for different CIR.
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1.3 Thesis Organization

Thisthesisis organized into six chapters and shown as follows: We first review
various existing TEQ algorithm in Chapter 2. The proposed TEQ agorithms for the
SISO and MIMO OFDM system are introduced in Chapter 3.We also provides the
comparison of system performance with other off-line method. Then in Chapter 4 we
show the method to reduce the computation complexity of the new TEQ algorithm.
Chapter 5 gives the hardware wordlength analysis, algorithm block diagram and
detail architecture implementation of each system block. Finally, we conclude this

thesis and suggest some future directions in Chapter 6.

11



Chapter 2
Conventional TEQ Design

As the description in preceding chapter, the MIMO-OFDM receiver requires
TEQ to shorten the impulse response of channel from the original channel dispersion
length to n + 1 taps. Many works in the literatures have been proposed to be the
training algorithm of TEQ. These approaches can be categorized as on-line and off-
line approaches. The on-line algorithms in [31] - [35] usualy attempt to make
immediate estimation of the TEQ coefficients during transmission of the training
sequence. On the contrary in [10] - [30], the off-line approach collects the statistics of
the channel during the transmission of the training sequence. Then, it calculates the
coefficients of TEQ by solving the related matrix computations after the transmission
of the training sequence is complete. In general, the performance of off-line method is
better than on-line when the CIR information is known. Hence we focus on off-line
algorithm in this thesis. The conventional algorithms proposed in [10] - [13] and
[21] —[24] can be viewed as off-line TEQ approaches. In this section, we will review

these approaches and provide some comparison.

In [2], dmost al of the conventional TEQ algorithms can fit into the
maximization of a generalized Rayleigh quotient. The formulation is given by

w!iBw

Wopt = arg max (2-1)
w

wiAw’
A popular method to solve the solution of wqy is that we decompose the
Hermitian matrix A = VAVA" by Cholesky decomposition first. Then define a new

variable v = vVA"w, and substitute into (2-1):

12



A=vAVA'
V= \/KHW, (2-2)
w=vA v

Then we take the new algebra v into the equation (2-1) to replace the algebraw

and we get the new equation (2-3):

C
vH (\/K_lB\/K_H) w 23)

viy

Vopt = argmax
\%

The solution for v,.is the largest eigenvector of C, and Wy = VA™ veg.
Therefore matrix multiplications, matrix inversions and eigenvalue decompositions
are required in the conventional TEQ design, where the matrix A and B varies for
different TEQ designs. In the rest of this section, we will introduce several existing

TEQ algorithms.

13



2.1 MSSNR Algorithm

The Maximum Shortening Signal-to-Noise Ratio (MSSNR) a gorithm [10][21]
was proposed by Melsa et al. Due to the finite number of tap, TEQ generally cannot
perform the perfect shortening of channel which means some energy will lie outside
the largest n + 1 continuous samples of the effective channel, hg:(n), which is the

cascade of channel response of TEQ.

The goal of MSSNR is to maximize the ratio of the energy of hgs inside the
window to the energy of hes outside the window, as shown in Fig. 2-1. The window
and wall portions of hgs are denoted as hyin and hya respectively. The window

response and the wall response

heg(d)
hwin =3 heff(c{ 1 1) = I-lwin"vr
b @ 1)
effS (2_4)
| heg(d*—3B , |
hwall - heff(d +v+ 1) ™ I'lwin"V-
Lhee(M 4+t — 2).
wheren,,;,and H,,,,are defined as
h(d) h(d-1) - h(d-N,+1)
LG h(d) - h(d-N, +2)
h(d+v) h(d+v-1) .- h(d+v-N, +1) (i1,
h(0) 0 - 0 i (2-5)
oo hd-1) hd-2) - h(d -N,)

h(d+v+1) h(d+v) -~ h(d+v-N,+2)

0 0 h(N,-1)

L (N, —v-1)xN,,

We define the shortening SNR (SSNR):

14



h,. "h,;
SSNR = ————"=, (2-6)
hyan hyan

The optimal TEQ is obtained by minimizing hy,a;’ hyay While hyin hyi, = 1.

We have

— : H H

Wopt = argmin w (Hwall Hwall) w,
w N e’

A
2-7
S.t.WH HwinHHWin w=1. ( )

| SR ————
B

The MSSNR algorithm is the optimization that reduces the IS effect in time

domain.

SIRF
h w(n)

N, Nw N+ -1

Fig.2-1 MSSNR channel shortening.
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2.2 MM SE Algorithm

In Fig. 2-2, we have shown the block diagram of TEQ problem. Assume that
b(n) is an arbitrary FIR filter with v + 1 taps and w(n) is an L-tap FIR filter. The goa
of TEQ problem is finding w(n) and b(n) so that the cascade of w(n) and h(n)equals

tob(n), i.e.,

h(n) * w(n) = b(n) = 8(n — d) * b(n). (2-8)

The Minimum Mean Squared Error (MMSE) algorithm [11][22][23][24] is to
minimize the error between the effective CIR hegand TIR b(n) = [b(n), b(n —
1),..,b(n —v)]" in Fig. 2-2. In other words, the MMSE TEQ is also computed to

shorten the effective CIR to v + 1 tap TIR. So we define the error function:

e(n) = z(n) —d(n) = wly(n) — b™x(n), (2-9)

Where n is the sample time. x(n —d) = [x(n —d),x(n—d — 1), ..., x(n —d —
v)]Tis the transmitted signal x(n)after d delays, and y(n) = [y(n), y(n — 1), ...,

y(n — N,, — 1)]7 isthe transmitted signals after the channel effect.

AWGN
v(n)

Symbol | Channel é_) y(n) TEQ =0 error
X(n) h(n) w(n) A e(n)

d(n)

x(n-d)
| 7 N TIR
b(n)

Fig. 2-2 The block diagram of MM SE method.
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Hence, the MM SE cost function can be express as.

J(w,b) = efe?(n)} ,
= e{(wTy(m) — b"x(n — D))’} (2-10)
= w'Ryw + bTRyb + 2b" Ry, (D)W,

where Ry, = E{xx"}, and Ry, = E{yy"} is the autocorrelation of x(n — d) and y(n).
Ryx(d) = ely(n)x(n — d)"}, which is the function of delay parameter 4. From [11],
the cost function can be reformulated with unit-norm constraints on the TEQ and the
optimal TEQ weight can be solved by:

Wopt = argmin w¥ (Ry — RyyRy' Ry ) w,

A
stw (Iy )w=1. (-11)

B

The MMSE method is similar to MSSNR method that they minimize the 1Sl
effect in time domain. But the MM SE considers the noise effect that is included in

y(n).
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2.3 Min-1Sl Algorithm

Calculating the MBR TEQ requires solving a nonlinear optimization problem.
Even if afast optimization algorithm were used, finding the global optimum can be a
computationally expensive process. In order to use an equalizer in a practical system,
we have to avoid nonlinear optimization. In this part, the author proposed the
minimum ISl (Min-1Sl) equalizer [12], which can be calculated without using a
globally optimal constrained nonlinear optimization solver. The minimum ISl (Min-
ISI) algorithm is the approximation of the Maximum Bit Rate (MBR) TEQ algorithm
[12]. The achievable bit rate function in the wireline OFDM system is defined below:

b =T log, (1 + %) (2-12)

where theT;is as a ‘gap’ to the channel capacity, and the SNR;is the signal-to-noise
ratio of the ith subchannel and it isincorporated the ISI effect into the SNR function:
2

signal
Hi

Sx,i

SNR; =

Sn,i | Hlpoise |2 + Sx,i |H%SI |2
(2-13)

B wHHHGT ]S, ,f;,GHwW
~ whHPHEAS f,Pw + wHHH (I, — G)TEAS, f;(Iy — G)HW

where the S, ;,S,; are the transmitted signal power and before TEQ channel noise

power. TheH'8"!  Hpoise  HIS! gre the signal path gain, noise path gain, and the 1S
path gain in the ith subchannel. N isFFT size. I, isthe N X Nidentity matrix and G is
a window matrix, P is an extended matrix, and f;is a Discrete Fourier Transform

(DFT) vector:
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N
G = diag <0,...,O, 1,..,1 ,0 ...,0),
d zeros (v+1)ones

P = Iy, Ow—niyn, ] - (2-14)

i I
f, = [1,e amy e YT N ]

Therefore, the purpose of optimization is to maximize the SNR of each sub-
channel, so that can improve the bit rate performance. Since the power term is non-
negative terms, minimizing the sum of the distortion power of al subchannels is

equivalent to minimize the distortion power in each subchannel:

Pa(w) =

2-15
YiesWIPHERS £,Pw + wiHA(Iy — G)TEIS, ;f;(Iy — G)Hw, (2-15)

where S are the indices of the used N subchannels.

Then the TEQ design problem can be shown bellow by some simplification:

Sk
Wopt = argmin w? H (Iy — G)Tf/ %fi(l,v — G)Hw,
w n.i

A (2-16)
st wl HEGTGHw = 1.
B
The Min-1SI method is the general math format of MSSNR method. It can be
directed against the tunes to be the optimization which the system uses. If you
optimize the full of tunes, the solution of Min-ISI method is the same solution of

MSSNR.
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2.4 Channel Shortening with Controlled TIR
quality

The MSSNR, MM SE, Min-I1SI method constrains the power of the TIR or TEQ
being 1. It does not guarantee the flatness of the TIR in frequency domain. This

method may have frequency notch problem. The frequency notch may increase the

BER performance [19], as shown in Fig. 2-3.

Fig. 2-3 The relationship with bit error rate and frequency notch.
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Therefore, [13] proposed a cost function to directly control the flatness of the

TIR in frequency domain. It can mitigate the frequency notch effect. The cost

functionis
_ H _ — V.42
J=p w AW + (1 —p) [[FHW — 4% (2-17)
shortening quality

Where A is the shortening cost function of the MSSNR method, F denotes a
N, X N, normalized Fourier matrix, and ¥;4 is the ideal TIR in frequency domain. If
the TEQ has to shorten the CIR in time domain and flat in the frequency domain, the

authors claimed that the ideal TIR in time domain should be a delta response which

has the form:
T
[0,0,..,0,vig, 0,0,..,0 17, (2-18)
d zeros (N, —d-v—-1) zeros

where viqis described as

vig = [0,0, .5, 0,1, 0:0,42507". (2-19)

v/2 zeros v/2 zeros

The magnitude of each subcarrier= 1

S e 1T

dn N
delay
Fig. 2-4 The deltaresponse in the time and frequency domain.
Therefore, equation (2-17) not only shortens the channel response but also tries

the TIR in frequency to be flat. Notice that thep is a weighting coefficient to adjust

the amount of quality with 0 < p < 1. And the optima w in (2-17) is given by
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w = (1-p)(pA + (1 — p)HHH) " THHFH¥,4. (2-20)

Power Spectral Density (d8)
'

] LiR] 0.2 03 04 06 07 08 0.9 1

Notmalu{r% sFrgquency

(&) Avoid deep frequency notch

10 T T T T

(p=0.9)

Symbal error rate (SEB)
=
T

3
Mo shortening Sy S~ 3
———— MSSHR N %\\
Ay
smemfm =+ Prop MSSNR AR
w0k -
—— JIMSE A \{* N 3
<=8~ — Prop MMSE }4:"\\:
\ y
—— M-8l [ I T
3
ol v = Prop Min-Isi N
~-cy
Y
A
|
10 1 ! 1 1
5 10 15 20 % 0

SNR(dB)
(b) Better BER performance
Fig. 2-5 The simulation result of [13], (a) bvoid deep frequency notch, (b) better BER

performance.
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Although the reference [13] can avoid frequency notch of effective CIR in
frequency domain and obtain the better system performance than conventional TEQ
design in wireless environment, but this algorithm has to find the p value by

exhaustive search and does not extend to the MIMO-OFDM environment.
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Chapter 3 TEQ Algorithm with
Effective Frequency Notch
Mitigation for OFDM System

We have reviewed some typical conventional TEQ algorithm. However, these
approaches may have some frequency notches in the overall frequency response of
the effective CIR. But they have good performance in traditional DMT system or
ADSL system with bit-allocation technique. So the frequency notches problem can be
ignored. In the MIMO-OFDM system, there is not bit-allocation flow, so the
frequency notches may cause system performance problem. This condition results in
significant performance degradation. In [13], a new non-blind algorithm with
controlled effective CIR quality is proposed to mitigate frequency notch effect and
enhance system performance in OFDM systems. This agorithm introduces a
weighting parameter p to adjust the amount of the quality control for the effective CIR.
However, the optimal value of p depends on the channel parameters and noise power.
Finding the optimal value is difficult since it is a computationally expensive non-linear
optimization. The authors claim that p = 0.9 corresponds to the near optimum value
from system simulations.

In this chapter, we propose a new method for channel shortening. The proposed
method not only shortens the CIR in time domain but aso obtains an acceptable
frequency response of the effective CIR. The simulation results show that the
proposed method achieves the best bit-error-rate (BER) performance compared with

other channel shortening algorithms.We also propose a joint least squares method to
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jointly shorten multiple channel responses simultaneously for extending the new

channel shortening algorithm to the MIMO environment.
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3.1 Design Concept for SISO OFDM System

If we want to completely avoid the frequency notch problem, a TEQ is
designed so that the effective CIR is close to a delta response, in Fig. 3-1. Such the
TEQ coefficients can be derived by minimizing the value of |[HW — TIR;geqll%

where TIRgey istheideal TIR in time domain:
TIR4ea = [ 0,0,...,0,1,0,...,0,  0,0,..0 7.

d zeros v+1 (Np—d—-v-2) zeros

(3-1)

One way of solving the minimization of ||HW — TIR;4.4|? is to applying the
least-squares method [14], and the TEQ coefficients can be expressed as

=
Wys=(H"H)  HTIR 4oy : (3-2)

Notice that it is impossible to design a finite-tap TEQ to perfectly shorten the
CIR into a delta response. Therefore, the least-squares solution will lead to a worse
SSNR value of the effective CIR. Although frequency response of the effective CIR
isflatter, the system performanceis still degraded since the SSNR value istoo low.

To jointly consider the time domain channel shortening and frequency domain
flatness control, we relax the assumption of the ideal TIR and define a new TIR as

follows
TIR, =[0,0,..,0, 1,A..,A 0,0,..0 ]T,

d zeros v+1 (Np—d-v-2) zeros

(3-3)

Fig. 3-1 The ideal effective CIR for frequency domain flatnessis delta response.
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where A means the unconcerned value. Because the ISl effect is the most important
interference that has to be cancelled, the values of new TIR are set to zeros. The first
value in window is placed one that is alike delta function for frequency domain
quality control. The other values in window are unconcerned for linear equations
reduction that can achieve the new TIR easily with finite TEQ tapes. Then the

proposed cost function is given by
Wope = argmin||Hw — TIR, ||%. (3-4)
w

Since some entries in TIR,. are uninterested, we can rewritten (3-4) as bellow

and show in Fig. 3-2:

Wopt = argvcnln ”H rdaxed V' = Tl Rrelaxed ”2

(3-5)

where Hgaxed IS the remaining matrix after removing from (d + 2)throw to (d + v +

DthrowinH,i.e,

h(0) g% & 0 1

oo h(.d) h(d;il) . h(d—}vw—l)

N hd+v+D) hd+v) - Wd+v—N,+2) (3-6)
o 0wy |

and T1Raaxed 1S the remaining vector after removing the unconcerned valuesin vy, i.e.,
TIRrelaxed = [ OIOI "'IO ] 1: O;O; e O ]T.

d zeros (Np—d—-v-2) zeros (3_7)
The optimal w in (3-5) can be expressed as
-1
Wopt = (H :LelzlaxedH relaxed ) H ZlaxedTl R relaxed . (3'8)

Notice that we do not need to search the p value by exhaustive search.
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ol T a TIRg Hy w
delay{ 0 |

: 0
{1] delay
0 0

window S = 1
0 IZ'; 0

Fig. 3-2 The origina LS method with (Ny,+Ny-1) linear equationsv.s. relaxed LS

method with (Ny+N,-16) linear equations.

A. Effective CIR quality comparison
We compare five algorithms with system BER performance: MSSNR [10],

MMSE [11], Min-1SI [12], MSSNR with controlled TIR quality (MSSNR-TIR) [13],
and the proposed method. We set the p value in MSSNR-TIR as 0.9. All agorithms
use the same delay value. The delay value is given by full search.

Fig. 3-3 compares different TEQ methods in time domain channel shortening.
Fig. 3-3(a) is the origina CIR. Fig. 3-3(b)—(f) are the effective CIR by applying
different TEQ methods. Undoubtedly, the MSSNR algorithm has the highest SSNR
value among al methods. In addition, the proposed method provides a sufficient
SSNR value in time domain channel shortening.

Fig. 3-4 compares different TEQ methods for the frequency response of the
effective CIR. In Fig. 3-4(a), it is obvious that MSSNR, MMSE, and Min-ISI have
several deep frequency notches compared with the original channel; while in Fig. 3-

4(b), MSSNR-TIR and the proposed method have similar frequency responses

28



compared with the original channel. Therefore, the proposed method can efficiently
mitigate the frequency notch effect.

Time Domain Shortening

) —e—Qriginal Channel
= SSNR = 6.673 dB 9 J
E- 0.2 o
0 5 10 15
Taps
()
T T T T
2 oer ——MSSNR-TIR
E SSNR = 12.669 dB |
=
£ o2 —
< R, o 06600 P, o
0El 10 20 30 40 ;Zl 60 70 80 90
Taps
(b)
05 T T T
8 ost ——Proposed Method}
EpE SSNR = 19.4139 dB o
‘Té_ 0.2 -
< 01 —
0D 1‘0 20 30 40 50 o 60 7‘0 E:) 90
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Fig. 3-3 Time domain channel shortening with SSNR ratio (8)Original Channel,
(b)MSSNR-TIR method, (c)proposed method, (d)M SSNR method, (€)MM SE method,

(AMin-IS|
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Frequency Domain Spectrum
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R
5 10 5=
£ F\
< r
107 L - - - / 1
F-----a¥W----c-=:= Original channel |~
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Frequency Domain Spectrum
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Frequency

Fig. 3-4 Frequency domain spectrum with (@) Original Channel, MSSNR, MM SE,

Min-1SI method; (b) Original Channel, MSSNR-TIR and proposed method.

B. Window value position

Now, we compare proposed method with different TIR, which has different
position of delta pulse in window. The positions of delta pulse which we set are one,

night and seventeen in seventeen-length window. Fig. 3-5 shows the effective CIR if
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different TIR in time domain. It is obvious that the “one” which is set in first and
ninth has the higher SSNR value, and the delta pulse which is set in seventeenth
position has the lower SSNR. The energy outside the window may cause the ISl
effect. In Fig. 3-6, the frequency domain response of effective CIR shows that the
proposed method with delta pulse in 9" tap obtains the deeper frequency notch than

other delta pulse position setting.

0.6 T T
‘ —©— Original Channel
3 04 SSNR=6.3dB
é_
g 0.2
0 SSTIL RO S A SEEEEEEEREEEEaE
0 10 20 30 40 50 60
Taps
@

—©6— 1th-tap in window

Amplitude

0 10 20 30 40 50 60 70 80 90 100
Taps
(b)

—©— 9th-tap in window
SSNR=16.9dB

Amplitude

Taps
(©)

SSNR=15.6dB ‘ —O— 17th-tap in window

Amplitude

0 10 20 30 40 50 60 70 80 90 100
Taps
()

Fig. 3-5 Time domain channel shortening with SSNR ratio (a) Original Channel,

proposed method with (b) 1%-tap, (c) 9"-tap and 17" in window.
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—————— B e e EE 17th-tap -
| | |
10'3 I I I I I I
0 10 20 30 40 50 60

Frequency
Fig. 3-6 Frequency domain spectrum with original channel, proposed method, 1%-tap,
9"-tap and 17" in window.

Because the channel model is the exponential decay complex channel and the
fist tap of channel usually has the most amplitude, if the TIR is set delta pulse in first
position, the trend of effective CIR will be approach to the trend of original channel.
On the other hand, the other settings are more different from the channel, and it will
cause worse ISl effect or frequency notch problem. By the reason and simulation

result, we choice the TIR which delta pulse is set with first tap in window.

C. Unconcerned number

We discuss how many taps of window can be unconcerned in our proposed
method TIR setting. There are different settings: first, the window taps of TIR only
consider the first tap that we have introduced in our proposed method. Second, we
consider the first tap and other eight taps which is set “zero” for trend of delta pulse.
The last setting is consider all taps that the TIR is the ideal delta function which is

introduced in (3-1).
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From the simulation results in Fig. 3-7, the more taps we concern and keep in
the TIR, the effective CIR is more like a delta function. However, the finite-tap TEQ
cannot deal with this constraint which has many linear equations perfectly. The

effective CIR obtains alower SSNR when we concern more window value of TIR.

T T
‘ —©— Original channel ‘
SSNR=6.3dB

S 04
2
T;:_
= 0.2
0 S GGTS SZAssme=scos=ssroooooosoo:
0 10 20 30 40 50 60
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Amplitude

0 10 20 30 40 50 60 70 80 90 100

Taps
(©)
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< 04
2
g
z 0.2
0 RN S e O R R A SRR TSR E RS SRR SRR D)
0 10 20 30 40 50 60 70 80 90 100
Taps
(d)

Fig. 3-7 Time domain channel shortening with SSNR ratio (a)Original Channel,
proposed method with concerned (b)1%-tap, (c)9 taps and (d) all taps in window of

TIR.
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Fig. 3-8 Frequency domain spectrum with original channel, proposed method with

concerned (b)1%-tap, (c) 9 taps and (d) all tapsin window of TIR.

In Fig. 3-8, the simulation results show that if the effective CIR is more alike
delta function, the frequency domain quality will be more flat. However, the
frequency quality of proposed method is more acceptable than conventiona TEQ
methods; we need to choice a constraint that can also acquire a high SSNR to avoid
ISl effect. Hence we choice the relaxed TIR constraint for our proposed method,

which only consider the first tap in window to obtain a high SSNR and acceptable

frequency response quality.



3.2 Extension for MIMO OFDM System

Consider a MIMO model with 3 transmit and 3 receive antennas as shown in
Fig. 3-9, each receive antenna should have its own TEQ. In Fig. 3-10, each TEQ has

to jointly shorten the channel responses from all transmit antennas.

j%
%

TEQ3

Fig. 3-9 TEQ in MIMO System.

Fig. 3-10 A TEQ needs to jointly shortening multiple CIR.

If there are N channels, we may have N cost functions:
J, = argmin||H;w — TIR,||?
w

= argmin||H,w — TIR,.||?
J2 gw ||H, 2rll . (3-9)

Jn = argmin||[Hyw — TIRy.[|?
w

A TEQ needs to jointly shorten N channels. Therefore we can minimize the N
cost functions. Now we have to find the appropriate TIR g, for each channel.
Someone may use (3-9) to find TIR.g, Separately. It will cause performance
degradation because all channel responses should be jointly considered in a joint

channel shortening TEQ design. Given a TEQ length N,, and N channel matrices



Hirdaxed, Hardaxeds ..., @d Hnreaeds We define two matrices Hjging relaxed and

Vjoint,relaxed :

Hl,relaxed
Hz,relaxed

Hjoint,relaxed - ’

HN,relaxed NXNy
(3-10)
TIRl,relaxed

TIRZ relaxed
TIRjoint,relaxed = ",

TIRN,relaxed Nx1

We use least square methods to find all vyg, Which are nearest to ideal delta
response:
-1
Wopt = (H félaxedH relaxed) H ZlaxedTI Rrelaxed (3-11)

and the effective CIR for each channel can be expressed by:

' (3-12)
hgn = HyVioint
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3.3 Simulation Results

In this section, we discuss some characteristic and compare the system
performance of the proposed and conventional methods. Let the channels be rayleigh

fading with exponential decay defined in [15]:

1 :
h(k) = = (x +jy) - Bre

k Ts

B = ﬁoe_E.TRMSa Bo = 1.

(3-13)

Where h(k) denotes the kth channel tap, x and y are Gaussian distributions, and the
sampling period T; = 50ns. The Fig. 3-11 is shown the real and image part of CIR.
The root-mean-square delay spread Tx),s We used in the simulation is 250ns. Trys =
250ns indicates that the length of the channel is about 50 taps.

Fig.3-12 shows the block diagram of the OFDM system. The simulation
environment settings are listed below: 1) AWGN. 2) The channel length: 50 taps. 3)
Assume that channel responses are known in the receiver. 4) FFT (IFFT) size: 64. 5)
CP length: 16. 6) Signal constellation: 16QAM and 64QAM. 7) TEQ length: 40 taps. 8)
The subchannels in use are from -28 to -1 and from 1 to 28. We compare five
algorithms with system BER performance: MSSNR [10], MM SE [11], Min-ISl [12],
MSSNR with controlled TIR quality (MSSNR-TIR) [13], and the proposed method.
We set the p value in MSSNR-TIR as 0.9. All algorithms use the same delay value.

The delay valueis given by full search.
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Fig. 3-11 The channel impulse response: (a) real part, (b) image part.

¢ v

v

v

NV

Transmiter Receiver

Fig. 3-12 The block diagram of MIMO-OFDM system.

Fig. 3-13 and Fig. 3-14 display the BER performances in the 1X1 SISO-OFDM
system and 4X4 MIMO-OFDM system with 16QAM and 64QAM constellation for
different TEQ methods. The MSSNR, MMSE and Min-1Sl have worst performance
since they only consider the time domain channel shortening. The deep frequency
notches cause significant performance degradation. Among all channel shortening

algorithms, the proposed method has the best system performance.
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The TEQ taps number is decided by the simulation results in Fig. 3-15. The

purpose of simulation finds how many TEQ tapes can approach the 10° BER

performance in BPSK, SISO environment with channel length is 60 taps. Therefore,
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Fig. 3-15 BER performance with different TEQ-tap numbers.
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Chapter 4 Reduction of
Computation Complexity

The implementation of conventional TEQ is an expensive cost, because the
solution of TEQ weighting includes matrix multiplication, matrix inversion or
eigenvalue decomposition which is high computation complexity. In this chapter, we
find some methods to reduce the computation complexity for implementation of TEQ
in next chapter.

Here we review the solution of proposed TEQ agorithm. There are two
important operations in the algorithm. One is the delay parameter search, and the
other is the solution of TEQ weighting. In the conventional TEQ design flow, the

TEQ weighting can be obtain by the function below with a given delay:

Wopt = (H el )_l H faared T R retace ’ (4-1)
And we have to do the same single operation repeatedly because the delay parameter
is search by full case. After all, the optimal weighting with optimal delay can be
provided by minimum cost function. We can conclude the computation complexity of
the single operation: assume the length of TEQ taps N,,,, CP and CIR are 40, 16 and
60. The delay search range is setting from O to 19. First, the steps of higher operation
are doing the N, x (N, + N,, — v — 1) matrix multiplication H%,, ... ;Hye1axeq- ThEN
we have to calculate the N,, x N,, matrix inversion. After the single operation, we

change the delay parameter d, and repeat the step of the single operation again. If

delay parameter d = 0:
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Table. 4-1 The computation complexity of new TEQ algorithm.

1 2
Single Operation SWNp+ Ny —v =1 XN,
C tation Complexit 1 102440

omputation Complexi

P Py 5 (N + 3N, 2+ 21,) + N,

. T 1
Matrix Multiplication E(Nh +N, —v—1) xN,* 66400
. . 1
Matrix Inversion E(N‘”3 + 3N, % + 2N,,) 34440

Form Table. 4-1, the matrix multiplication and matrix inversion are the most
part of computation complexity in single operation. Beside the single operation, the
delay search is aso a redundant computation complexity, if we can find the optimal

delay parameter.
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4.1 Delay Estimation

The delay search is a high computation complexity of TEQ method. If we can
find a delay parameter, the algorithm is only calculated by the single operation one

time and obtains the TEQ solution.

A. Full Search
Finding delay by full search is to assume a delay parameter, first. Second, the

TEQ weighting will be solved by algorithm with the delay 4. Then take TEQ
weighting into the cost function to calculate the cost value. We replace al TEQ
weighting with different delay parameters of full case and find the optima TEQ
weighting with optimal delay parameter which causes the minimum cost function
value. The delay full search method function is shown below:

Wg, = argvrvnin]d W)la=qy,

(4-2)
doptimal = argdmin ]dk (wdk)'
k

If we find the delay by full search, the computation complexity not only has to
calculate the cost function value in one delay, but also re-calculate times of delay

number.

B. Fast Delay Estimation Method
We do not need to calculate the cost function value, and only do al method

operations one time. In reference [16], the author proposed the energy search method
that the delay position which caused maximum energy of window is similar to the

delay parameter which be found by full search, as shown in Fig. 4-1.



d+window

denergy = argglax Z h; |2 (4-3)

i=d+1

By this knowledge, we can extend this delay search method to the magnitude

search and absolute search, which is shown below:

d+window

dpmag = argmax E [h(i)],
d .
i=d+1

(4-4)

d+window
d.ps = argmax z |h(i,real)| + |h(i,imag)|.
d

i=d+1

window

Wil )

?2+1 ?+window

» h

Fig. 4-1 The energy search of delay estimate method.

C. Simulation Environment
Here we experiment the different delay estimate method with OFDM

environment. The system architecture is shown in Fig. 4-2 and simulation
environment is setting bellow: 1) channel length: 80-tap with exponential decay, 2)
TEQ length: 40-tap, 3) CP length: 16, 4) Window size: 17, 5) TEQ method: Proposed
TEQ algorithm. The delay estimate methods which we compare with are full search,
energy search, magnitude search and absolute search.

The simulation result in Fig. 4-3 showed that the delay search method is closed

to the optimal full search. And the absolute search method is also similar to the
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energy and magnitude search method. By considered the system performance and
hardware complexity, we will choice the absolute search method that has good

system performance and do not use the multiplier when implementation.

—>|||:|=T|—>|CP}—T T—{TEQ|—>D§4<|—>| FFT |+ FEQ |~

Fig. 4-2 The architecture of OFDM system.

——No TEQ

—+—MSSNR

™~ —e—Full Search
N —%—Energy

—H5—Mag

Abs

. . . . \ . | . |
Wil T Sl MBS AR ¥ DLelaest] »
SNR(dB)

Fig. 4-3 The simulation result of delay estimate methods.
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4.2 Matrix Multiplication

The N x N Matrix multiplication is a big computation complexity that has
order three of N. However, the matrix is form by convolution channel matrix and the
result matrix is a symmetric matrix that multiple by hermitian of itself. Therefore, we
can use some matrix properties to reduce the computation complexity of computation

complexity.

A. Toeplitz matrix property

The HE . coaHrelaxeqa Matrix is not only the symmetric property, but also is the
toeplitz property. Hence, the computations can be reduced by one-half and only the
first row value need to be calculated, asin Fig, 4-4.

Because there is the Toeplize property out of the delay window, the

computation complexity can be reduce from % (N, + N, — 1 —v) X N,,,2 to%(Nh +

Ny —v=1) X (N, —v = 1) + =Ny + N,y — 1 = v) X (v + 1)2, shownin Fig. 4-5.

ORI T L B MW 01
aa=| o ¥ Fo o [V ’;‘(fl’)’ hfo] [ro o 0
o o x@ xo) 00 e o

Fig. 4-4 The Toeplitz matrix property.

Fig. 4-5 The Toeplitz matrix property in the matrix value of window outside.
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B. Convolution matrix property

Because the matrix is form by channel convolution, the maximum
multiplication number which parallel operation is the length of channel, not the length
of effective CIR, shown in Fig. 4-6. We can reduce the calculation complexity by

convolution matrix property.

R0 0 0,
(1) AO) O
0 K1) A®O)

0 0 A

Fig. 4-6 The convolution matrix property.

0 KO FQ 0
0 0 A QO

C. Combinational Relation
Because of the proposed relaxed least square placement, the toeplitz property is

broken in the window position. To avoid calculating the “window” matrix
multiplication one by one, we can use the information of the convolution value.
Because the value in window is the part of the convolution value, they can be
obtained by saving the part of convolution value when we calculate the channel
convolution with Toeplitz property in Fig. 4-7. Hence, the computation complexity

and Torplitz matrix are the same, and only the muxs and registers are required. The

computation complexity is reduced from %(Nh +N,—-v—1) XN, —-v—-1)+

~(Np+ Ny =1 =) X @+ 1210 (N + Ny —v — 1) X Ny,.



delay

window

{
{

R(0) A() K(2)
HfB=|| 0 #(0) i)
0 [ (1))

H o - H
delay { delay {
[ — \\-indow{ - % window{
I h(D) n_ 0 ) B
h(l) B0) 0
F@) F@ 0 0 |/ i) ho)| [n® ) A2
K@ FQ F¥@ 0 [x3) M) MD|=[F) A0 |-
KO K@ KO FO)|xe 0 0| FO Fo o
¢ M4 M)
[0 o o)

. 1(2) MWDy
") a(l)
S0 5@ a0

Fig. 4-7 The relationship between the position of window and matrix values.
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4.3 lteration Algorithm for Matrix Inversion

The matrix inverse is a high computation complexity of hardware design. It is
also a three order with size of matrix and it is decided by different inverse method.
However, if we can endure the accuracy error, the matrix inverse by directly solved
can be replaced by iterative algorithm. And the computation complexity can be
change from the third order with size of matrix to the second order with size of matrix
and the iteration times. If we can reduce the iteration times, the computation

complexity can be reduced, too.

A. Gauss-Seidel method
The Gauss-Seidel method uses for solving linear equation [14]. Calculating the

linear equation replaces the matrix inversion. If the X is the unknown vector that we
want to solve, we can use the iterative solver to calcul ate the solution.
x=Altb=> Ax =:h,
The Gauss- Seidel method is shown below:

Given a sguare system of » linear equations with unknown x:

Ax = Db,

X1 _

. (45)
x=1.

Xn

where A and b are known matrix and vector:

a;1  ap dip
a21 a11 ' a2n

e (4-6)
dp1  aAp1 dpn
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b,
by

Then decomposed matrix A into L and U,

A=L-U, (4-7)

wherethe L and U are lower and upper triangle matrix:

a;; 0 0

dni dpi dpn
(4-8)

O a12 aln

U= O: (:) don

0 0 0

We can rewrite the equation into an iterative form:
Lx =b+ Ux

(4-9)

=> x*k+1) = -1(b + Ux¥),

and the Gauss-Seidel method can be modified by combining the inversion and
multiplication:

x*+D = L~1(b + UxX). (4-10)

The (4-10) can also be expressed as

1
(k+1) _ E (x) E : (k+1)
xi = A bl' — aijxi — al-jxj . (4_11)

Jj>i Jj<i

i=12,..,n
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Replacing the inverse equation of proposed method by linear equation from

— H —-1ggH
Wopt = (HrelaxedHrelaxed) Hrelaxedvrelaxed (4— 12)
to
H — gH
(HrelaxedHrelaxed)Wopt - Hrelaxedvrelaxed (4- 13)

Then we use the Gauss-Seidel method to solve the solution. The computation

complexity is changed from Inverse = O(N3,) to Gauss — Seidel = N2, X iteration.

B. Convergence speed up in MIMO case
The convergence speed of Gauss-Seidel method is affected by the largest

eigenvaue of the matrix (L~1U) [17]. The iteration form is defined as by (4-10):

x*+D = L71ux® + L1h. (4-14)
Then the error converges when the largest eigenvalue of matrix (L~1U) should be
smaller than one:

e(k+1) - (L_IU)e(k),

etk+D) = (1)), (4-14)

If the largest eigenvalue of matrix (L~1U) is smaller, the convergence speed of
iteration method is faster.

The largest eigenvalue of matrix (L™1U) is smaller than one from 1-by-1 to 4-
by-4 OFDM system by simulation results in Fig. 4-8. The largest eigenvalue also
decreases when the antenna number increases. Hence, the convergence of Gauss-
Seidel method speeds up when the agorithm is applied from SISO to MIMO
environment.

We aso prove that the Gauss-Seidel method can converge to the solution of

direct inverse by (4-7) and (4-15):
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x(®) = L 1Ux™ + L1b,
(L —U)x™) = b, (4-15)
x(®) = (L - U)'b.
By the simulation result in Fig. 4-9, the performance of iteration method can

approach to direct inverse method, and the iteration time decreases from antenna 1X1
to 4X4.
0.99 Max Eigernalue of imfMI'™N

1.0-101'

10
10

ﬂl‘“

Log10 Value

10
1*®

10

0.84

Fig. 4-8 The largest eigenvalue of matrix (L~1U) versus antenna number.
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Fig. 4-9 The performance of iteration method and the iteration time with different
antenna number, (@) 1x1, (b) 2x2, (c) 3x3, (d) 4x4.



C. Four antenna with one TEQ

By the simulation of iteration time, it is obvious that the total iteration time of
al TEQ in thereceiver is amost the same, in Table 4-2. That is mean we can use one

TEQ which is shared for every receive antenna, in Fig. 4-10.

Table. 4-2 The total iteration time of al TEQ with different receiver number.

I 2 1 I

Iteration / per TEQ 20
TEQ number 1 2 3 4

Total iteration 20 20 18 16

j N * T (IXI) > T 3X3

Pz (= 2 RS

] T
Fig. 4-10 One TEQ is shared for other receivers.

D. Multiplier number in TEQ design
From the reference [20], we decide that the proposed TEQ algorithm operation

has to be finished in the 0.1% of the channel coherence time which is 0.08 sec. The
other time can be used for data transmission. The hardware clock rate is decided the
40MHz which is the sampling rate of wireless communication system. Hence, we do
the all proposed TEQ agorithm operations in 3200 cycles.

Here are the computation complexities of proposed TEQ design, which are
matrix multiplication and Gauss-Seidel iteration method in (4-16) and the total

computation complexity of all TEQ operation with different antenna number in Table.
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4-3. The most computation complexity is the 64000 which is in the 4-by-4
environment. If the complexity number is divided by 3200 cycles, we will find that
we only have twenty complex multipliers for TEQ design in one clock cycle.
Therefore, the proposed TEQ engine can provide one TEQ engine for four receivers

and the TEQ hardware only has 20 complex multipliers.

Matrix multiplication = N, X N, X channel — number X antenna — number,

N2 X iteration 4-16
Gauss — Seidel method = ——————— X antenna — number. ( )
per antenna

Table. 4-3 The computation complexity of all TEQ with different receiver number.

- Multiplication | Gauss-Seidel

2400 32000 34400
2x2 9600 32000 41600
3x3 21600 28800 50400
4x4 38400 25600 64000
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Chapter 5 Implementation of TEQ

After the reduction of computation complexity in chapter four, we implement

the proposed TEQ method hardware in this chapter.

5.1 Hardware Architecture and System Spec

The proposed method imports the delay search method to reduce the
computation complexity of delay full search. Then using the decided delay parameter
creates a relaxed convolution channel matrix and does the matrix multiplication. By
the Gauss-Seidel method which replaces the matrix inversion, we calculate the
optimal TEQ coefficients w with the linear equation solver. The proposed method

hardware architectureisin Fig. 5-1.

. Delay i EDZI ([I_{_’E_I:I;E')E;"_R-i :Elf;"_‘_ﬁﬁ;i

L Y| | P— I e -

Yelay Matrix Linear Equation o
Channel ‘4 Delay M Multiplier Ha Solver L, TEQ Tap

Il

Response Search HYH (H"H)w = Hiy || Coefficients
h w

Fig. 5-1 The system block diagram.

A. MIMO hardwaretechnique
To calculate the TEQ weighting of MIMO antenna case, first, we input the

channel information of each antenna. Second, the delay parameter can be obtained by
delay estimation module. Then the matrix multiplier acquires the matrix data of
MIMO channel. After computing the matrix values, the lterative linear equation
solver will solve the TEQ weighting by Gauss-Seidel method. Because the function

(5-1):
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H
[ng H2 His Hf&] HR2 = HiHp +HRH o + HigHpa + HigH s ,(5-1)
R3
H s

and HY,, ... H c10xeq N3S the same matrix size, N,, X N,,,, from SISO to MIMO, the
hardware only needs the memory the save the multiple CIR information for delay
estimation and the control unit to control the matrix multiplication state to accumulate
the matrix value of multiple antenna. The Gauss-Seidel method hardware is the same
from SISO to MIMO. There do not need to copy hardware four times for MIMO
environment.

The design flow of calculating the TEQ weighting is shown in Fig. 5-2:

Channel
Information [«
Input

Check Antenna
Number

Delay Estimation

A 4

Matrix Multiplier i«

Check Antenna
Number

Iterative Linear
Equation Solver

A 4

Done

Fig. 5-2 The design flow of MIMO-OFDM TEQ.
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B. System Spec
By the project execution, the proposed method system spec is set that the

timing constrain is 40MHz and we have to finish the TEQ weighting calculation in
the 0.1% of the channel coherence time which is 0.08 sec by [20]. That is mean we

have 3200 cycles to calculate our new TEQ method.
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5.2 Wordlength Analysis

A. Input channél infor mation

To decide the wordlength of the input channel information, we provide the
different quantization of channel information and take into system performance to
compare with floating point of channel information, in Fig. 5-3. From the simulation,
because the channel information has been normalized, therefore the wordlength

decides 8 bits, and the fraction part from the ssmulation result is chose 7 bits.

Channel Quantization

102 T T e e e g g g g |
S I B,

—&— Fraction 9

—8— Fraction8 [ —

Fraction 7

—&— Fraction 6 |

20 21 22 23 24 25 26 27 28 29 30
SNR
@
Channel Quantization
[ i i i i —B8— Frac‘tion 6
| | | | | —F— Fraction 7
T — - r——--- - - Fraction 8 |- —
| | —B— Floating
% 2 2 % 2 ®
(b)
Fig. 5-3 Theinput channel quantization simulation with (2)16QAM 1x1, (b)16QAM
4x4
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B. System hardwar e wordlength

Before the linear equation solver, we have to prepare a high accuracy
‘HE o ceaHyrelaxea’ Matrix for iterative method. And the linear equation solver can
choose shorter wordlength because the iterative method can converge even in a
accuracy error environment. Therefore, we decide a 12-bit of multiplier for the matrix
multiplication and Gauss-Seidel method. The matrix multiplication is provided 11-bit
long fraction part and the Gauss-Seidel method is 9-bit. And the ssmulation result also

proves our thinking in Fig. 5-4.

Matrix Multiplier Quantization

———————————————————————— —H— Fraction 12 |
,,,,,,,,,,,,,,,,,,,,,, Fraction 11 |
7777777777777777777777 —&— Fraction 10 |
77777777777777777777 —B— Fraction9 |

}

|

,,,,,,,,,,,,,,,,, —8— Floation
14
i}
@
107 - - - - L NN B __
i P ---3
| |
i =
15 20 25 30
SNR
Linear Equation Slover Quantization
,,,,,,,,,,,,,,,,
|| —E&— Fraction 9
| Fraction 8
777777777777 —&— Fraction 7
—H&— Fraction 6
102 N Lo - L
,,,,,,,,,,,,,,,,,,,,,,,,,, -
e -
i}
o

| 7 [
N e [E_— — -
| | | )
B e L e = = S - - -
| | | |
o I _
| | | i | | | | 1 i 3
| | | | | | | | | |
| | | | | | | | | | |
S R ™
20 21 22 23 24 25 26 27 28 29 30
SNR

Fig. 5-4 The system hardware wordlength analysis of (a) matrix multiplier, (b) Linear

equation solvers.
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5.3 Architecture Design

A. Complex Multiplier Vector Unit

In chapter four, we have decided to use twenty complex multipliers to be a
Complex multiplier vector unit for TEQ agorithm solution. By the wordlenth
analysis in last chapter, the 12-bit multipliers are design for the complex multiplier
vector unit, as shown in Fig. 5-5. And this complex multiplier vector unit is provided

to compute in matrix multiplication and linear equation solver.

Multiplication
[nput
C‘oefﬁcet ses
[nput
Iﬂ}l E . I I I ||'|
{39y 21 120)
folding | Multiplication

Output

T@H > Dt

Fig. 5-5 The complex multiplier vector unit architecture.

B. Delay Estimate

In chapter four, we choice the absolute delay method to replace the delay full
search. The absolute delay method accumulates the channel absolute values of rea
and image part in the window. Then the system obtains the delay parameter by the
window position of biggest absolute value sum. The delay search architecture is

shown in Fig. 5-6:
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i Delay Matrix Linear Equation
Channel _Jf ¢ d_‘\ Multiplier f=  Solver  |» TF‘Q_ Tap
Response Search HHH (HHH)w = Hiy | Coefficients

W
h I

)

o Reg o e > - [T ]

L\ A\
| ABS ABS |
o M
N

Max
4 Delay

+ Cmp b
g Reg P Index

= Out

Y

Fig. 5-6 The architecture of delay estimation.

C. Matrix Multiplier

Because of the hardware cost of complex multipliers, we use folding technique
with three times to reduce the hardware area cost. Proposed hardware designs use
twenty complex multipliers to be a computation unit. Proposed design always has
only twenty complex multiplications in one clock cycle.

After the delay search, the system uses the delay parameter to decide a relaxed
convolution channel matrix and do the matrix multiplication. The coefficient input are
the channel coefficients and the multiplication input are the shift channel coefficient
which are for convolution calculation. Because of the combination property in chapter
four, the matrix multiplication provides the muxs and registers to calcul ate the matrix

value in the window. The matrix multiplier architecture is shown in Fig. 5-7:



) Matrix Linear Equation
Channel Delay TEQ Tap

> Multiplier H» Solver - .
Response ‘ Search HHH (H'H)w = HHy Coefficients
h w

h(59) h(39) h(9) h(41) h(21) h(1) h40) h(0) h(0)
vy 4 v v 4 vy v ¥
MUX - \ MUX / \ MUX
v
R@ mEn R® R%
Channd
Coefficient ¢ 4 v vy
Complex Multiplier Vector Unit
Folding 3 —
y A 4
Reg | .| Reg Reg

i | |
Delay&counterTmL'J_V/ rRMUX/ ’—W
v v
Matrix Vaue

Fig. 5-7 The architecture of matrix multiplier.

D. Linear Equation Solver

We implement the Gauss-Seidel method to calculate the matrix inverse. We
have got the “A” and “b” matrix by the matrix multiplier. The multiplier input are the
row of “A” matrix values and the coefficient input are the TEQ weighting which will
be update by iterations. Because of the forty taps of TEQ length, the folding number
IS two times by twenty complex multipliers. The linear equation solver architecture is

shown in Fig. 5-8:
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Del Matrix Linear Equation
Channel A L Multiplier pf  Solver  Hp TEQTap

Response Search HYH (HHH)w = HHy || Coefficients
h T w
f39)  r(9) r(21) r() r(20) r(0)
Yy v vy ¥
MUX MUX MUX
j@ 2 L -
vy v v v v Y

Complex Multiplier Vector Unit
Folding 2 >

TEQ weighting ) +

Div diag(r)

Fig. 5-8 The architecture of Linear equation solver.
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5.4 VLS Implementation

A.Design Strategy
The design flow of the proposed TEQ engine is based on cell-based design

flow, as shownin Fig. 5-9:

]

DFT & ATPG

A

MatLab model

A

Software

Simulation

Scanned
Gate-level
Simulation

RTL coding <
RTL Place and Route  [€
Simulation v
. | DRC&Lvs |
Synthesis
v
Post-layout

Gate-level
Simulation

Gate-level
Simulation

Fig. 5-9 The cell-based design flow.
According to the architecture shown in Fig. 5-5 to Fig. 5-8, the IP model of our
TEQ engine is shown in Fig. 5-10. The input pins are clk, reset, channel real,
channel _imag, input_valid and antenna. The output pins are teq real and teq imag.
The definition of each pin is demonstrated in Table 5-1. The timing chart is shown in

Fig. 5-11.
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ck —

reset ——

input_ valid ——
antenna[1:0] —<—
channel_real[8:0] —<
channel_imag[8:0] ~—

engine

Fig. 5-10 The IP model of our TEQ engine.

Table. 5-1 The pin definition.

Function Description

clk I

reset I

Input_valid I

Antenna[1:0] I

channel_real[8:0] I

channel_imag(8:0] I
teq_real[11:0] O
teq_imag[11:0] @)

System clock

Asynchronous rese

=~ teg imag[11:0]

t

Accept the input data

The number of anten

na

Real part of channel

Image part of channel

Real part of TEQ
Image part of TEQ

crame oz | /NN . DD
crane ol | (NN . DD |

antenna J

input_valid j?

teq_imag ><

teq_real ><

o [T~ T

Fig. 5-11 The timing chart of the proposed TEQ engine.
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5.5 IP Result

The IP implementation of proposed TEQ engine is obtained by using Verilog
HDL codes synthesized with the standard cell library of UMC 90 nm processin alP
size 0.39mm’a 40MHz operating frequency. Fig. 5-12 shows the IP layout of
proposed TEQ engine. IP feature are summarized in Table. 5-2. To meet the MIMO-
OFDM system, the proposed TEQ engine can support antenna one by one to four by

four.

Fig. 5-12 The IP layout of the proposed TEQ engine.

Table. 5-2 The | P feature.

The proposed TEQ engine

1x1, 1x2, 1x3, 1x4,
2Xx1, 2x2, 2X3, 2x4,
3x1, 3x2, 3x3, 3x4,
4x1, 4x2, 4x3, 4x4

Support Antenna Mode

Technology UMC 90nm
Area 1.97 mm?

Gate Count 478k

Frequency 40MHz
Power 9.78mMW@40MHz
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Chapter 6 Conclusionsand Future
Works

6.1 Conclusion

In this thesis, we propose a new channel shortening algorithm with effective
frequency notches mitigation for MIMO-OFDM system. The proposed method
jointly considers the time domain channel shortening and frequency domain flatness
control. We aso extend this algorithm to the MIMO-OFDM systems with the joint
channel shortening technique. System simulations show that the proposed algorithm
can effectively mitigate the frequency notch effect and outperforms the other TEQ
algorithm in SER and BER performance. The results aso show that the proposed

joint channel shortening algorithm has better performance in MIMO-OFDM systems.

In the architecture design of proposed TEQ algorithm, we use three techniques
to reduce the high computation complexity of TEQ method: First, using absolute
delay search method to estimate a suitable delay parameter without delay full search;
Second, using Toepliz and matrix property to reduce the high computation
complexity of matrix multiplication; Third, Using Gauss-Seidel method to replace the
matrix inverse and it can bring three benefit: 1) the iteration time can be reduce when
the receiver number increase, 2) four receivers can share one TEQ engine, 3) the TEQ
engine only include twenty complex multiplier. Finaly, the architecture uses the
folding technique by the complex multiplier vector unit and the architecture only need

to control the state for MIMO spec.

The proposed TEQ algorithm and techniques are implemented by UMC 90 nm
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technology cell-based design flow. The fixed-point simulation show that our TEQ
engine can work well at 40MHz timing spec with area 1.91 mm? and can also

provide the MIMO environment from one by one to four by four 16 different antenna

numbers.
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6.2 FutureWorks

For the mobile broadband wireless access (MBWA) communication standards
like 3GPP-LTE and IEEE 802.16e which support high mobility and high coverage,
MIMO technique are also applied. However, the channel impulse response changed
with time in MBWA is faster than 802.11n. And the assumption of proposed TEQ
method is that the channel information is known, so how to estimate a correct channel
in time varying environment and long impulse response which are out of CP. Our
future works are to develop the TEQ agorithm and architecture for MBWA
communication standards. Furthermore, we want to develop good channel estimation
or on-line adaptive TEQ algorithm to improve the TEQ algorithm which is proposed

in thisthesis for supporting a more flexible MIMO communication system.
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