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摘要 

隨著無線區域網路應用的普及，使用者對於頻寬的需求越來越高，現存無

線區域網路(WLAN)規格所能提供的傳輸速率漸漸不敷使用，而 IEEE 802.11n

的主要目的是制定一個新的 WLAN 標準以提供更高的傳輸速率，以便滿足現在

及未來的頻寬需求。而此標準和其它 WLAN 規格最大的不同即是採用正交分頻

多工(OFDM)技術以及多輸入多輸出(MIMO)技術的結合，使得傳輸速率能夠

大幅的提升。 

在 OFDM 系統裡，當通道長度大於循環字首(CP)，為了減少 ISI 的雜訊影

響，通常會在接受端加上時域通道等化器(TEQ)來縮短等效通道長度。但是傳

統的 TEQ 演算法可能會造成頻譜缺陷的現象，使得系統效能被降低。 

在這篇論文中，我們提出一個可以有效降低頻譜缺陷現象的 TEQ 演算法，

除此之外，我們還利用共同考量技術將此演算法延伸到 MIMO 的環境。而從模

擬結果來看，我們提出的演算法比起傳統的演算法，在 MIMO-OFDM 系統裡

可以得到更好的系統效能。 

另外，我們利用延遲因子估算、矩陣特性和 Gauss-Seidel 疊代演算法來降

低在 TEQ 演算法裡存在的高運算複雜度的問題。而此 TEQ 硬體架構可以提供

不管是 SISO 還是 MIMO 環境下去運作。除了硬體複雜度被降低外，所有接收

天線可以共用一個 TEQ 硬體，而此 TEQ 硬體在折疊技術的運用下，只包含了

二十個複數乘法器。最後這個硬體在 VLSI 的技術下實現，在 UMC90 40MHz

的時間操作下，面積為 1.91mm2，可以提供 1x1 到 4x4 等 16 種不同的 MIMO

天線數環境中去運作。 
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Abstract 
With the popular application of wireless local area network (WLAN), there is an 

increasing demand for bandwidth by the users. Some existing WLAN specifications 

cannot provide adequate transmission rate gradually. The main purpose of IEEE 

802.11n WLAN standard is to provide a higher transmission rate to meet present and 

future bandwidth requirements. The difference between IEEE 802.11n and previous 

standards is the use of multiple input multiple output (MIMO) technique combining 

with OFDM which causes substantially improvement of transmission rate. 

In orthogonal frequency division multiplexing (OFDM) systems, a time-domain 

equalizer (TEQ) is used to reduce the inter-symbol interference (ISI) by shortening 

the channel impulse response when the channel length is larger than cyclic prefix (CP) 

length. However, conventional channel shortening methods may have frequency 

notch problem which will cause performance degradation. 

In this thesis, we propose a channel shortening algorithm to effectively mitigate 

the frequency notch effect. Besides, we also extend the proposed algorithm to MIMO 

environment with joint channel shortening technique. The simulation results show 

that the proposed algorithm has the best system performance in the MIMO-OFDM 

system as compared with other channel shortening algorithms. 
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We use the delay estimate method, matrix property and Gauss-Seidel iterative 

method to reduce the high computation complexity TEQ design. The proposed TEQ 

algorithm architecture can provide SISO to MIMO environment and the one TEQ can 

be shared for other receivers with only twenty complex multipliers by folding 

technique. Finally, the TEQ engine is implemented in UMC90 40 MHz with 1.91 

mm2. And it can provide the MIMO environment from 1X1 to 4X4. 
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Chapter 1  
Introduction 
 

To cope with the time dispersive transmission characteristics of wireline and 

wireless communication system, the first multicarrier systems were brought out and 

applied in 1960s and was only implemented in analog form. In 1971, the multicarrier 

system was extended to widespread applications with all-digital implementation based 

on the Fast Fourier Transform (FFT) algorithm.  

The multicarrier system offers a more variable solution. The multicarrier system 

based on Discrete Multi-Tone (DMT) modulation, as defined in wireline 

communication, such as Asymmetric Digital Subscriber Line (ADSL) and Very-high-

speed Digital Subscriber Line (VDSL), etc. The multicarrier system based on 

Orthogonal Frequency Division Multiplexing (OFDM) is defined in wireless 

communication, eq., IEEE 802.11a, 802.11n, HIPERLAN2 standards, WiMAX, 

3GPPLTE and so on. And this thesis will focus on the multicarrier system with OFDM 

technique.  
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Fig.1-3 Time-Domain Equalizer in the receiver can shorten the CIR. 

 
Due to the rapid evolution of wireless communication and demand of higher 

data rate for multi-media information access in recent years, the Single Input Single 

Output (SISO) transmission in the limited bandwidth has become insufficient from 

day to day in wireless communication [4][5]. Therefore, research about Multiple 

Input Multiple Output (MIMO) system is an important topic in today’s wireless 

communication system [6][7][8].The advantage of MIMO system is that it exploits 

the space dimension to improve wireless systems capacity and reliability. However, 

the MIMO system also has the ISI problem which is by long CIR. Fig. 1-4 (a) shows 

the signal paths of MIMO channel. Each receives antenna need a TEQ to shorten 

multiple CIR, which is in Fig. 1-4 (b). 

TEQ1

TEQ2

TEQ3                         

(a)                                                                           (b) 

Fig.1-4 (a) TEQ in MIMO-OFDM system, (b) a TEQ needs to jointly shortening 

multiple CIR. 
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B. System Architecture of MIMO-OFDM 

 

Fig.1-5 The system architecture of channel shortening. 

The multicarrier system is shown in Fig. 1-5 [2]. The system input is first split 

into N group. Then the transmitter choices different modulation, e.g., QAM, 16QAM, 

64QAM, to map the input stream. After modulation, the input data pass the IDFT 

system which is produced by inverse FFT, to transform the data from frequency 

domain to time domain. Second, the N point complex outputs are changed from 

parallel to serial and CP are added to protect the input data stream. These signals pass 

through the physical channel that will be received in the receiver. Finally, the DFT 

and Frequency Domain Equalizer (FEQ) are applied to recover the signal. We 

consider the system bit error rate as the system performance. 

Consider a system with t transmitted antennas and r receive antennas in a 

frequency non-selective, slowly fading channel. The sampled baseband-equivalent 

channel model [9] is given by 

11 12 1

21 22 2

1 2

h h h
h h h

h h h

t

t

r r rt

x z

⎡ ⎤
⎢ ⎥
⎢ ⎥= +
⎢ ⎥
⎢ ⎥
⎣ ⎦

L

L

M M O M

L

y=Hx+z

,

 (1-1) 

where r t×∈H C  is the complex channel matrix with the (i, j)-th element being the 

random fading between the i-th receive and j-th transmit antennas. 1r×∈z C is the 

additive noise source and is modeled a zero-mean complex Gaussian random vector 
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with statistically independent elements. The i-th element of 1t×∈x C  is the symbol 

transmitted at the i-th transmit antenna, and that of 1r×∈y C  is the symbol received at 

the j-th receive antenna. 

In the design of this thesis, we assume the channel information to be known in 

advance. Therefore, we need not to consider the channel estimation error. When the 

signals pass through the physical channel, the signal will be affected by noise and ISI. 

And these are the reason that cause the system bit error. Because ISI is more serious 

than channel noise, if we focus on the design of a better TEQ to short the channel 

impulse response to reduce the ISI, in order to perform a lower bit error rate  

multicarrier system. 

 

C. Time Domain Equalizer Design Concept 
Fig.1-6 is the block diagram of channel shortening. The channel impulse 

response is denoted as ܐ ൌ ሾhሺ0ሻ, hሺ1ሻ, ڮ , hሺ ௛ܰ − 1ሻሿ் , while the TEQ is ܟ ൌሾwሺ0ሻ, wሺ1ሻ, … , wሺܰ௪ − 1ሻሿ்.The effective channel is given by ୣܐ୤୤ ൌ ܐ כ ܟ ൌሾhୣ୤୤ሺ0ሻ, hୣ୤୤ሺ1ሻ, … , hୣ୤୤ሺ ௅ܰ − 1ሻሿ் , where ௅ܰ ൌ ௛ܰ ൅ ܰ௪ − 1 . In matrix 

representation, we have ୣܐ୤୤ ൌ  where H is given by ,ܟ۶

h(0) 0 0
h(1) h(0)

0
h( 1) h( 2) h( 1) h( )

0 h( 1) h( 1)

0 0 h( 1)

h h h w h w

h h w

h

N N N N N N
N N N

N

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥= − − − + −⎢ ⎥
⎢ ⎥− − +
⎢ ⎥
⎢ ⎥
⎢ ⎥−⎣ ⎦

L

M

M M O

L

L

M O M

L

H

,

 (1-2) 
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Fig.1-6 The block diagram of channel shortening. 

 

Fig.1-7 The concept of channel shortening. 

The goal of TEQ is to shorten the CIR to a v + 1 tap Target Impulse Response 

(TIR) as shown in Fig. 1-7, and v denotes the length of the CP in OFDM systems. 

The delay parameter d controls the position of window, which affects the shortening 

performance and used to be obtained by full search. 
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1.2 Motivation and Contribution 
There are several TEQ algorithms for channel shortening, these algorithms can 

be categorized as on-line and off-line approaches. The on-line approaches employ 

adaptive filtering algorithm to estimate the TEQ coefficients immediately during the 

transmission of the training sequence. On the contrary, the off-line approaches collect 

the statistics of the channel during the transmission of training sequence. Then, they 

calculate the TEQ coefficients by solving the related matrix problems after the 

transmission of training sequence is complete. So the off-line approaches are also 

called non-blind channel shortening techniques. In general, the performance of off-

line method is better than on-line when the CIR information is known. 

We focus on non-blind channel shortening methods, and the common 

approaches include Maximum Shortening SNR (MSSNR) [10][21], Minimum Mean 

Square Error (MMSE) [11][22] and Minimum ISI (Min-ISI) [12]. However, since 

these approaches only focus on the channel shortening and some serious frequency 

notches may appear in the effective CIR in the frequency domain. This condition 

results in significant performance degradation because the performance of an OFDM 

system highly relies on the quality of the effective CIR [19].  

In [13], a new non-blind channel shortening algorithm with controlled effective 

CIR quality is proposed to mitigate frequency notch effect and enhance system 

performance in OFDM systems. This algorithm introduces a weighting parameter ρ to 

adjust the amount of the quality control for the effective CIR. However, the optimal 

value of ρ depends on the channel parameters and noise power. Finding the optimal 

value is difficult since it is a high computationally complexity non-linear optimization. 
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The authors claim that ρ = 0.9 approximates to the near optimum value and prove with 

system simulations. 

In this thesis, we propose a new method for channel shortening. The proposed 

method not only shortens the CIR in time domain but also maintain a high quality 

frequency response of the effective CIR. The simulation results show that the 

proposed method can achievebetter bit-error-rate (BER) performance compared with 

other channel shortening algorithms. 

Besides, works in [13] can only handle single-input single-output (SISO) 

OFDM systems. Since the wireless system is much different from the conventional 

ADSL system, and is often running under multi-input multi-output (MIMO) situation. 

So we extend our new TEQ algorithm to MIMO environment. 

In general, off-line approaches require massive hardware/computational 

complexity in solving complicated matrix problem, such as matrix inverse, matrix 

multiplication and eigenvalue decomposition, etc. These operations are high 

computation complexity 3( )O N . The cost is very high in implementing a TEQ IP. In 

MIMO environment, a TEQ engine has to deal with multiple long CIR. The hardware 

may increase for different CIR, shown as Fig. 1-8. 

In this thesis, we derive a novel off-line algorithm that have a better BER 

system performance than conventional TEQ algorithm in MIMO-OFDM environment 

and can further reduce the hardware/computational complexity of TEQ algorithm. 

The main contributions of this thesis are listed as follows 

 A new channel shortening algorithm with effective frequency notch 

mitigation: The proposed method not only shortens the CIR in time domain 

but also obtains an acceptable frequency response of the effective CIR. 
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 An extension of the new channel shortening algorithm to the MIMO 

environment: We propose a joint least squares method to jointly shorten 

multiple channel responses simultaneously.  

 An advance VLSI architecture implementation for the new channel 

shortening algorithm: We use delay search, matrix property and Gauss-

Seidel method to reduce the computation complexity and implement 

proposed TEQ method by VLSI cell-base design flow. 

The simulation results show that the proposed algorithm can achieve better bit-

error-rate (BER) performance comparing with other channel shortening algorithms 

and the computation complexity can be reduced by proposed schemes. 

 

 
Fig.1-8 The TEQ has to increase the calculation hardware for different CIR. 
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1.3 Thesis Organization 
This thesis is organized into six chapters and shown as follows: We first review 

various existing TEQ algorithm in Chapter 2. The proposed TEQ algorithms for the 

SISO and MIMO OFDM system are introduced in Chapter 3.We also provides the 

comparison of system performance with other off-line method. Then in Chapter 4 we 

show the method to reduce the computation complexity of the new TEQ algorithm. 

Chapter 5 gives the hardware wordlength analysis, algorithm block diagram and 

detail architecture implementation of each system block. Finally, we conclude this 

thesis and suggest some future directions in Chapter 6. 
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Chapter 2  

Conventional TEQ Design 
 

As the description in preceding chapter, the MIMO-OFDM receiver requires 

TEQ to shorten the impulse response of channel from the original channel dispersion 

length to n + 1 taps. Many works in the literatures have been proposed to be the 

training algorithm of TEQ. These approaches can be categorized as on-line and off-

line approaches. The on-line algorithms in [31] - [35] usually attempt to make 

immediate estimation of the TEQ coefficients during transmission of the training 

sequence. On the contrary in [10] - [30], the off-line approach collects the statistics of 

the channel during the transmission of the training sequence. Then, it calculates the 

coefficients of TEQ by solving the related matrix computations after the transmission 

of the training sequence is complete. In general, the performance of off-line method is 

better than on-line when the CIR information is known. Hence we focus on off-line 

algorithm in this thesis. The conventional algorithms proposed in [10] - [13] and 

[21] – [24] can be viewed as off-line TEQ approaches. In this section, we will review 

these approaches and provide some comparison. 

In [2], almost all of the conventional TEQ algorithms can fit into the 

maximization of a generalized Rayleigh quotient. The formulation is given by 

୭୮୲ܟ ൌ arg maxܟ ܟۯுܟܟு۰ܟ . (2-1) 

A popular method to solve the solution of wopt is that we decompose the 

Hermitian matrix A = √ۯ√ۯH by Cholesky decomposition first. Then define a new 

variable v = √ۯHw, and substitute into (2-1): 
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ۯ ൌ ܞ ,ுۯ√ۯ√ ൌ ܟ ,ܟுۯ√ ൌ .ܞுିۯ√ (2-2) 

Then we take the new algebra v into the equation (2-1) to replace the algebra w 

and we get the new equation (2-3): 

୭୮୲ܞ ൌ argmaxܞ ுܞ  ቀ√ିۯଵ۰√ିۯுቁᇩᇭᇭᇭᇭᇪᇭᇭᇭᇭᇫ۱ ܞுܞܟ . (2-3) 

The solution for ܞ୭୮୲ is the largest eigenvector of C, and wopt = √ۯ−H vopt. 

Therefore matrix multiplications, matrix inversions and eigenvalue decompositions 

are required in the conventional TEQ design, where the matrix A and B varies for 

different TEQ designs. In the rest of this section, we will introduce several existing 

TEQ algorithms. 
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2.1 MSSNR Algorithm 
The Maximum Shortening Signal-to-Noise Ratio (MSSNR) algorithm [10][21] 

was proposed by Melsa et al. Due to the finite number of tap, TEQ generally cannot 

perform the perfect shortening of channel which means some energy will lie outside 

the largest n + 1 continuous samples of the effective channel, heff(n), which is the 

cascade of channel response of TEQ. 

The goal of MSSNR is to maximize the ratio of the energy of heff inside the 

window to the energy of heff outside the window, as shown in Fig. 2-1. The window 

and wall portions of heff are denoted as hwin and hwall respectively. The window 

response and the wall response 

ܖܑܟܐ ൌ ൦ hୣ୤୤ሺ݀ሻhୣ୤୤ሺ݀ ൅ 1ሻڭhୣ୤୤ሺ݀ ൅ ሻ൪ݒ ൌ  ,ܟܖܑܟ۶
ܔܔ܉ܟܐ ൌ

ێێۏ
ۍێێ

hୣ୤୤ሺ݀ሻڭhୣ୤୤ሺ݀ − 1ሻhୣ୤୤ሺ݀ ൅ ݒ ൅ 1ሻڭhୣ୤୤ሺܯ ൅ ݐ − 2ሻۑۑے
ېۑۑ ൌ  (4-2) .ܟܖܑܟ۶

where۶ܖܑܟand ۶ܔܔ܉ܟare defined as 

( 1)

h( ) h( 1) h( 1)
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⎢ ⎥− +⎢ ⎥=
⎢ ⎥
⎢ ⎥+ − + − +⎣ ⎦

L

L

M M O M

L

winH

,

 

( -1)
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(2-5) 

We define the shortening SNR (SSNR): 
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2.2 MMSE Algorithm 
In Fig. 2-2, we have shown the block diagram of TEQ problem. Assume that 

b(n) is an arbitrary FIR filter with v + 1 taps and w(n) is an L-tap FIR filter. The goal 

of TEQ problem is finding w(n) and b(n) so that the cascade of w(n) and h(n)equals 

to b(n), i.e., 

ሺnሻܐ כ ሺnሻܟ ൌ ሺnሻ܊ ൌ ઼ሺn − dሻ כ  ሺnሻ. (2-8)܊

 

The Minimum Mean Squared Error (MMSE) algorithm [11][22][23][24] is to 

minimize the error between the effective CIR ୣܐ୤୤ and TIR ܊ሺ݊ሻ ൌ ሾܾሺ݊ሻ, ܾሺ݊ −1ሻ, … , ܾሺ݊ −  ሻሿ் in Fig. 2-2. In other words, the MMSE TEQ is also computed toݒ

shorten the effective CIR to v + 1 tap TIR. So we define the error function: eሺ݊ሻ ൌ zሺ݊ሻ − dሺ݊ሻ ൌ ሺ݊ሻܡ܂ܟ − ,ሺ݊ሻܠ܂܊ (2-9) 
 

Where n is the sample time. ܠሺ݊ − ݀ሻ ൌ ሾxሺ݊ − ݀ሻ, xሺ݊ − ݀ − 1ሻ, … , xሺ݊ − ݀ ሻሿ்ݒ− is the transmitted signal ܠሺ݊ሻafter d delays, and ܡሺ݊ሻ ൌ ሾyሺ݊ሻ, yሺ݊ − 1ሻ, … ,yሺn − ܰ௪ − 1ሻሿ் is the transmitted signals after the channel effect. 

 

 

Fig. 2-2 The block diagram of MMSE method. 
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Hence, the MMSE cost function can be express as: Jሺܟ, ሻ܊ ൌ εሼeଶሺ݊ሻሽ Jሺܟ, ሻ܊ ൌ ε ቄ൫ܡ்ܟሺnሻ − ሺ݊ܠ்܊ − ݀ሻ൯ଶቅ Jሺܟ, ሻ܊ ൌ ܟܡ܀்ܟ ൅ ܊ܠ܀ࢀ܊ ൅  (10-2) ,ܟሺ݀ሻܠܡ܀்܊2

where ܠܠ܀ ൌ Eሼ்ܠܠሽ, and ܡܡ܀ ൌ Eሼ்ܡܡሽ is the autocorrelation of ܠሺ݊ − ݀ሻ and ܡሺ݊ሻ. ܠܡ܀ሺ݀ሻ ൌ  εሼܡሺ݊ሻܠሺ݊ − ݀ሻுሽ, which is the function of delay parameter d. From [11], 

the cost function can be reformulated with unit-norm constraints on the TEQ and the 

optimal TEQ weight can be solved by: ܟ୭୮୲ ൌ argminܟ ுܟ  ൫ܡ܀ − ۯ൯ᇣᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇥܡܠ܀ଵܠି܀ܠܡ܀  ,ܟ
s.t.ܟு ൫۷ேೢ൯ᇣᇤᇥ۰ ܟ ൌ 1. (2-11) 

The MMSE method is similar to MSSNR method that they minimize the ISI 

effect in time domain. But the MMSE considers the noise effect that is included in ܡሺ݊ሻ. 
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2.3 Min-ISI Algorithm 

Calculating the MBR TEQ requires solving a nonlinear optimization problem. 

Even if a fast optimization algorithm were used, finding the global optimum can be a 

computationally expensive process. In order to use an equalizer in a practical system, 

we have to avoid nonlinear optimization. In this part, the author proposed the 

minimum ISI (Min-ISI) equalizer [12], which can be calculated without using a 

globally optimal constrained nonlinear optimization solver. The minimum ISI (Min-

ISI) algorithm is the approximation of the Maximum Bit Rate (MBR) TEQ algorithm 

[12]. The achievable bit rate function in the wireline OFDM system is defined below: b ൌ ∑ logଶ ቀ1 ൅ SNR೔୻೔ ቁேିଵ௜ୀ଴ , (2-12) 

where the Γ௜is as a ‘gap’ to the channel capacity, and the SNR௜is the signal-to-noise 

ratio of the ith subchannel and it is incorporated the ISI effect into the SNR function: 

SNR௜ ൌ S௫,௜ ቚH௜ୱ୧୥୬ୟ୪ቚଶ
S௡,௜หH௜୬୭୧ୱୣหଶ ൅ S௫,௜หH௜ISIหଶ 

 ൌ ܟ۾௜܎௜ுS௡,௜܎ு۾ுܟܟ௜۵۶܎௜ுS௫,௜܎ு۶ு۵்ܟ ൅ ு۶ுሺ۷ேܟ − ۵ሻ்܎௜ுS௫,௜܎௜ሺ۷ே − ۵ሻ۶(13-2) ,ܟ 

where the Sx,i,Sn,i are the transmitted signal power and before TEQ channel noise 

power. TheH௜ୱ୧୥୬ୟ୪ , H௜୬୭୧ୱୣ , H௜ISI are the signal path gain, noise path gain, and the ISI 

path gain in the ith subchannel. N is FFT size. ۷ே is the ܰ ൈ ܰidentity matrix and G is 

a window matrix, P is an extended matrix, and ܎௜ is a Discrete Fourier Transform 

(DFT) vector: 
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۵ ൌ ݀݅ܽ݃ ൭0, . . . ,0ᇣᇤᇥௗ ୸ୣ୰୭ୱ , 1, … ,1ᇣᇤᇥሺ௩ାଵሻ୭୬ୣୱ , 0 … ,0ᇩᇭᇭᇭᇭᇭᇭᇪᇭᇭᇭᇭᇭᇭᇫே ൱, ۾ ൌ ൣ۷ேೢ૙ሺேିேೢሻൈேೢ൧், ܎௜ ൌ ൤1, eିଶ௝గ ೔ಿ , … , eିଶ௝గ೔ሺಿషభሻಿ ൨். (2-14) 

Therefore, the purpose of optimization is to maximize the SNR of each sub-

channel, so that can improve the bit rate performance. Since the power term is non-

negative terms, minimizing the sum of the distortion power of all subchannels is 

equivalent to minimize the distortion power in each subchannel: Pୢ ሺܟሻ ൌ∑ ܟ۾௜܎௜ுS௡,௜܎ு۾ுܟ ൅ ு۶ுሺ۷ேܟ − ۵ሻ்܎௜ுS௫,௜܎௜ሺ۷ே − ۵ሻ۶ܟ௜אௌ , 
(2-15) 

 

where S are the indices of the used N subchannels.  

Then the TEQ design problem can be shown bellow by some simplification: 

୭୮୲ܟ ൌ argminܟ ுܟ  ۶ுሺ۷ே − ۵ሻ்܎௜ு ܵ௫,௜ܵ௡.௜ ௜ሺ۷ே܎ − ۵ሻ۶ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥۯ  ,ܟ
s.t.ܟு ۶ு۵்۵۶ᇣᇧᇧᇤᇧᇧᇥ۰ ܟ ൌ 1. (2-16) 

The Min-ISI method is the general math format of MSSNR method. It can be 

directed against the tunes to be the optimization which the system uses. If you 

optimize the full of tunes, the solution of Min-ISI method is the same solution of 

MSSNR. 
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ܟ ൌ ሺ1 − ρሻሺρۯ ൅ ሺ1 − ρሻ۶ு۶ሻିଵ۶ு۴ுܞ෤ܑ(20-2) .܌ 

 
(a) Avoid deep frequency notch 

 

(b) Better BER performance 

Fig. 2-5 The simulation result of [13], (a) bvoid deep frequency notch, (b) better BER 

performance. 
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Although the reference [13] can avoid frequency notch of effective CIR in 

frequency domain and obtain the better system performance than conventional TEQ 

design in wireless environment, but this algorithm has to find the ρ  value by 

exhaustive search and does not extend to the MIMO-OFDM environment. 
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Chapter 3 TEQ Algorithm with 
Effective Frequency Notch 
Mitigation for OFDM System 
 

We have reviewed some typical conventional TEQ algorithm. However, these 

approaches may have some frequency notches in the overall frequency response of 

the effective CIR. But they have good performance in traditional DMT system or 

ADSL system with bit-allocation technique. So the frequency notches problem can be 

ignored. In the MIMO-OFDM system, there is not bit-allocation flow, so the 

frequency notches may cause system performance problem. This condition results in 

significant performance degradation. In [13], a new non-blind algorithm with 

controlled effective CIR quality is proposed to mitigate frequency notch effect and 

enhance system performance in OFDM systems. This algorithm introduces a 

weighting parameter ρ to adjust the amount of the quality control for the effective CIR. 

However, the optimal value of ρ depends on the channel parameters and noise power. 

Finding the optimal value is difficult since it is a computationally expensive non-linear 

optimization. The authors claim that ρ = 0.9 corresponds to the near optimum value 

from system simulations. 

In this chapter, we propose a new method for channel shortening. The proposed 

method not only shortens the CIR in time domain but also obtains an acceptable 

frequency response of the effective CIR. The simulation results show that the 

proposed method achieves the best bit-error-rate (BER) performance compared with 

other channel shortening algorithms.We also propose a joint least squares method to 
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jointly shorten multiple channel responses simultaneously for extending the new 

channel shortening algorithm to the MIMO environment. 
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where ∆ means the unconcerned value. Because the ISI effect is the most important 

interference that has to be cancelled, the values of new TIR are set to zeros. The first 

value in window is placed one that is alike delta function for frequency domain 

quality control. The other values in window are unconcerned for linear equations 

reduction that can achieve the new TIR easily with finite TEQ tapes. Then the 

proposed cost function is given by ܟ୭୮୲ ൌ argminܟ ԡ۶ܟ −  ୰ԡଶ. (3-4)܀۷܂

 

Since some entries in ܀۷܂୰ are uninterested, we can rewritten (3-4) as bellow 

and show in Fig. 3-2: 
2

opt relaxed relaxedarg min= −
w

w H w TIR
,
 (3-5) 

 

where Hrelaxed is the remaining matrix after removing from (d + 2)th row to (d + v + 

1)th row in H, i.e., 

( )

relaxed

(0) 0 0

( ) ( 1) ( 1)
( 1) ( ) ( 2)

0 0 ( 1)
L w

w

w

h N v N

h

h d h d h d N
h d v h d v h d v N

h N
− ×

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥− − −

= ⎢ ⎥+ + + + − +⎢ ⎥
⎢ ⎥
⎢ ⎥

−⎢ ⎥⎣ ⎦

H

L

M O O M

L

L

M O O M

L
,

 
(3-6) 

 

and TIRrelaxed is the remaining vector after removing the unconcerned values in vr, i.e., ܀۷܂୰ୣ୪ୟ୶ୣୢ ൌ ሾ  0,0, … ,0ᇣᇧᇤᇧᇥௗ ୸ୣ୰୭ୱ , 1, 0,0, … 0ᇣᇧᇤᇧᇥሺேಽିௗି௩ିଶሻ ୸ୣ୰୭ୱሿ். 
(3-7) 

 

The optimal w in (3-5) can be expressed as 

( ) 1

opt relaxed relaxed relaxed relaxed
H H−

=w H H H TIR
.
 (3-8) 

Notice that we do not need to search the ρ value by exhaustive search. 
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Fig. 3-2 The original LS method with (Nh+Nw-1) linear equations v.s. relaxed LS 

method with (Nh+Nw-16) linear equations. 

 

A. Effective CIR quality comparison 
We compare five algorithms with system BER performance: MSSNR [10], 

MMSE [11], Min-ISI [12], MSSNR with controlled TIR quality (MSSNR-TIR) [13], 

and the proposed method. We set the ρ value in MSSNR-TIR as 0.9. All algorithms 

use the same delay value. The delay value is given by full search. 

Fig. 3-3 compares different TEQ methods in time domain channel shortening. 

Fig. 3-3(a) is the original CIR. Fig. 3-3(b)−(f) are the effective CIR by applying 

different TEQ methods. Undoubtedly, the MSSNR algorithm has the highest SSNR 

value among all methods. In addition, the proposed method provides a sufficient 

SSNR value in time domain channel shortening. 

Fig. 3-4 compares different TEQ methods for the frequency response of the 

effective CIR. In Fig. 3-4(a), it is obvious that MSSNR, MMSE, and Min-ISI have 

several deep frequency notches compared with the original channel; while in Fig. 3-

4(b), MSSNR-TIR and the proposed method have similar frequency responses 
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compared with the original channel. Therefore, the proposed method can efficiently 

mitigate the frequency notch effect. 

 

 

Fig. 3-3 Time domain channel shortening with SSNR ratio (a)Original Channel, 

(b)MSSNR-TIR method, (c)proposed method, (d)MSSNR method, (e)MMSE method, 

(f)Min-ISI 
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(a) 

 
(b) 

Fig. 3-4 Frequency domain spectrum with (a) Original Channel, MSSNR, MMSE, 

Min-ISI method; (b) Original Channel, MSSNR-TIR and proposed method. 

 
B. Window value position 

Now, we compare proposed method with different TIR, which has different 

position of delta pulse in window. The positions of delta pulse which we set are one, 

night and seventeen in seventeen-length window. Fig. 3-5 shows the effective CIR if 
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different TIR in time domain. It is obvious that the “one” which is set in first and 

ninth has the higher SSNR value, and the delta pulse which is set in seventeenth 

position has the lower SSNR. The energy outside the window may cause the ISI 

effect. In Fig. 3-6, the frequency domain response of effective CIR shows that the 

proposed method with delta pulse in 9th tap obtains the deeper frequency notch than 

other delta pulse position setting.  

 

 

Fig. 3-5 Time domain channel shortening with SSNR ratio (a) Original Channel, 

proposed method with (b) 1st-tap, (c) 9th-tap and 17th in window. 
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Fig. 3-6 Frequency domain spectrum with original channel, proposed method, 1st-tap, 

9th-tap and 17th in window. 

Because the channel model is the exponential decay complex channel and the 

fist tap of channel usually has the most amplitude, if the TIR is set delta pulse in first 

position, the trend of effective CIR will be approach to the trend of original channel. 

On the other hand, the other settings are more different from the channel, and it will 

cause worse ISI effect or frequency notch problem. By the reason and simulation 

result, we choice the TIR which delta pulse is set with first tap in window. 

 

C. Unconcerned number 
We discuss how many taps of window can be unconcerned in our proposed 

method TIR setting. There are different settings: first, the window taps of TIR only 

consider the first tap that we have introduced in our proposed method. Second, we 

consider the first tap and other eight taps which is set “zero” for trend of delta pulse. 

The last setting is consider all taps that the TIR is the ideal delta function which is 

introduced in (3-1). 
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From the simulation results in Fig. 3-7, the more taps we concern and keep in 

the TIR, the effective CIR is more like a delta function. However, the finite-tap TEQ 

cannot deal with this constraint which has many linear equations perfectly. The 

effective CIR obtains a lower SSNR when we concern more window value of TIR.  

 

 

Fig. 3-7 Time domain channel shortening with SSNR ratio (a)Original Channel, 

proposed method with concerned (b)1st-tap, (c)9 taps and (d) all taps in window of 

TIR. 
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Fig. 3-8 Frequency domain spectrum with original channel, proposed method with 

concerned (b)1st-tap, (c) 9 taps and (d) all taps in window of TIR. 

 

In Fig. 3-8, the simulation results show that if the effective CIR is more alike 

delta function, the frequency domain quality will be more flat. However, the 

frequency quality of proposed method is more acceptable than conventional TEQ 

methods; we need to choice a constraint that can also acquire a high SSNR to avoid 

ISI effect. Hence we choice the relaxed TIR constraint for our proposed method, 

which only consider the first tap in window to obtain a high SSNR and acceptable 

frequency response quality. 
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3.2 Extension for MIMO OFDM System 
Consider a MIMO model with 3 transmit and 3 receive antennas as shown in 

Fig. 3-9, each receive antenna should have its own TEQ. In Fig. 3-10, each TEQ has 

to jointly shorten the channel responses from all transmit antennas.  

TEQ1

TEQ2

TEQ3  

Fig. 3-9 TEQ in MIMO System. 

 

Fig. 3-10 A TEQ needs to jointly shortening multiple CIR. 

If there are N channels, we may have N cost functions: Jଵ ൌ argminܟ ԡ۶ଵܟ − ଵ୰ԡଶJଶ܀۷܂ ൌ argminܟ ԡ۶ଶܟ − JNڭଶ୰ԡଶ܀۷܂ ൌ argminܟ ԡ۶Nܟ −  N୰ԡଶ. (3-9)܀۷܂

A TEQ needs to jointly shorten N channels. Therefore we can minimize the N 

cost functions. Now we have to find the appropriate ܓ܁ۺ܀۷܂  for each channel. 

Someone may use (3-9) to find ܓ܁ۺ܀۷܂  separately. It will cause performance 

degradation because all channel responses should be jointly considered in a joint 

channel shortening TEQ design. Given a TEQ length Nw and N channel matrices 
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H1,relaxed, H2,relaxed, …, and HN,relaxed, we define two matrices ۶୨୭୧୬୲,୰ୣ୪ୟ୶ୣୢ  and ܞ୨୭୧୬୲,୰ୣ୪ୟ୶ୣୢ: 

۶୨୭୧୬୲,୰ୣ୪ୟ୶ୣୢ ൌ ൦۶ଵ,୰ୣ୪ୟ୶ୣୢ۶ଶ,୰ୣ୪ୟ୶ୣୢ۶ڭN,୰ୣ୪ୟ୶ୣୢ൪
NൈN౭

, 
୨୭୧୬୲,୰ୣ୪ୟ୶ୣୢ܀۷܂ ൌ ൦܀۷܂ଵ,୰ୣ୪ୟ୶ୣୢ܀۷܂ଶ,୰ୣ୪ୟ୶ୣୢ܀۷܂ڭN,୰ୣ୪ୟ୶ୣୢ൪

Nൈଵ
. 

(3-10) 

We use least square methods to find all ܓ܁ۺܞ which are nearest to ideal delta 

response: 

( ) 1

opt relaxed relaxed relaxed relaxed
H H−

=w H H H TIR
,
 (3-11) 

and the effective CIR for each channel can be expressed by: 

 

 

 

 

 

 

Rଵܐ ൌ ۶ଵܟ୨୭୧୬୲ܐRଶ ൌ ۶ଶܞ୨୭୧୬୲ܐڭRN ൌ ۶Nܞ୨୭୧୬୲
. 

 

(3-12) 
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3.3 Simulation Results 
In this section, we discuss some characteristic and compare the system 

performance of the proposed and conventional methods. Let the channels be rayleigh 

fading with exponential decay defined in [15]: 

Where h(k) denotes the kth channel tap, x and y are Gaussian distributions, and the 

sampling period ௦ܶ ൌ 50ns. The Fig. 3-11 is shown the real and image part of CIR. 

The root-mean-square delay spread ோܶெௌ we used in the simulation is 250ns. ோܶெௌ ൌ250ns indicates that the length of the channel is about 50 taps.  

Fig.3-12 shows the block diagram of the OFDM system. The simulation 

environment settings are listed below: 1) AWGN. 2) The channel length: 50 taps. 3) 

Assume that channel responses are known in the receiver. 4) FFT (IFFT) size: 64. 5) 

CP length: 16. 6) Signal constellation: 16QAM and 64QAM. 7) TEQ length: 40 taps. 8) 

The subchannels in use are from -28 to -1 and from 1 to 28. We compare five 

algorithms with system BER performance: MSSNR [10], MMSE [11], Min-ISI [12], 

MSSNR with controlled TIR quality (MSSNR-TIR) [13], and the proposed method. 

We set the ρ value in MSSNR-TIR as 0.9. All algorithms use the same delay value. 

The delay value is given by full search. 

 

hሺ݇ሻ ൌ 1√2 · ሺݔ ൅ jݕሻ ·  ,௞ߚ
௞ߚ  ൌ ·଴eିೖమߚ ೅ೞ೅ೃಾೄ, ߚ଴ ൌ 1. 
 

(3-13) 



 

38 
 

 
(a)                                                             (b) 

Fig. 3-11 The channel impulse response: (a) real part, (b) image part. 

 

 

Fig. 3-12 The block diagram of MIMO-OFDM system. 

 

Fig. 3-13 and Fig. 3-14 display the BER performances in the 1X1 SISO-OFDM 

system and 4X4 MIMO-OFDM system with 16QAM and 64QAM constellation for 

different TEQ methods. The MSSNR, MMSE and Min-ISI have worst performance 

since they only consider the time domain channel shortening. The deep frequency 

notches cause significant performance degradation. Among all channel shortening 

algorithms, the proposed method has the best system performance. 
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(a) 

 

(b) 

                                       

Fig. 3-13 BER performance of 1X1 OFDM system with (a) 16QAM constellation, (b) 

64QAM constellation. 
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(a) 

 

Fig. 3-14 BER performance of 4X4 OFDM system with (a) 16QAM constellation, (b) 

64QAM constellation. 
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The TEQ taps number is decided by the simulation results in Fig. 3-15. The 

purpose of simulation finds how many TEQ tapes can approach the 10-3 BER 

performance in BPSK, SISO environment with channel length is 60 taps. Therefore, 

we choice the TEQ taps is 40. 

 

Fig. 3-15 BER performance with different TEQ-tap numbers. 
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Chapter 4 Reduction of 
Computation Complexity 
 

The implementation of conventional TEQ is an expensive cost, because the 

solution of TEQ weighting includes matrix multiplication, matrix inversion or 

eigenvalue decomposition which is high computation complexity. In this chapter, we 

find some methods to reduce the computation complexity for implementation of TEQ 

in next chapter. 

Here we review the solution of proposed TEQ algorithm. There are two 

important operations in the algorithm. One is the delay parameter search, and the 

other is the solution of TEQ weighting. In the conventional TEQ design flow, the 

TEQ weighting can be obtain by the function below with a given delay: 

And we have to do the same single operation repeatedly because the delay parameter 

is search by full case. After all, the optimal weighting with optimal delay can be 

provided by minimum cost function. We can conclude the computation complexity of 

the single operation: assume the length of TEQ taps ܰ௪, CP and CIR are 40, 16 and 

60. The delay search range is setting from 0 to 19. First, the steps of higher operation 

are doing the ܰ௪ ൈ ሺ ௛ܰ ൅ ܰ௪ − ݒ − 1ሻ matrix multiplication ܪ௥௘௟௔௫௘ௗு  ௥௘௟௔௫௘ௗ. Thenܪ

we have to calculate the ܰ௪ ൈ ܰ௪ matrix inversion. After the single operation, we 

change the delay parameter d, and repeat the step of the single operation again. If 

delay parameter d = 0: 

 

( ) 1

opt relaxed relaxed relaxed relaxed
H H−

=w H H H TIR
,
 (4-1) 
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Table. 4-1 The computation complexity of new TEQ algorithm. 

Single Operation 

Computation Complexity 

12 ሺ ௛ܰ ൅ ܰ௪ − ݒ − 1ሻ ൈ ܰ௪ଶ 

൅ 12 ൫ܰ௪ଷ ൅ 3 ௪ܰଶ ൅ 2 ௪ܰ൯ ൅ ܰ௪ଶ 
102440 

Matrix Multiplication 12 ሺ ௛ܰ ൅ ܰ௪ − ݒ − 1ሻ ൈ ܰ௪ଶ 66400 

Matrix Inversion 12 ൫ܰ௪ଷ ൅ 3 ௪ܰଶ ൅ 2 ௪ܰ൯ 34440 

Form Table. 4-1, the matrix multiplication and matrix inversion are the most 

part of computation complexity in single operation. Beside the single operation, the 

delay search is also a redundant computation complexity, if we can find the optimal 

delay parameter. 
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4.1 Delay Estimation 
The delay search is a high computation complexity of TEQ method. If we can 

find a delay parameter, the algorithm is only calculated by the single operation one 

time and obtains the TEQ solution. 

 
A. Full Search 

Finding delay by full search is to assume a delay parameter, first. Second, the 

TEQ weighting will be solved by algorithm with the delay d. Then take TEQ 

weighting into the cost function to calculate the cost value. We replace all TEQ 

weighting with different delay parameters of full case and find the optimal TEQ 

weighting with optimal delay parameter which causes the minimum cost function 

value. The delay full search method function is shown below:  

If we find the delay by full search, the computation complexity not only has to 

calculate the cost function value in one delay, but also re-calculate times of delay 

number. 

 

B. Fast Delay Estimation Method 
We do not need to calculate the cost function value, and only do all method 

operations one time. In reference [16], the author proposed the energy search method 

that the delay position which caused maximum energy of window is similar to the 

delay parameter which be found by full search, as shown in Fig. 4-1.  

ௗೖܟ ൌ argmin୵ Jௗ ሺܟሻ|ௗୀௗೖ, 
݀௢௣௧௜௠௔௟ ൌ argminௗೖ Jௗೖ ൫ܟௗೖ൯.  (4-2) 
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By this knowledge, we can extend this delay search method to the magnitude 

search and absolute search, which is shown below: 

 

h

window

? +1 ? +window

 
Fig. 4-1 The energy search of delay estimate method. 

 
 

C. Simulation Environment 
Here we experiment the different delay estimate method with OFDM 

environment. The system architecture is shown in Fig. 4-2 and simulation 

environment is setting bellow: 1) channel length: 80-tap with exponential decay, 2) 

TEQ length: 40-tap, 3) CP length: 16, 4) Window size: 17, 5) TEQ method: Proposed 

TEQ algorithm. The delay estimate methods which we compare with are full search, 

energy search, magnitude search and absolute search. 

The simulation result in Fig. 4-3 showed that the delay search method is closed 

to the optimal full search. And the absolute search method is also similar to the 

݀௘௡௘௥௚௬ ൌ argmaxௗ ෍ |h௜|ଶ.ௗା௪௜௡ௗ௢௪
௜ୀௗାଵ  (4-3) 

݀௠௔௚ ൌ argmaxௗ ෍ |hሺiሻ|ௗା௪௜௡ௗ௢௪
௜ୀௗାଵ , 

݀௔௕௦ ൌ argmaxௗ ෍ |hሺ݅, ሻ|ௗା௪௜௡ௗ௢௪݈ܽ݁ݎ
௜ୀௗାଵ ൅ |hሺ݅, ݅݉ܽ݃ሻ|.  (4-4) 
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energy and magnitude search method. By considered the system performance and 

hardware complexity, we will choice the absolute search method that has good 

system performance and do not use the multiplier when implementation. 

 

IFFT CP FFTCP FEQTEQ  
Fig. 4-2 The architecture of OFDM system. 

 
 

 
Fig. 4-3 The simulation result of delay estimate methods. 
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4.3 Iteration Algorithm for Matrix Inversion 
The matrix inverse is a high computation complexity of hardware design. It is 

also a three order with size of matrix and it is decided by different inverse method. 

However, if we can endure the accuracy error, the matrix inverse by directly solved 

can be replaced by iterative algorithm. And the computation complexity can be 

change from the third order with size of matrix to the second order with size of matrix 

and the iteration times. If we can reduce the iteration times, the computation 

complexity can be reduced, too. 

 
A. Gauss–Seidel method 

The Gauss-Seidel method uses for solving linear equation [14]. Calculating the 

linear equation replaces the matrix inversion. If the x is the unknown vector that we 

want to solve, we can use the iterative solver to calculate the solution. ࢞ ൌ ࢈ଵିۯ ൌ൐ ࢞ۯ ൌ  .܊
The Gauss- Seidel method is shown below: 

Given a square system of n linear equations with unknown x: 

where A and b are known matrix and vector: 

࢞ۯ ൌ  ,܊
࢞ ൌ ൦xଵxଶڭx୬൪,  

(4-5) 

ۯ ൌ ൦aଵଵ aଵଶaଶଵ aଵଵ … aଵ୬… aଶ୬ڭ a୬ଵڭ a୬ଵ ڰ ڮڭ a୬୬൪, (4-6) 
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Then decomposed matrix A into L and U, 

 

where the L and U are lower and upper triangle matrix: 

 

We can rewrite the equation into an iterative form: 

 
and the Gauss-Seidel method can be modified by combining the inversion and 
multiplication: 

 

The (4-10) can also be expressed as 

࢈ ൌ ൦bଵbଶڭb୬൪. 

ۯ ൌ ۺ − ,܃ (4-7) 

ࡸ ൌ ൦aଵଵ 0aଶଵ aଵଵ … 0… ڭ0 a୬ଵڭ a୬ଵ ڰ ڮڭ a୬୬൪, 
ࢁ  ൌ ቎0 aଵଶ0 0 … aଵ୬… aଶ୬ڭ 0ڭ 0 ڰ ڮڭ 0 ቏. 

(4-8) 

࢞ࡸ ൌ ܊ ൅ ൌ൐ ܠ܃ ሺ௞ାଵሻ࢞ ൌ ܊ଵሺିۺ ൅ ,௞ሻܠ܃ (4-9) 

ሺ௞ାଵሻ࢞ ൌ ܊ଵሺିۺ ൅ .௞ሻܠ܃ (4-10) 

௜ሺ௞ାଵሻ࢞ ൌ 1a௜௜ ቌb௜ − ෍ a௜௝࢞௜ሺ௞ሻ௝வ௜ − ෍ a௜௝࢞௝ሺ௞ାଵሻ௝ழ௜ ቍ. 
݅ ൌ 1,2, … , n. (4-11) 
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Replacing the inverse equation of proposed method by linear equation from 

 to 

 

Then we use the Gauss-Seidel method to solve the solution. The computation 

complexity is changed from Inverse ؠ OሺN୵ଷ ሻ to Gauss − Seidel ؠ N୵ଶ ൈ iteration.  

 

B. Convergence speed up in MIMO case 

The convergence speed of Gauss-Seidel method is affected by the largest 

eigenvalue of the matrix ሺLି ଵUሻ [17]. The iteration form is defined as by (4-10): 

Then the error converges when the largest eigenvalue of matrix ሺLି ଵUሻ should be 

smaller than one: 

If the largest eigenvalue of matrix ሺLି ଵUሻ  is smaller, the convergence speed of 

iteration method is faster. 

The largest eigenvalue of matrix ሺLି ଵUሻ is smaller than one from 1-by-1 to 4-

by-4 OFDM system by simulation results in Fig. 4-8. The largest eigenvalue also 

decreases when the antenna number increases. Hence, the convergence of Gauss-

Seidel method speeds up when the algorithm is applied from SISO to MIMO 

environment. 

We also prove that the Gauss-Seidel method can converge to the solution of 

direct inverse by (4-7) and (4-15): 

࢚࢖࢕࢝ ൌ ሺࡴ௥௘௟௔௫௘ௗு ௥௘௟௔௫௘ௗுࡴ௥௘௟௔௫௘ௗሻିଵࡴ  ௥௘௟௔௫௘ௗ (4-12)࢜

ሺࡴ௥௘௟௔௫௘ௗு ࢚࢖࢕࢝௥௘௟௔௫௘ௗሻࡴ ൌ ௥௘௟௔௫௘ௗுࡴ  ௥௘௟௔௫௘ௗ (4-13)࢜

ሺ௞ାଵሻ࢞ ൌ ሺ௞ሻܠ܃ଵିۺ ൅ .܊ଵିۺ (4-14) 

ሺ௞ାଵሻࢋ ൌ ሺିۺଵ܃ሻ܍ሺ௞ሻ, ࢋሺ௞ାଵሻ ൌ ሺିۺଵ܃ሻሺ௞ሻ܍ሺ଴ሻ. (4-14) 
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(c) 

 

(d) 

Fig. 4-9 The performance of iteration method and the iteration time with different 

antenna number, (a) 1x1, (b) 2x2, (c) 3x3, (d) 4x4. 
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4-3. The most computation complexity is the 64000 which is in the 4-by-4 

environment. If the complexity number is divided by 3200 cycles, we will find that 

we only have twenty complex multipliers for TEQ design in one clock cycle. 

Therefore, the proposed TEQ engine can provide one TEQ engine for four receivers 

and the TEQ hardware only has 20 complex multipliers. 

 

Table. 4-3 The computation complexity of all TEQ with different receiver number. 

 Multiplication Gauss-Seidel Total  

1x1  2400  32000  34400  

2x2  9600  32000  41600  

3x3  21600  28800  50400  

4x4  38400  25600  64000  

 

 

Matrix multiplication ൌ ௛ܰ ൈ ܰ௪ ൈ channel − number ൈ antenna − number, Gauss − Seidel method ൌ ܰ௪ଶ ൈ ܽ݊݊݁ݐ݊ܽ ݎ݁݌݊݋݅ݐܽݎ݁ݐ݅ ൈ antenna − number. (4-16) 
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Chapter 5 Implementation of TEQ 
 

After the reduction of computation complexity in chapter four, we implement 

the proposed TEQ method hardware in this chapter. 

5.1 Hardware Architecture and System Spec 
The proposed method imports the delay search method to reduce the 

computation complexity of delay full search. Then using the decided delay parameter 

creates a relaxed convolution channel matrix and does the matrix multiplication. By 

the Gauss-Seidel method which replaces the matrix inversion, we calculate the 

optimal TEQ coefficients w with the linear equation solver. The proposed method 

hardware architecture is in Fig. 5-1. 

 

Fig. 5-1 The system block diagram. 
 

A. MIMO hardware technique 
To calculate the TEQ weighting of MIMO antenna case, first, we input the 

channel information of each antenna. Second, the delay parameter can be obtained by 

delay estimation module. Then the matrix multiplier acquires the matrix data of 

MIMO channel. After computing the matrix values, the Iterative linear equation 

solver will solve the TEQ weighting by Gauss-Seidel method. Because the function 

(5-1):  
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and ࡴ௥௘௟௔௫௘ௗு ௥௘௟௔௫௘ௗ has the same matrix size, ܰ௪ࡴ ൈ ܰ௪, from SISO to MIMO, the 

hardware only needs the memory the save the multiple CIR information for delay 

estimation and the control unit to control the matrix multiplication state to accumulate 

the matrix value of multiple antenna. The Gauss-Seidel method hardware is the same 

from SISO to MIMO. There do not need to copy hardware four times for MIMO 

environment.  

 The design flow of calculating the TEQ weighting is shown in Fig. 5-2: 

 

Fig. 5-2 The design flow of MIMO-OFDM TEQ. 
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B. System Spec 
By the project execution, the proposed method system spec is set that the 

timing constrain is 40MHz and we have to finish the TEQ weighting calculation in 

the 0.1% of the channel coherence time which is 0.08 sec by [20]. That is mean we 

have 3200 cycles to calculate our new TEQ method. 
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5.2 Wordlength Analysis 
 
A. Input channel information 

To decide the wordlength of the input channel information, we provide the 

different quantization of channel information and take into system performance to 

compare with floating point of channel information, in Fig. 5-3. From the simulation, 

because the channel information has been normalized, therefore the wordlength 

decides 8 bits, and the fraction part from the simulation result is chose 7 bits. 

 
(a) 

 
(b) 

Fig. 5-3 The input channel quantization simulation with (a)16QAM 1x1, (b)16QAM 
4x4 
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B. System hardware wordlength 
Before the linear equation solver, we have to prepare a high accuracy 

௥௘௟௔௫௘ௗுࡴ‘  ௥௘௟௔௫௘ௗ’ matrix for iterative method. And the linear equation solver canࡴ

choose shorter wordlength because the iterative method can converge even in a 

accuracy error environment. Therefore, we decide a 12-bit of multiplier for the matrix 

multiplication and Gauss-Seidel method. The matrix multiplication is provided 11-bit 

long fraction part and the Gauss-Seidel method is 9-bit. And the simulation result also 

proves our thinking in Fig. 5-4. 

 
(a) 

 

(b) 

Fig. 5-4 The system hardware wordlength analysis of (a) matrix multiplier, (b) Linear 

equation solvers. 
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5.3 Architecture Design 
 

A. Complex Multiplier Vector Unit 

In chapter four, we have decided to use twenty complex multipliers to be a 

Complex multiplier vector unit for TEQ algorithm solution. By the wordlenth 

analysis in last chapter, the 12-bit multipliers are design for the complex multiplier 

vector unit, as shown in Fig. 5-5. And this complex multiplier vector unit is provided 

to compute in matrix multiplication and linear equation solver. 

 

Fig. 5-5 The complex multiplier vector unit architecture. 

 

B. Delay Estimate 

In chapter four, we choice the absolute delay method to replace the delay full 

search. The absolute delay method accumulates the channel absolute values of real 

and image part in the window. Then the system obtains the delay parameter by the 

window position of biggest absolute value sum. The delay search architecture is 

shown in Fig. 5-6: 
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5.4 VLSI Implementation 
A. Design Strategy 

The design flow of the proposed TEQ engine is based on cell-based design 

flow, as shown in Fig. 5-9: 

 
Fig. 5-9 The cell-based design flow. 

According to the architecture shown in Fig. 5-5 to Fig. 5-8, the IP model of our 

TEQ engine is shown in Fig. 5-10. The input pins are clk, reset, channel_real, 

channel_imag, input_valid and antenna. The output pins are teq_real and teq_imag. 

The definition of each pin is demonstrated in Table 5-1. The timing chart is shown in 

Fig. 5-11. 
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clk

TEQ
engine

reset

antenna[1:0]
channel_real[8:0]

input_ valid teq_real[11:0]

teq_imag[11:0]

channel_imag[8:0]
 

Fig. 5-10 The IP model of our TEQ engine. 

Table. 5-1 The pin definition. 

Pin Name  I/O Function Description  

clk  I  System clock  

reset  I  Asynchronous reset  

Input_valid  I  Accept the input data  

Antenna[1:0]  I  The number of antenna  

channel_real[8:0]  I  Real part of channel  

channel_imag[8:0] I  Image part of channel  

teq_real[11:0]  O  Real part of TEQ  

teq_imag[11:0]  O  Image part of TEQ  

 

Fig. 5-11 The timing chart of the proposed TEQ engine. 
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5.5 IP Result 
The IP implementation of proposed TEQ engine is obtained by using Verilog 

HDL codes synthesized with the standard cell library of UMC 90 nm process in a IP 

size 0.39mm2at 40MHz operating frequency. Fig. 5-12 shows the IP layout of 

proposed TEQ engine. IP feature are summarized in Table. 5-2. To meet the MIMO-

OFDM system, the proposed TEQ engine can support antenna one by one to four by 

four. 

 

Fig. 5-12 The IP layout of the proposed TEQ engine. 

Table. 5-2 The IP feature.  

The proposed TEQ engine 

Support Antenna Mode 

1x1, 1x2, 1x3, 1x4, 
2x1, 2x2, 2x3, 2x4, 
3x1, 3x2, 3x3, 3x4, 
4x1, 4x2, 4x3, 4x4 

Technology  UMC 90nm  

Area  1.97 mm2  

Gate Count  478k 

Frequency  40MHz 

Power 9.78mW@40MHz  
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Chapter 6 Conclusions and Future 
Works 

 

6.1 Conclusion 

In this thesis, we propose a new channel shortening algorithm with effective 

frequency notches mitigation for MIMO-OFDM system. The proposed method 

jointly considers the time domain channel shortening and frequency domain flatness 

control. We also extend this algorithm to the MIMO-OFDM systems with the joint 

channel shortening technique. System simulations show that the proposed algorithm 

can effectively mitigate the frequency notch effect and outperforms the other TEQ 

algorithm in SER and BER performance. The results also show that the proposed 

joint channel shortening algorithm has better performance in MIMO-OFDM systems. 

In the architecture design of proposed TEQ algorithm, we use three techniques 

to reduce the high computation complexity of TEQ method: First, using absolute 

delay search method to estimate a suitable delay parameter without delay full search; 

Second, using Toepliz and matrix property to reduce the high computation 

complexity of matrix multiplication; Third, Using Gauss-Seidel method to replace the 

matrix inverse and it can bring three benefit: 1) the iteration time can be reduce when 

the receiver number increase, 2) four receivers can share one TEQ engine, 3) the TEQ 

engine only include twenty complex multiplier. Finally, the architecture uses the 

folding technique by the complex multiplier vector unit and the architecture only need 

to control the state for MIMO spec.  

The proposed TEQ algorithm and techniques are implemented by UMC 90 nm 
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technology cell-based design flow. The fixed-point simulation show that our TEQ 

engine can work well at 40MHz timing spec with area 1.91 mm2, and can also 

provide the MIMO environment from one by one to four by four 16 different antenna 

numbers. 
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6.2 Future Works 
For the mobile broadband wireless access (MBWA) communication standards 

like 3GPP-LTE and IEEE 802.16e which support high mobility and high coverage, 

MIMO technique are also applied. However, the channel impulse response changed 

with time in MBWA is faster than 802.11n. And the assumption of proposed TEQ 

method is that the channel information is known, so how to estimate a correct channel 

in time varying environment and long impulse response which are out of CP. Our 

future works are to develop the TEQ algorithm and architecture for MBWA 

communication standards. Furthermore, we want to develop good channel estimation 

or on-line adaptive TEQ algorithm to improve the TEQ algorithm which is proposed 

in this thesis for supporting a more flexible MIMO communication system. 
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