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Abstract

Millimeter and submillimeter astronomers pursue science and technology
development with ground-based millimeter/submillimeter interferometers through the
opaque atmosphere. This waveband provides a unique window on cold dust
emission and highly excited lines from molecules and ions. The next generation
interferometer at this waveband is the Atacama Large Millimeter and submillimeter
Array (ALMA) with the Atacama Compact Array (ACA). The interferometers at
this waveband are, however, highly affected by the water vapor induced refraction,
which results as phase fluctuations. To reduce the phase fluctuation, we conducted a
phase correction scheme using the observing data of the Submillimeter Array (SMA)
for the ACA. The phase correction schemes, interpolation and extrapolation, are
studied to know how effective these scheme are.

Three simultaneously detected antenna phases form a plane of a wave front, and
this phase screen are used for the interpolation and extrapolation. The interpolation
scheme can apparently obtain improved results, while the extrapolation scheme often
does not.

There are unexpectedly large phase fluctuations showed up only around the 60
meters away from the reference antennas. This can be explained with considering
the frozen phase screen.

It may be explained more clearly after more careful investigation of the wind aloft

and the temporal and spatial turbulent structure on the summit of Mauna Kea.
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Chapter 1
Introduction

Submillimeter and millimeter wavebands are perhaps the last wholly unexplored
wavelength frontier because of the technical difficulties and opaqueness of the
atmosphere. Here we conducted a scheme to compensate the interferometric phase
via SMA observations for the phase correction of the Atacama Compact Array (ACA)
in part of the Atacama Large Millimeter and submillimeter Array (ALMA) project.

Astronomers place the millimeter and submillimeter observation wavebands
between 30 and 950 GHz with wavelength from 10 mm to 0.3 mm, which are
technically difficult due to the sheer complexity of the antenna receivers and to the
strong absorption of the atmosphere in such a waveband. They are unique in
astronomy containing more than 1000 spectral lines (Carilli et al. 1998) of interstellar
and circumstellar molecules as well as the thermal continuum spectrum of cold dust at
temperatures of 3-100 K (Taylor et al. 1998). | 'Besides, they promise to yield a new
view upon the Universe we live in, almost certainly shedding light upon many of the
outstanding questions in modern astronomy. They are the only bands in the
electromagnetic spectrum which allow studying cold gas and dust in space. Single
dish submillimeter telescopes were built after 1980s. The Submillimeter Array
(SMA; Ho et al. 2004) is the world's first dedicated submillimeter interferometer
exploring one of astronomy's last frontiers at a site at the summit of Mauna Kea in
Hawaii. The aim of the SMA is to use interferometric techniques to observe
millimeter and submillimeter wavebands (its wavelength ranges from 0.3 to 1.7
millimeter at frequencies from 180 GHz to 900 GHz) with higher angular resolution.

For a ground-based interferometer operating at millimeter and submillimeter
wavelengths, ambient atmospheric water vapor will absorb (block) incoming radio
waves. At low elevations, where more water vapor resides, the atmosphere is very
opaque at submillimeter wavelengths. The abundant water vapor absorbs a lot of
incoming submillimeter light before they can reach the antenna. As a result,
observations in the millimeter and submillimeter range are strongly affected by
fluctuations in distribution of tropospheric water vapor (Tatarskii 1961). Such
variations can cause interferometric image to quiver or to be unstable because the

arrival of radio light is affected by the changing index of refraction along its path of



sight through the atmosphere.

Correction of the atmospheric phase fluctuations due to the spatial and temporal
variations of the water vapor content in the troposphere is of great importance in radio
interferometry, especially in the millimeter and submillimeter wavebands. Even for
the observations using the SMA, which is located at the top of Mauna Kea that is one
of the best observing sites in the world, phase fluctuations can be seen very often.
The water vapor induced phase errors should be removed or calibrated before
constructing the interference. Measurements of the water vapor content are very
important, but the water vapor is poorly mixed in the atmosphere, and the total
column density of the water vapor cannot be accurately sensed from surface
meteorological measurements. In addition, higher operating frequency will lead to
more phase fluctuations. Several kinds of conventional techniques have been
proposed for reducing tropospheric phase noise. They are fast switching phase
calibration, paired array phase calibration, radiometric phase calibration, and so on
(Carilli and Holdaway 1999).

The ALMA, the largest ground based and astronomical observational facility ever
built, is currently under construction in the Chajnantor area in the Atacama Desert in
northern Chile. The ALMA is deéigned to cover the wavelength range from 0.3 mm
to 9 mm (almost the same as the SMA) with the ability to provide images at an
angular resolution of 0.01 arcsec. Iil"he ACA 1s Heéigned to improve the short

baseline coverage of the ALMA, t_aspécial'l'y for observations of extended and large

scale structures at submillimeter wavelength (Fig.l.l_).'

Figure 1.1 Artist's conception of the ALMA antennas in a compact configuration. Image
courtesy of NRAO/AUT and ESO. The ACA is at the bottom-right corner of
the figure.



Asaki et al. (2005) conducted a series of simulations of a phase calibration scheme
for the ACA using water vapor radiometers (WVRs). In the proposed scheme, the
WVRs that measure the tropospheric water vapor content are attached to the 12-m
antennas at the four corners of the array. The interferometric phase change due to
the tropospheric water vapor variations aloft is transferred into the excess path length
of the arriving radio waves. The excess path length is fitted to a simple
two-dimensional slope using WVR measurements. Then the phases of the antennas
inside the reference rectangle can be compensated and calibrated. Note that under a
compact configuration, the fast switching phase calibration will not work effectively
(Holdaway 2004).

To confirm this simulation study and discuss further, we performed the proposed
phase calibration scheme for the ACA using the SMA datasets. Here we present
observations with the SMA at 230 GHz, analyze the datasets under the proposed
scheme, and discuss the results of the corrected phase variations. Our experiment is
to clarify how eftfectively the proposed compensation scheme works in the conditions
of the real atmosphere. We construct a reference triangle composed of three
antennas, and make a flat phase plane with observing a point source. The phase of
antennas inside the reference triangle can be interpolated, while the phase of antennas
outside can be extrapolated. Then we compare the observed phases and the
predicted phases of the point source. | Standard deviations for the observed and the
subtracted phases are compared. Temporal structure functions for the observed and

the subtracted phases are used to evaluate how stable the fluctuations are.



Chapter 2
Theory

2.1 Basic Principle of Millimeter and

Submillimeter Interferometry

2.1.1 Electromagnetic Waves from Astronomical Sources

Away from our Earth, vast numbers of various astronomical sources emit
electromagnetic waves. The electromagnetic waves propagate through space with
obeying the well-known Maxwell’s equations. Some of the waves travel toward our
Earth, and reach to our sensing device—antennas for submillimeter and millimeter
astronomy. The arrived waves, or in other words signals, yield electric currents in
the antennas, and give us information about the electromagnetic fields at the

astronomical sources.

2.1.2  Two-Element Interferometer

To obtain the detailed spatial distributions of the astronomical sources, the size an
antenna is needed to be large. However, the size of an antenna cannot be too large
due to the technical and budgetary problems. To avoid these problems,
interferometry was invented. Much of the early works in interferometric imaging
were done by radio astronomers. The signals from two radio antennas were added
electronically to produce interference.  Later interferometers included a variable

delay between one of the antennas and the correlator as shown in Figure 2.1.
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Figure 2.1 The simple diagram of the two-element Michelson interferometer. The path

delay t, is compensated by the delay circuit.

We define the response of the interferometer as the complex visibility, V(u,v), and
the sky brightness distribution as B(x,)). The spatial coherence function can be

expressed as follows:
V(u,v)= IB(x, )e? T dxdy (2.1)

Equation (2.1) demonstrates the Fourier Transform relationship between B(x,y) and
V(u,v). Interferometric observations, therefore, measure the Fourier transformed
source brightness distribution at a particular spatial frequency due to the limited
numbers of antennas. The spatial frequency is given by the baseline vector of two
antennas, projected onto the uv-plane.

The schematic diagram depicted in Figure 2.2 shows the source plane, the uv-plane,
and the celestial sphere. The Fourier transform of the source distribution is
measured in this uv-plane. According to the theory of Fourier transform, a source
with an angular extent of x has a largest spatial frequency of u proportional to 1/x.
Thus, if a source exhibits fringes in the spatial frequency of u, the source must have
an angular size less than x. If we need to observe an object with a large-scale

structure, we need a compact array with short baselines.



radio source

Figure 2.2 The geometric relationship between a radio source and the uv-plane, depicted in
relation to the celestial sphere. The components of the offsets to the source

center is expressed as x and y.

2.2 Mean Tropospheric Effect on Interferometric

Phase

2.2.1 Water Vapor Induces Phase Variation

The neutral media between astronomical sources and our Earth often have profound
effects on radiation fields traversing them. Propagation of radio waves through the
Earth’s neutral atmosphere causes a fluctuation of the phase due to refraction within
the medium. These effects can be analyzed in terms of geometric optics. They are
the change of the propagating velocity and the deflection of the radio signals.

In the troposphere, which is the lowest layer of the atmosphere, the temperature
begins to decrease from the Earth’s surface at a lapse rate of 6.5 K km™ until it

reaches about 218 K at an altitude of approximately 7 to 11 km. Within the neutral



atmosphere, the propagation of radio waves is most affected by the troposphere. The
phase fluctuations in radio interferometers at centimeter, millimeter, and
submillimeter wavelengths are caused predominantly by fluctuations in the
distribution of water vapor. Uncertainties of water vapor content limit the accuracy
of interferometric angular resolution especially at millimeter and submillimeter
wavebands. Furthermore, the water vapor is poorly mixed and inhomogeneously
distributed in the atmosphere, such as clouds or fog, and the content of the water

vapor cannot be accurately sensed from ground-based meteorological measurements.

2.2.2  Excess Path Length and Refractivity

Differences in the refractive index of the atmosphere along the line-of-sight from the
different antennas to a radio source cause phase changes (Thompson et al. 2001).
Let us consider an electromagnetic wave propagating along the y direction in a

uniform dissipative dielectric medium. ' The wave equation can be represented as
E(y,1) =E, ™™, 2.2)

where Ej is the electric field amplitude, n describes the complex index of refraction,
and £ is the propagation constant in free space, equal to 2zv/c, where c is the speed of
light. Assume that the effect of the difference in physical length between the actual
wave path and the straight-line path is negligible and the source is in the far-field of
the antennas, where the antenna primary beam pattern is essentially independent of
the distance from the source.

The difference between the time to penetrate through a medium with index of

refraction n(y) and the time required to traverse the same distance in free space is
1

At =— j (n—1)dy. (2.3)
c

In most radio astronomical studies, the excess path length L is defined as cA¢,

L=10" j NO)dy, (2.4)



where N is the refractivity, defined by N=10°(n—1). The excess path length is used
extensively in millimeter radio astronomy.

The refractivity of moist air can be approximated by the Smith-Weintraub equation
(Smith 1953)

N=77.622 16482 +3776x10° L, (2.5)
T T T

where T is the temperature in Kelvin, pp and py are the partial pressures of the dry air
and the water vapor in millibars (1 mb = 1 hPa = 100 N/m?), respectively.

According to the ideal gas law, the refractivity can be written in terms of gas

density
RT
p=t. (2.6)

where p and p are the partial pressure and mass density of the constituent gas, R is
the universal gas constant, and M is the molecular mass. The air is a mixture of the
dry and wet components. The equation of state of these two components are
Pp=ppoRT/M, and p, = p,RT /M, , where p, and p, are the mass densities
of the dry air and water vapor, respectively. The molecular mass for the dry air in
the troposphere is Mp = 28.96 g mol™ and that for water vapor is M, = 18.02 g mol™".
According to the Dalton’s law, the total pressure p is the sum of all the partial
pressures, and the total density p, is the sum of the densities of dry air and water

vapor. The total pressure p can therefore be replaced by p and written as

RT
p= Pr ,
MT
where
1 1 B
MT:{—&+—&} . (2.7)
M, pr M, p;

Substituting Eq.(2.6) and the equation p, = p, — p, into Eq.(2.5) yields



N =0.2228p, +0.076p, + 1742%, (2.8)

where p, and p, arein g m™. Since the second term on the right-hand side of
Eq.(2.8) is small with respect to the third term, it can be combined with the third term
under the condition of T =280 K,

0.076x 280,

N =0.2228p, + + 1742% ~0.2228p, + 1764% =N,+N,. (2.9

The refractivity can be divided into the contribution of the dry and wet refractivities,
which are defined as Np and Ny, respectively.

The equation below describes an air parcel in static equilibrium between pressure

and gravity

dp

@& , 2.10
dh Prg (2.10)

where g is the acceleration due to gravity, approximately equal to 980 cm s?, and A is
the height above the Earth’s surface. The equation of hydrostatic equilibrium for the
atmosphere can be applied to a high degree of accuracy (Humphreys 1940). Using
the ideal gas law, Eq(2.6), we integrate Eq.(2.10) with assuming an isothermal
atmosphere and a constant mixing ratio.  The solution can be written as
o, ()= p,(0)e™™"'*" " This is an exponential function with a scale height of RT/Mg
= 8.5 km for 290 K, which is close to the observed scale height. The surface
pressure can be obtained by integrating Eq.(2.10) as follows, assuming g to be

constant with height:
B =g p(h)dh. (2.11)
From Eq.(2.4), (2.9), and (2.11), the dry excess path length in zenith direction is

77.6R
gM,,

L, =107 | N,dh =( jPO =0.228P,. (2.12)

The excess path length in centimeter due to the dry component of refractivity (Lp)



does not depend on the height distribution of total density or temperature, but only on
the surface pressure Py, under the conditions of hydrostatic equilibrium in the
assumed isothermal atmosphere.

Water vapor is not well mixed in the atmosphere and therefore is not well correlated
with ground-based meteorological parameters (Reber and Swope 1972). On average,

water vapor density has an exponential distribution

py(h) = p, (0)e e (2.13)

with a scale height of 2 km. From Eq.(2.6), the relation between the partial pressure

and the density of water vapor can be expressed as

M, p,

=—" 2.14
Py RT ( )

where M, =18.02 g mol™ and R = 8314 J mol™ K'l, thus A}i’” ~ 217 and therefore

217 ;
py ==L [gm?). (2.15)
T
The partial pressure of water vapor, pys, for saturated air at temperature 7, can be
obtained from the Clausius-Clapeyron equation (Hess 1959) to an accuracy of better

than 1% within the temperature range 240-310 K by the formula

-53
pVS:6.11[2L73j ST ), (2.16)

Note that py/pys 1s the relative humidity (Crane 1976). Eq.(2.16) represents the
partial pressure of water vapor at temperature T. Compared to the other gases in the
air, water may easily condensate. The water vapor pressure is in general very low
compared to the air pressure in a mixture. Common values for the vapor pressure
are between 5 to 30 mb. The component of the path length resulting primarily from

water vapor is

10



L, =1763x10 [ 21 g, (2.17)
o T(h)

We assume that the atmosphere is isothermal and that py decreases exponentially with

a scale height of 2 km,
py(h) = p,(0)e e (2.18)

and

RT 5 [km].

Mg

then from Egs.(2.15) and (2.17)

L, =7.6x10* 22 [em, 2.19
V

TZ

where pyy is the partial pressure of water vapor at the surface of the earth. We

denote the precipitable water vapor density as

W= ij‘” p,(hdh (2.20)
Py *°

where p, is the density of water, 10° g m™. Suppose that the atmosphere is

isothermal at 280 K in Eq.(2.17)

L, =63w. (2.21)

This widely used formula is an excellent approximation for frequencies below 100
GHz. In the operating wavebands above 100 GHz, the ratio Ly/w can increase from

6.3 to about 8 (Fig.2.3).
The total zenith excess path length through the atmosphere is L~L,+L, in

centimeter, which from Eqs.(2.12) and (2.21) is

L ~0.228F, +6.3w, (2.22)

11
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Figure 2.3 The excess path length due to water vapor per unit column density versus

frequency, from formulas by Liebe (1989) (Sutton and Hueckstaedt 1996).

where Py is in millibars, and w is in| centimeters. Equation (2.22) shows that the
excess path length L depends on the meteorological condition and is reasonable for
estimation purposes. However, it is usually not accurate enough to predict the path
length of a wavelength at millimeter and at submillimeter wavelengths. Table 3.1
shows two different meteorological conditions for estimation purposes. More

precipitable water vapor can cause longer excess path length.

Table 2.1 Two different physical conditions for estimation purposes. More precipitable

water vapor density leads to longer excess path length due to water vapor.

Meteorological Parameter Case | Case II
Temperature (K) 303 258
Relative Humidity (%) 80 50
Pyo(mb) 34 1.0
pvo(g/m?) 24 0.8

w (cm) 4.9 0.15
Ly(cm) 28 1.1

12



2.3 Phase Change in the Atmosphere

We use a simple model (McKinnon 1988) to present the phase change in the process
of radio wave propagation in the neutral atmosphere, troposphere. Let the
atmosphere above the interferometer be flat, as opposed to be curved in the reality,
with a uniform thickness /# and the water vapor layer above one antenna have
thickness w,, and the water vapor layer above the other antenna have thickness w,,.
To carry out the radio wave propagating through the atmosphere, we use the Equation
(2.2)

E(y,1) = E,e™ 7™, (2.23)

where k is in general complex (kK = 2zv/c). For waves propagating along the y
direction in a dissipative medium (non-dispersive), which is a poor conductor
(Jackson 1998), k can be expressed as

k2 e +idriol |2 (2.24)
C

cyvée

Substituting this term for £ into Eq.(2.23), the equation can be rewritten as follows

47r20y1\/£ 22 ([ —et)

E(y,N=Ee Ve ¢ (2.25)
The phase of the propagating wave in the equation above is
2nv
¢ = ny —2mvt, (2.26)
c

since the medium index of the refraction is n =,/ u¢ .
After the wave propagates through atmosphere, the phase of the radio wave arriving

at each antenna becomes

P, =%[(h —wm)+ nwm]—27zvt, (2.27)
c

13
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Figure 2.4 Schematic diagram of water vapor induced excess path length and phase
difference between two connected element antennas. It shows that the
interferometric phases change more as radio wave propagating through more

water vapor fluctuations.

b =2 [(h=w )+ nw |- 27u | (2.28)
C

where n is now the refractive index of water vapor and the refractive index of air is
assumed to be unitary, and ¢, and ¢, are the two phases for each antenna (Fig.2.4).

The phase delay between the two antennas is therefore

n

Ap =, = b, = o, = w,) = (v, =, )] .28)

If D is the difference in signal path length above the two connected antennas, then

w=w,—w, and
w —6 w
A¢=27sz(n—1)/c=271(n—1)><z=27z'><10 XN x—, (2.29)

where we have introduced the refractivity N, defined by N = 10°%(n—1). In terms of

excess path length L, the equation can be expressed as

14



Table 2.2 Theoretical calculation at 230 GHz of the two days on the summit of Mauna Kea.

Time of Observation PWYV (mm) Phase Difference (degree)
Thu Aug 26, 2004 (10 HST) MKWC 1.0 30°
Tue Sep 07, 2004 (17 HST) MKWC 5.0 152°
A
L:ﬂx—¢:lO’6xN><w. (2.30)
2

The equation above illustrates the effect of the atmosphere on phase delay. The real
atmosphere is turbulent, and water vapor is not uniformly distributed in the
troposphere. According to the Equation (2.29), the phase delay increases with the
water vapor content and the frequency of the incident radio wave. As our operating
frequency is getting higher, water vapor for phase fluctuations affects more. In the
case of the SMA observing at 230 GHz (wavelength = 1.3 mm), the difference of the
phase under different weather conditions can be roughly calculated as listed in Table
3.2. Therefore it is necessary to develop a suitable strategy to compensate the
tropospheric phase fluctuations due to, water vapor for millimeter and submillimeter

interferometers with higher and higher frequencies.

15



Chapter 3
Measurements and Data Reduction

The purpose of the experiment is to investigate the proposed phase compensation
method for the ACA using the SMA on Mauna Kea. The reasons of using the SMA
for this experiment are that the SMA is an interferometer operating at submillimeter
wavelengths, which is the same as the ACA, and that the antenna configuration of the
array is applicable for this experiment. The ACA uses WVRs for the phase
compensation, but for this experiment using the SMA, we observed strong point

sources to measure the phase directly.

3.1 Measurements

3.1.1 The Submillimeter Array (SMA)

The SMA has been constructed at the foot of Pu'u Poli'ahu at 4080 m above sea level
at the summit of Mauna Kea, Hawaii, U.S.A. (Fig. 3.1) as a collaborative project of
between the Smithsonian Astrophysical Observatory (SAO) and the Academia Sinica
Institute of Astronomy & Astrophysics (ASIAA). Figure 3.2 shows all antennas of
the SMA. Eight 6-m radio antennas comprise the array with currently working
receiver bands at 230, 345, and 690 GHz. Each element can observe with two
receivers simultaneously, with two sidebands and a 2 GHz bandwidth each. The
array will have 8 receiver bands covering the frequency range of 180-900 GHz. The
SMA can achieve angular resolutions down to about 0.5 arcsecond at 200 GHz and,
eventually at highest, 0.1 arcsecond at 850 GHz, providing at least 60 times sharper
images than those the existing submillimeter-wave single-dish telescopes (such as the
Caltech Submillimeter Observatory [CSO], the James Clerk Maxwell Telescope
[JCMT] and the Atacama Submillimeter Telescope Experiment [ASTE]) can provide.
Observations conducted on the SMA are to study stars and planets formations, stellar

evolutions, the center of our Galaxy and nearby galaxies, early universe, and so on.
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Figure 3.1 Locations of summit facilities. of the Mauna Kea observatories. The SMA is
located in the red dotted rectangle (courtesy of Institute for Astronomy of

University of Hawaii).

Figure 3.2 All 8 antennas of the SMA observing during the SMA dedication, November
22nd 2004 (Ho et al. 2004)
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Figure 3.3 Three different precipitable water vapor (PWV), 1 mm, 2 mm, and 5 mm, with

different atmospheric transmission (Wiedner 1998).

The emissions at submillimeter and millimeter wavelengths from astronomical
sources are partially absorbed by water vapor in the Earth's atmosphere. At sea level,
little submillimeter radiation reaches the Earth's surface, and therefore ground-based
astronomical observations at submillimeter and millimeter wavebands are very
difficult. By building the SMA on a high and dry site, the radiation can be detected
and measured through the atmospheric window (Wiedner 1998). The atmospheric

transmission spectrum on Mauna Kea is in Figure 3.3.

3.1.2 Measurements

The measurements were carried out on August 26, 2004 and September 7, 2004
using all eight antennas. The antenna configuration is depicted in Figure 3.4. The

shortest and longest baselines are 11.60038 meters (antenna 1 to antenna 8) and
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179.2118 meters (antenna 4 to antenna 6), respectively. The measurements were
performed at 240.0 GHz for the August 26, 2004 measurement and 230.5 GHz for the
September 7, 2004 measurement. The data were stored in the SMA archive
directories 040826 01:23:23/ and 040907 05:22:09/. Hereafter we call the former
dataset as “040826” and the latter “040907”. We observed B1921-293 (J1924-291)
in both days for 1.1567 and 0.469 hours, respectively, with the integration time for
one data point of 5.16 seconds.

B1921-293 (OV-236) is a southern bright quasar with a 17.5 V-magnitude. At a
redshift of 0.352 (Wills and Wills 1981), B1921-293 is one of the closest members of
its class. It is one of the strongest and the compact extragalactic radio source known,
which makes it a prime candidate for high-resolution VLBI observations. B1921-
293, together with 3C273B and 3C279, is currently among the brightest extragalactic
sources in the sky at millimeter wavelengths (Tornikoski et al, 1996). The flux at
230 GHz around our observation periods was about 6 Jy. We summarize the basic
information of B1921-293 in Table 3.1.

X3
X5
X
X4 !
X 8
\

X1

X 2

Figure 3.4 Configuration of all eight antennas of the observation for the data reduction,

antenna 1 to antenna 8. The length of each side of the rectangle is 10 meters.
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Table 3.1 Profile of B1921-293.

right ascension declination 230GHz optical .
Name other name (J2000) (J2000) flux density 1D redshift
J1924-291, 19 h 24 m -29°14'
B1921-293 OV-236 51.0559 30.120" 6Jy quasar 0.352

3.2 Data Reduction

3.2.1 Calibration

We reduced the data using the OVRO software MIR adopted for the SMA. The
observed target B1921-293 is assumed to be a point source. The data were calibrated
based on the antenna-base calibration. We confirmed that all the results did not
change with the reference antennas in the antenna-base calibration. Note that since
the geometrical (baseline) delay is taken into account at the correlation process (at the
SMA backend), we do not need to consider the effect of the antenna altitude.

3.2.2 Construction of Phase Screen

Consider a reference triangle composed of three antennas. A plane of phase or
phase screen through these three antennas can be constructed at each integration (data
point). We therefore compute the function of this phase screen at each integration
using antennas located at the outer periphery of the antenna configuration as reference
antennas. There are always several antennas inside and/or outside this reference
triangle (Fig. 3.5). Using the phase screens, interpolations and extrapolations are
conducted to predict the phase at each antenna position inside or outside the reference
antennas, respectively. We then compare the observed phases with our interpolated
and extrapolated phases.

We have seven different configurations of reference triangles to interpolate and extrapolate
our phases of antennas inside and outside the triangle, respectively. The configurations of

all reference triangles we calculated are summarized in Table 3.3.
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Table 3.2 Configurations of reference triangles and the interpolate and extrapolate antennas
inside and outside the triangle. The cross in this table means no antenna is

inside the reference triangle to do interpolation under that configuration.

Datasets

Configurations

040826 040907
Reference Interpolation Extrapolation Interpolation Extrapolation
Antennas Antenna(s) Antennas Antenna(s) Antennas
[2, 3, 6] 1,8 4,5,7 1, 4,5,7
[2,4, 5] X 1,3,6,7,8 x 1,3,6,7
[2, 4, 6] 1,8 3,5,7 1 3,5,7
[2,4,7] 1,8 3,5,6 1 3,5,6
[2,5, 6] 1,7,8 3,4 1,7 3,4
[3, 4, 6] 8 1,2,5,7 X 1,2,5,7
[4, 5, 6] 8 1,2,3,7 X 1,2,3,7
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Chapter 4
Results

4.1 Comparisons between Observed, Interpolated,

Extrapolated, and Residual Phase Fluctuations

First, we show the phase fluctuation plots of observed data after the antenna-base
gain calibration, and the interpolated or extrapolated data estimated from the reference
triangle for each antenna in Figure 4.1 and 4.2. Figure 4.1 is the plots for the dataset
040826 with the antenna-base gain calibration referring the antenna 2, and with the
reference triangle [2, 3, 6] for the interpolation/extrapolation of the phase. Figure
4.2 is the plots for the dataset 040907 with the antenna-based gain calibration
referring the antenna 2, and with/ the reference triangle [2, 3, 6] for the
interpolation/extrapolation of the phase. = We overplotted the subtracted (residual)

phase fluctuation plots in the same figures, which are calculated as follows:
[subtracted(residual) phase] = [observed antenna-base gain calibrated phase]

— [interpolated or extrapolated phase]. (4.1)

The subtracted phase tells us how much difference between the observed and our
estimated interpolated or extrapolated phase is, namely how effective our phase
correction is. In these figures, the plotted curve in green, blue, and red are the
observed phases, interpolated or extrapolated phases and residual (subtracted) phases,
respectively.

To evaluate the effectiveness of the phase correction quantitatively, we calculate the
standard deviation of our observed, interpolated/extrapolated, and subtracted phase
fluctuations, and shown in Figure 4.1 and 4.2. It appears that the interpolations lead
to a smaller standard deviation of residual phases, while the extrapolations do not
always improve the phase fluctuation.

Phase correction can not work effectively with too large phase fluctuations in either
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interpolation or extrapolation. We find out that the main reason of this failure is

because of the 2m ambiguity of the phases. The interferometer can measure the

phase only within £m, so if the phase fluctuates largely, the phases wrap within =+,

and it is difficult to recover the real phase fluctuations larger than +m.
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The time series plots of the phase from dataset 040826 between the integration
number 2321-3128. The green curves show the observed antenna-base gain
calibrated data, the blue curves show the interpolated or extrapolated data, and
the red curves trace the subtracted data between the observed and modeled
(interpolated/extrapolated) phases. S.D. means the standard deviation values
for phase fluctuation over the integration time of the observation. The
interpolated calculations always have more satisfied results, while the
extrapolation calculations do not always have. (a) The interpolation results of
the reference triangle [2, 3, 6] for the antennas 1 and 8. (b) The extrapolation

results of the reference triangle [2, 3, 6] for the antennas 4, 5, and 7.
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Figure 4.2 The time series plots of the phase from dataset.040907 between the integration
number 140-467. Other information is the same as in Figure 6.2. (a) The
interpolation results of the! reference triangle [2, 3, 6] for the antenna 1. (b)
The extrapolation results'of the reference triangle [2, 3, 6] for the antennas 4, 5,
and 7.

It is interesting to note that observed phases of dataset 040826 are more stable than
dataset 040907, and the former one have more satisfied phase correction results. In
addition, even within one dataset, phase fluctuation and the degree of phase correction
changes drastically. For example, in the dataset 040826, the phase fluctuation and
the subtracted phase changes a lot between the integration 2321-2799 and 2800-3128;
the standard deviation of phase fluctuation improved a bit for the former case, but
improved a lot for the latter case (Fig.4.1). Hereafter we separate each dataset into
two integrations and they are shown in Table 4.1. We divided our two datasets into
early and later parts. The foreparts of ‘040826’ and ‘040907’ are the integration
numbers of 2321-2799 and 140-199, which have larger variations on phase than the
later parts of 2800-3128 and 200-467.
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Table 4.1 The two datasets are divided via their observed phase variations.

Integration Period 040826 040907
Early Part 2321-2799 140-199
Later Part 2800-3128 200-467

4.2 Re-Define the Phase: Phase Refers to the

Center of the Reference Triangle

The improvement of the phase, however, depends on the reference antenna of the
antenna-based gain calibration. If the interpolated antenna is close to the reference
antenna, the improvement of the phase is small, but if the interpolated antenna is far in
spatial distance from the reference antenna, the improvement of the phase is large.
In addition, the final results, namely the residual phase fluctuations, do not change
with the reference antenna. In Figure 4.3, we show examples of observed and
subtracted phases for different reference antennas. = As can be seen, in case of the
interpolation scheme (Fig. 4.3a) subtracted phases improve in all the three reference
antenna cases, but the degree of improvements depends on the reference antennas.
In case of the extrapolation scheme (Fig. 4.3b), on the other hand, subtracted phases
improve in some reference antenna cases, but some do not.

To evaluate the effectiveness of the phase correction more quantitatively, we
re-define the phase to that refers to the center of the reference triangle. In Figure 4.4,
we show the schematic diagram of the relations. First, we define p as the distance
from the center of the reference triangle to our interpolated/extrapolated antennas.
The centroid coordinate of the reference triangle is assigned as the center of the
reference triangle C. Second, we define the phase reference at the center of the
reference triangle. This is because, as mentioned above, the phase derived using
antenna-base phase calibration depends on the reference antenna, and therefore

difficult to evaluate the improvement of the phase due to the correction.
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The denoted spatial length p are the distance from the center of the reference

array C to the interpolated/extrapolated antennas. The subscript “inter” and

“extra” are corresponding to the distance of the interpolated and extrapolated

antennas from C.
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Figure 4.5 The simple diagram of the phase conversion from (a) the observed phase to (b)
the real phase. The three antennas 1, 2, and 3 are located at the corner of the
triangle configuration. . The reference antenna for the antenna-base phase
calibration, r, and the target antenna for correcting the phase, t, are also shown in

the plots.

Consider a reference triangle composed of three antennas and the detected phases
after the antenna-base phase calibration of these three antennas using the reference
antenna r, which can be expressed as ¢,,, ¢, , and ¢, in Figure 4.5a. Since all
these phases are measured relative to the phase of the reference antenna r, the
observed signals can be written as

¢, =494, (4.2)
b, =4 -9, (4.3)
¢, =09, (4.4)

where ¢ and ¢, ¢,, ¢ are the actual phases at the reference antenna r and the
three antennas of our reference triangle, respectively. We then consider the phase for

the interpolated or extrapolated antenna t. The actual and the observed phases for
antenna t can be expressed as ¢ and ¢ . The phases for the relation between ¢,
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and ¢, can be written as,

b =99, (4-5)

Now, we redefine the phase, which is, not measure from the reference antenna r,
but from the center of the triangle (see Fig. 4.5b). First, we define ¢ as

¢ = (4,44, +6,)3=(4+4,+4)3— 4. (4.6)

We can consider this phase as the phase of the center of the triangle relative to the
reference antenna r. If we subtract the phase ¢ from other phases, these phases
will be the phases refer to the center of the triangle. If we derive the phase of

antenna t relative to the center of the reference triangle, the phase can be rewritten as

b —9=0-0.-¢ (4.7)

If we substitute ¢ in Eq.(4.6) into this equation, the equation can be written as

b,—0=0-0 - +6,+6)3-4] (4.8)

= ¢ (414,103 (4.9)
The final form of this equation does not include the phase of the reference antenna ¢,

and only depends on the real phase of the target antenna ¢ relative to the real phase
of the center of the triangle, (4 +¢,+4,)/3.
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4.3 Comparison between Real and Subtracted

Phase Fluctuations

We then compare the relationship between the spatial length to the center of
reference triangle and the corrected phase fluctuations, which is depicted in Figure 4.6
to Figure 4.9. We separated the interpolated and extrapolated antennas, and also
separated the large and small phase fluctuation data for each dataset (see Table 4.1).
All the real phase fluctuations before the phase correction increase with the distance
from the center of the reference triangle. The corrected (subtracted) phase, on the
other hand, shows different behavior between the interpolated and extrapolated data.

The interpolated data show improvement in phase fluctuation, especially for the
longer distance offset antennas. It seems that the phase correction efficiency
depends mainly on center distance offset. Exception for this result is the first data
(integration number of 140-199) of the dataset 040907 (Fig. 4.8a; see also Fig. 4.2a),
which is largely affected by the 2w ambiguity. It is interesting to note that the data
with more stable phase condition, the residual phase fluctuations get smaller.

The extrapolated data, on the other hand, show no improvement or often gets worse
in phase fluctuation. Generally, the phase fluctuation increases with the distance
from the center of the reference triangle. There is, however, a steep rise at the spatial
length p around 60 meters and drop rapidly at longer p in all the subtracted phases of
the extrapolation results (see Figs. 4.6b, 4.7b, 4.8b, and 4.9b). These data points are
the extrapolated phases of antennas 2, 3, and 5 from reference triangle [2, 4, 6], [2, 4,
7] and [3, 4, 6]. We will discuss this later in Chapter 5.
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(a) Interpolation results for time integration 2321-2799 of dataset
(b) Extrapolation results for time integration 2321-2799 of dataset



(a) (b)

25 50
Real Phase 45 Real Phase
S 23 Linear Fit ) Linear Fit
ﬁ y = 0.0694x + 16.239 & 40 py=0.118x+15.292
S 21t PO <
g t S35t
S 19 | i =
H 5301
a a
s 17} T 25t
E } t E
§15 1 £20
7] 9] L
% 1a | 2 15
7] @
£ S0t
11 &l
9 . . . . . 0 . . . . . .
0 10 20 30 40 50 0 20 40 60 80 100 120 140
Distance to Center of Reference Triangle (m) Distance to Center of Reference Triangle (m)
25 50
Subtracted Phase 45 | Subtracted Phase
S 23 [Linear Fit s Linear Fit
s 5y Y7 00158+ 16913 2 40 |y =0.0801x + 19.312 } i
1| T
S i 535 |
B9l K}
g 19 3 i St
a
5 17— Y { S5t
8 <4
k=] L
§15 } i { i g2
n { N 15 |
13 )
g 810
ot e ol
9 . . . . . 0 . . . . . .
0 10 20 30 40 50 0 20 40 60 80 100 120 140
Distance to Center of Reference Triangle (m) Distance to Center of Reference Triangle (m)
25 50
+ Real Phase + Real Phase
% 23 = Subtracted Phase A45 [ = Subtracted Phase
g/ — - Real Phase § 40 + — -Real Phase . N
< 21 r— - subtracted Phase . » T — - Subtracted Phase
2 - : —— S 21 a
R R - b S0l
a) == 3
217 o e==Z " ) = ot
8 . O 5
515 H . = . 220y
o ] i
213} i & 15
g 810 f
o1t o
5 Il
9 * * * ; : 0 . . . . . .

0 10 20 30 40 50
Distance to Center of Reference Triangle (m)

o

20 40 60 80 100 120 140
Distance to Center of Reference Triangle (m)
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Figure 4.8 The same plots as in figure 4.6, but (a) interpolation results for time integration

140-199 of dataset 040907, and (b) extrapolation results for time integration
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4.4 Comparisons of RMS Phase with Temporal

Structure Function

To evaluate the time variation of phase quantitatively, the temporal structure

function is often used. Here, we define the temporal structure function @, (T) as

o, (T)= ([0(t+T)-0()f ), (4.10)

where T is the characteristic integration time interval, and d)(t) is the phase at

integration time 7. The angle bracket “( )” means the time ensemble. We denote

$.m as the root mean square (rms) of the temporal structure function Jp,. We can
compare ¢ of the real phase with ¢__ ofthe interpolated/extrapolated phases as a
function of integration time intervals. Figures 4.10 and 4.11 show the relation of
root mean square temporal structure function of the real and residual phase.

The plots show that ¢ __ rises with time interval T to a maximum value, and tend
to be flat at this maximum value.| If the maximum wvalue for the subtracted phase
gets lower than the real phase, the temporal structure function plots tell that the phase
correction worked well. Indeed, in Figure 4.11, the interpolation scheme works most
of the time, while the extrapolation scheme does not work well like the interpolation
scheme. The extrapolation scheme sometimes works in short distances, but does not
work in long distances. The effectiveness of the interpolation and extrapolation
schemes is shown in Table 4.2.

The plots of the relation between the distance from the center of the reference
triangle and the rms phase (J/p,) with the different integration time interval are
presented in Figures 4.12 and 4.13. Blue, pink, and green dots in the figures are 2,
10, and 20 integration time intervals, respectively. In all the integration time interval
cases, longer integration time intervals tend to show larger phase fluctuation. In the
case of the integration time interval of 2, the rms phase does not increase much with
the spatial length p. The phases for the integration time interval more than 10
integrations, however, rise significantly with the spatial length p. Again, the phase

variations have a sharply rise at the spatial length p around 60 meters.
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Figure 4.10 The root mean square temporal structure function of the real and subtracted
phase from dataset 040826. (a) The interpolation results of the reference
triangle [2, 4, 7] and [2, 5, 6] for antennas 8 and 7, respectively. (b) The
extrapolation results of the reference triangle [2, 4, 7] and [2, 4, 6] for antennas

3 and 5, respectively.
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3, 6] and [2, 5, 6] for antennas 1 and 7, respectively.

Figure 4.11
(a) The interpolation results of the reference triangle [2,

(b) The extrapolation
results of the reference triangle [2, 4, 7] and [2, 4, 6] for antennas 3 and 5,

respectively.
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Table 4.2 Effectiveness of the interpolation and extrapolation schemes

(@) Interpolation comparison of standard deviation for the real and subtracted phases.

Distance offset p (m) Real phase rms (deg) Subtracted phase rms (deg)
10.78813 47.74483 39.3843
29.17451 44.83473 39.3019
40.26273 47.74483 39.1590
42.84865 51.33642 24.5918
49.53231 47.74483 45.4089

(b) Extrapolation comparison of standard deviation for the real and subtracted phases.

Distance offset p (m) Real phase rms (deg) Subtracted phase rms (deg)

29.91766 79.77232 75.0352

38.9961 128.7902 107.2451
39.90832 102.179 118.3359
42.99792 69.0018 121.3851
48.58575 81.00795 64.0123

55.46777 89.4308 122.849

55.99502 100.488 182.9942
56.45395 7871871 . 79.4144
57.56667 132.9996 134.451

59.06425 110.0124 128.4916
62.82648 74.95818 132.3584
63.63205 90.40502 102.2276
65.06253 110.583 146.6375
65.57583 101.5463 91.7562

67.17108 98.8503 125.987

78.29955 84.76246 100.5247
80.03234 81.13863 113.0428
82.4509 90.2943 148.3662
88.76965 128.323 108.1231
101.2208 81.86107 86.3214

110.6268 116.1609 122.9414
113.1465 108.3851 114.1335
128.3275 132.1032 154.5918
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Figure 4.12 The relation between the distance to the center of reference triangle and the rms

phase (\/5 ) with different integration time interval for the dataset 040826.

Blue, pink and green dots 'in the figures are 2, 10, and 20 integration time

intervals, respectively.
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(a) Real phase integration = 140-199 (b) Residual phase integration = 140-199
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Figure 4.13  The relation between the distance to the center of reference triangle and the rms
phase (\/5 4 ) with different integration time interval for the dataset 040907.

Blue, pink and green dots in the figures are 2, 10, and 20 integration time

intervals, respectively.
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Chapter 5
Discussion

This study is to determine the efficiency of the interpolation or extrapolation phase
compensation using phase screens for millimeter and submillimeter interferometer,
especially for the ACA in the ALMA. In the previous chapter, we showed that the
interpolation scheme outperforms the extrapolation one, suggesting that there is a

merit to manipulate the interpolated phase correction.

5.1 Interpolation and Extrapolation

The results of experiments show that the phase interpolation provides a better
estimation than the extrapolation approach. '@ Considering it mathematically, the
results of interpolation are calculated under the three boundary conditions of the three
antenna phases as a reference triangle, while the results of extrapolation are calculated
from the three initial conditions of the distribution of the phases. The difference
between these two schemes can be compared in Figure 5.1. The interpolated phases
are within confines of the reference antennas. The extrapolated phases are estimated
from the phases of the reference antennas without any confine to be a boundary
condition, therefore the extrapolation results deviate more than the interpolation
results due to more degree of freedom or more uncertainties.

Furthermore, the distortion of the wave front is caused by the variations of the
water vapor distribution in the troposphere that move across an interferometer. The
situation between the atmosphere and the interferometer is depicted in Figure 5.2.
Smaller scale water vapor “clumps” cause a smaller phase variations, and larger scale
“clumps” cause a larger phase variations. Since the interpolation scheme is
calculated within the separation of the reference antennas, the fluctuations of the
phase variation (i.e., the size distribution of the water vapor clumps) are small. It is
therefore possible to estimate a rough phase screen similar to the variation of phase,

and compensate the phase fluctuation well.
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Figure 5.1 The wavefront corrected by the fitted screen. The interpolation estimations

have three reference antennas being the “two-side” boundary condition, while

the extrapolation estimations only have “one-side” boundary condition.

On the other hand, since the extrapolation scheme is calculated without any outer

boundary condition, there is no limit on the size of the water vapor clumps, and

therefore resulted as a large variation of phase (larger the distance from the center of

the reference triangle, large the phase Variatibns).
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5.2 Extraordinary 60-meter Fluctuations

In usual cases, the phase fluctuation increases with the increase of the spatial length,
which is the distance from the center of the reference triangle to the interpolated or
extrapolated antennas. However, as is shown in Figures 4.6 to 4.9, the subtracted
phase of the extrapolation scheme suddenly goes up around the spatial length of 60
meters ( o = 60 meters ), much more than the general trend of the increase of the phase
fluctuation. Figures 4.12 and 4.13 show another estimation of the stability of the
phase, and the “60-meter phase fluctuation” can also be found easily in the residual
(subtracted) plots. Different data points for p of 60-meter is from the different
configurations of the reference triangles, and some follow the increasing trend, while
some do not.

The difference is the orientation (direction) of the center of the reference triangle to
the antennas. Depending on the orientation, the subtracted results can have entirely
different phase fluctuations. Figure 5.3 presents the configurations of the reference
triangles for two of those extraordinarily violent phase variation; antennas 2 and 3 in
the reference triangle [3, 4, 7] and [2, 4, 7]. The extraordinary 60-meter phase
fluctuation data all have similar orientation of p, which is almost along the
north-south direction. The meteorological parameters on these two days show that
the prevailing wind direction is either east or west (Figs. 5.4a and 5.4b ). These are
almost perpendicular to the orientation of p with extraordinary 60-meter fluctuations
on both days (Fig. 5.3). Note that in most cases at the summit of Mauna Kea, the
wind direction is either east or west (Fig. 5.5). We have a possible explanation for
this extraordinary phenomenon.

The time variations of the atmospheric phase are usually approximated by a “frozen
screen” model proposed by Taylor (1938) and Garratt (1992), in which the turbulence
as ‘frozen’ and assuming that a uniform wind is translating the air mass with water
vapor in scale height 2 km across the antennas (Léna et al. 1998). The physical
origin of the Taylor’s hypothesis is that the time scales involving development of
turbulence are much longer than the time taken for a turbulent field removed or
displaced by wind to pass across the aperture of a telescope or an interferometer. In
general case, the phase fluctuation in an interferometer can be explained by this effect
(Figure 5.6).

Since the wind direction and the orientation of p of the extrapolated antenna are
almost perpendicular, the “60-meter phase fluctuation” suggests that the extrapolation
of phase for direction perpendicular to the wind direction cannot be well modeled the

frozen flow with the phase screen phase correction method.
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Figure 5.3 Schematic diagram of the phase surface created by the reference antennas and the
distance from the center of the reference triangle to the extrapolated antenna (p).
The unit length of the grid is 10 meters. The black arrow in each diagram
shows an example of p of around 60 meters. The white arrow is the direction of
the prevailing wind. (a) The reference triangle is composed of antennas 2, 4,
and 7. The subtracted phase of the extrapolated antenna 3 rises extraordinarily.
(b) Another configuration of the reference triangle [3, 4, 7]. The antenna 2 has

an extraordinary rise of the subtracted phase.
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Figure 5.4 The meteorological parameters of (a) Aug. 26, 2004, and (b) Sep. 07, 2004 on
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Az Frequency of All Winds at JCMT in 1995

Figure 5.5 Azimuth wind direction frequency of all winds at the JCMT on the summit of
Mauna Kea in 1995.
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Figure 5.6 The schematic diagram of the “frozen screen” model. The water vapor content

moves with the wind aloft.
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In the boundary layer of the Earth, since the upper air wind is stronger with less
friction compared to the surface wind, the atmospheric effect of the surface friction by
the wind aloft forces the surface wind to slow down. Over a rough terrain, the wind
gradient effect could cause a reduction of 40% to 50% of the geostrophic wind speed
aloft (Thompson and Russell 1998). The surface wind speed of Aug. 26, 2004 and
Sep. 07, 2004 were 9 m s (20 mph) and 4 m s™ (10 mph), respectively (Tables 5.1
and 5.2). But due to the effect mentioned above, the strength of the wind advection
speed may not be negligible, and the upper wind can be stronger than 10 m s
Figure 5.8 shows a schematic diagram and a table of the difference in wind speed as a
function of height. The table shows that the wind speed will be more than two times
larger than the wind speed at the surface. The wind aloft on these measurement days
may therefore be stronger and affect more than the wind flow velocity adopted by
Asaki et al. (2005). They suggested that the upper air wind speed less than 10 m s™
do not affect the phase fluctuations. Since the stronger wind may cause more phase
fluctuations, the phase error due to water vapor advection of specified wind direction
may lead to difficulty in the extrapolation phase correction scheme under a longer
time scale and a stronger wind field, and cause the sudden augment of phase
fluctuations corresponding to the “60-meter phase fluctuation”.

In addition, the wind flows more northern or southern direction due to the Coriolis
force. Figure 5.7 also shows a change of the wind direction due to the Coriolis force.
The wind direction can be changed for a few tens of degrees for the water vapor scale
height of 2 km.

The location of the SMA is, on the other hand, at the top of Mauna Kea, which has
less surface area than the ground at the sea level. These effects may therefore be
small. To make this point clear, we need more careful inspection of the metrological

data around Mauna Kea.
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Figure 5.7 Schematic diagram of hodograph plot of wind vectors at various heights in the

troposphere.

Meteorologists can use this plot to evaluate vertical wind shear in

weather forecasting. The wind speed gradient is caused by the boundary layer

friction and the wind direction is affected by the Ekman effect due to the
Coriolis force (source: NOAA).
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Table 5.1 Wind velocity (m s™) at 200 mb obtained from the NOAA GGUAS data

base (Carrasco and Sarazin 2003).

M Costa Rica SPM Mauna Kea  Paranal La Silla  La Palma Gamsberg Maidanak

Ave tms Ave rms Ave rms Ave rms Ave rms Ave tms Ave rms Ave rms

1 14271 33.7 14.7 30.6 11.8 195 7.7 272 10.0 209 10.2 13.6 6.7 28.6 10.2
2 141 6.9 371 147 343 119 19.3 8.3 246 104 240 109 122 6.5 279 125
3 125 68 395 15.6 34.6 13.5 22.0 8.7 264 113 25.7 13.8 185 84 27.2 106
4 108 5.9 31.2 146 335 146 20.7 10.7 31.7 128 29.2 134 28.7 125 249 100
5 7.8 43 27.6 13.7 277 13.5 355 145 36.2 143 279 12.7 30.2 120 26.5 10.6
6 81 44 21.6 11.0 214 11.2 356 146 36.0 14.1 229 10.3 33.0 124 30.8 123
7 7.6 4.0 11.3 6.9 18.7 8.6 374 148 377 156 16.2 8.6 321 11.8 273 9.7
8 81 4.2 12.1 64 16.8 7.9 36.2 126 381 144 157 8.1 20,9 11.8 289 104
9 7.6 4.0 19.7 10.2 19.1 8.0 36.6 138 36.3 13.8 182 9.1 25.6 10.7 30.2 11.0
10 7.8 4.2 274 12.0 211 9.2 358 113 39.2 131 195 10.6 26.6 104 25.0 11.9
11 83 44 304 13.8 208 10.7 309 100 340 128 239 11.0 24.0 94 28.2 11.1
12 12.2 5.7 329 140 265 114 24.5 9.9 276 11.7 213 114 209 95 27.3 11.3
Ave 9.9 5.3 27.0 126 25.4 11.2 30.3 11.7 32,9 129 22.1 109 24.6 104 27.7 11.0

Table 5.2 Wind velocity (m s™) at 200 mb obtained from the NOAA NCEP data base
(Carrasco and Sarazin 2003).

M  Costa Rica SPM Mauna Kea  Paranal La Silla  La Palma Gamsberg Maidanak

Ave mms Ave rms Ave rms Ave rms Ave rms Ave rms Ave rms Ave rms

1 139 31 322 48 299 49 185 28 272 43 203 40 124 28 332 59
2 132 27 358 71 329 44 182 35 241 41 241 44 102 29 331 T4
3 12.0 35 384 90 335 54 206 35 259 47 259 6.2 175 35 311 43
4 94 29 302 83 320 59 283 32 306 48 290 48 273 46 265 4.6
5 1 13 287 7.1 250 5.7 339 53 356 52 274 54 293 29 293 5.3
6 87 21 209 46 207 53 365 62 351 57 214 42 317 43 315 44
T 84 20 105 32 182 33 367 63 369 56 157 3.9 315 46 222 54
8 99 23 119 25 158 22 356 56 374 70 149 25 288 44 236 6.5
9 89 1.7 197 46 181 33 359 7.2 348 47 171 27 246 29 294 48
10 91 18 268 44 195 33 349 32 382 41 1881 38 250 28 274 5.0
11 84 24 304 54 206 46 202 35 340 63 218 42 222 37 310 4.2
12 12.0 27 321 6.3 254 48 235 34 340 63 202 53 189 28 313 5.1
Ave 10.1 24 26.5 59 243 45 29.3 47 324 52 21.4 44 233 36 29.1 53
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Chapter 6
Conclusions

We performed an interferometric phase correction at millimeter and submillimeter

wavelengths with the interpolation or extrapolation of the phase screen defined by

three reference antennas using the SMA. This interpolation method is proposed for

the ACA in the ALMA, and our results reported here can provide the evaluation of

this phase correction scheme. Here are the summary of our results and discussions.

According to the comparisons of the standard deviations of residual
(subtracted) phases, relations between the rms phase and the distance from the
center of the reference triangle, and the temporal structure function of the rms
phase, the interpolation scheme improves phase fluctuation while the
extrapolation scheme does not.

This result can be explained by the boundary conditions of phase in these
schemes; in case of the interpolation scheme, the phase corrected antenna is
inside the triangle of three reference antennas, so the phase inside the triangle
can be well defined (more known boundary conditions, more precisions or less
phase errors and deviations). The extrapolation scheme, on the other hand,
only has partial boundary conditions, and therefore less precision.

However, too large phase fluctuations due to tropospheric water vapor content
cannot have good phase correction results. This is largely due to the 2z
ambiguity of the phase.

In the extrapolation scheme results, there is a sudden large phase fluctuation
around the distance from the center of the reference triangle of 60 meters.
According to the meteorological parameters on those observing dates and the
antenna configurations, this “60-meter phase fluctuation” is occurring only at
the antennas located from the center of the reference triangle perpendicular to
the wind direction.

This “60-meter phase fluctuation” can be explained by the frozen flow model.
The extrapolation scheme has only partial boundary conditions of phase, and
especially in this case, the boundary condition is located far from the
extrapolated antenna and perpendicular to the wind direction. The phase

information (water vapor clumps) flows as the wind flows, but in this case, the
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phase information cannot be used due to this special antenna configuration, and
therefore the phase correction scheme does not work at all.

In our two measurement dates, the wind speeds were around 4 and 9 ms™. In
Asaki et al. (2005), there is no difference in the results of the phase correction
between the upper air wind strength of 5 and 10 m s™'. But in our case, the
wind speed can be much higher at the upper air, if we consider the surface
friction effect. We need more meteorological inspection around the summit
of Mauna Kea to see whether this affects the results.
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