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Abstract

Nanotechnology gives people a great future and conveniences. Semiconductor
materials are widely made into nanostructures, and they show rather different electrical,
magnetic, and optical properties from bulk materials. In this thesis, we investigated two
semiconductor nanostructures, InGaN/GaN multiple quantum wells (MQWSs) and ZnO
nanorods, and found some novel phenomena:

There usually exists a good:piezoelectric-effect in-nitride wurtzite structure, such
that InGaN/GaN MQWs have obvious build-in€lectric field:in them, and this property
could be used to construct a biosensqr. AS 'f-;ighybridization process of deoxyribonucleic
acid (DNA) occurs on InGaN/GaN MQWs, ;[-he electric field in MQWs would be altered
by the polarity of DNA molecules, and the photoluminescence (PL) spectra, Raman
spectra, and the calculated strain of InGaN lattice could also be changed due to the
quantum confined Stark effect. As a result, InGaN/GaN MQWs have a great opportunity
in the development of DNA-sequence identification.

On the other hand, our group had found a phenomenon called photoelastic effect in
ZnO nanorods last year, and we further expected that the thinner nanorods, the mightier
photoelastic effect exists in them. In this thesis, three diameters of thick, mid-thick, and

thin ZnO nanorods are studied. It was observed that the PL spectra, Raman spectra, and



the calculated strain would be changed with different excitation Laser power. Besides,
the amounts of change are greater in thinner nanorods. This result gives a good evidence

to proof our expectation, and provides much novel information to optoelectric device

developers.
Key Words:
nanotechnology, DNA hybridization, @Liaﬁﬁ Il, ZnO nanorod, photoelastic effect.
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The energy bands for dopedssemiconducters.-Here, the different types of
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Energy transitions in"(a)-direct .and (b)"indirect gap semiconductors
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Schematic diagram of radiative transitions between the conduction band
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(Ea) levels in a semiconductor.

This spectrum showing the photoluminescence peak and the Raman
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The diagram shows the conservation rules in the Raman scattering.
The Raman spectrum of CCl,.

A simplified Raman spectroscopy experiment setup with a
charged-coupled device (CCD) as the detector.

VIl

12

14

16

16

17

19

21

24

26

26

23



Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

2.14

2.15

2.16

3.1

3.2

3.3

3.4

3.5

The chemical structure of DNA. Hydrogen bonds are shown as dotted
lines.

The structure of part of a DNA double helix.

Summary of the range and spatial resolution of backscattered electrons,
secondary electrons, X-rays, and Auger electrons for electrons incident
on a solid.

Procedure for the construction of a probe chip. We first sputtered a
5-nm-Au layer onto the MQWs substrate, and then probe DNA
molecules with thiol were immobilized onto the Au surface. Finally,
MCH solution was infected as spacer molecules.

(@) PL spectra from InGaN/GaN MQWs sample .under different optical
excitation densities. The peak shows ablue-shift as the excitation power
increases due to the spontaneous and piezegelectric polarizations and
quantum confined Stark effect. (b)-Band stricture of InGaN/GaN
quantum wells. It.shows that théﬁéeeombination energy of electron-hole
pairs is higher in a flater qu:antunﬁ‘v_/vell.

PL spectra from the probé chip _in. target DNA-solution with different
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The A;(LO) phonon in Raman scattering spectra from the probe chip in
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Chapter 1 Introduction

Humans have unwittingly employed nanotechnology for thousands of years, for
example in making steel, paintings and in vulcanizing rubber.' Each of these processes
rely on the properties of stochastically-formed atomic ensembles mere nanometers in
size, and are distinguished from chemistry in that they do not rely on the properties of
individual molecules. But the development of the body of concepts now subsumed
under the term nanotechnology.has been sloweyz -

The topic of nanotechnology.was touched upon by "There's Plenty of Room at the

Bottom," a talk given by physicist Richard Feynman at an American Physical Society
| - - |

1l A

meeting at Caltech on December 29, }959,!1?eynman described a process by which the

. |

ke i | }
ability to manipulate individual atoms-and moleeules:might be developed, using one set

of precise tools to build and operate another proportionally smaller set, so on down to
the needed scale. In the course of this, he noted, scaling issues would arise from the
changing magnitude of various physical phenomena: gravity would become less
important, surface tension and Van der Waals attraction would become more important,
etc. This basic idea appears feasible, and exponential assembly enhances it with
parallelism to produce a useful quantity of end products. At the meeting, Feynman
announced two challenges, and he offered a prize $1000 for the first individuals to solve

each one. The first challenge involved the construction of a nanomotor, which, to
2



Feynman's surprise, was achieved by November of 1960 by William McLellan. The
second challenge involved the possibility of scaling down letters small enough so as to
be able to fit the entire Encyclopedia Britannica on the head of a pin; this prize was
claimed in 1985 by Tom Newman.’

Nowadays, Nanotechnology is a highly multidisciplinary field, drawing from fields
such as applied physics, materials science, interface and colloid science, device physics,
supramolecular chemistry (which refers.to the area of chemistry that focuses on the
noncovalent bonding interactions- of molecules;,'self-replicating machines and robotics,

chemical engineering, mechanical enigineering, hiological ‘engineering, and electrical

t g
i

'1\4

'

engineering. Grouping of the scienceis uﬁdér{ﬁ'é uﬁgbrella of "nanotechnology" has been
questioned on the basis that there'is iittle acfuél bcin}ndary-crossing between the sciences
that operate on the nano-scale. Iﬁsfrumentation 1s the‘ only area of technology common
to all disciplines; on the contrary, for example pharmaceutical and semiconductor
industries do not "talk with each other". Corporations that call their products
"nanotechnology" typically market them only to a certain industrial cluster.’

Examples of nanotechnology are the manufacture of polymers based on molecular
structure, and the design of computer chip layouts based on surface science. Despite the
promise of nanotechnologies such as quantum dots and nanotubes, real commercial

applications have mainly used the advantages of colloidal nanoparticles in bulk form,



such as sunscreen lotion, cosmetics, protective coatings, drug delivery,’ and stain
resistant clothing.

In this thesis, we demonstrated two sets of study in nanotechnology based on
semiconductor-composite nanostructures. First, we develop a biosensor, which could be
used for detecting deoxyribonucleic acid (DNA) hybridization, with InGaN/GaN
multiple quantum wells (MQWs) as a underlying substrate. The biosensor shows a good
performance and should have a great petential in the DNA-sequence identification.
Further more, another topic of nanhostructure hés' studied, and a novel phenomenon was

observed. In ZnO nanorods; thete exists*a photoelastic effect which has reported by our

e
-

group-mates and attracted great attetrt oﬁs’-’fef:é'r:itly. Based on that result, size-dependent
photoelastic effect was expected d\ie to til.e vdiff‘\‘er‘:ence between thinner nanorods and
thicker nanorods. Indeed, the siie;dependent photoeiastic effect in ZnO nanorods had
been observed in this work. In view of the two sets of study, our results could provide

helpful contributions in nanotechnology as well as optoelectric devices fabrication

methods.
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Chapter 2 Theoretical Background
2.1 Growth Methods of Samples

2.1.1 Metal-organic Vapour Phase Epitaxy

Metal-organic vapour phase epitaxy (MOVPE) is a chemical vapour deposition
method of epitaxial growth of materials, especially compound semiconductors from the
surface reaction of organic compounds.orymetalorganics and metal hydrides containing
the required chemical elements;For example; indiurh phosphide could be grown in a

reactor on a substrate by introducing Atimethylindium ((CHj3);In) and phosphine (PH3).'

1 —
i

Alternative names for this process| include organometallic vapour phase epitaxy
|

uT!:‘

(OMVPE), metalorganic chemical ‘:vaipour deposition (MOCVD) and organometallic

chemical vapour deposition (OMCVD):-Formation of the epitaxial layer occurs by final
pyrolysis of the constituent chemicals at the substrate surface as shown in Fig 2.1. In
contrast to molecular beam epitaxy (MBE) the growth of crystals is by chemical
reaction and not physical deposition. This takes place not in a vacuum, but from the gas
phase at moderate pressures (2 to 100 kPa). As such this technique is preferred for the
formation of devices incorporating thermodynamically metastable alloys. It has become

the dominant process for the manufacture of laser diodes, solar cells, and LEDs.
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Fig. 2.1
A schematic illustration in metal-organic vapor phase

deposition.
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A schematic illustration of the apparatus of MOVPE.
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Figure 2.2 shows the apparatus of MOVPE, and we describe four major parts in it

as follows:

® Reactor: A reactor is a chamber-made. of"a material that does not react with the
chemicals being used. It must also withstand high temperatures. This chamber is
composed by reactor walls, liner, a susceptor, gas injection units, and temperature
control units. Usually, the reactor walls are made from stainless steel or quartz. To
prevent over heating, cooling water must be flowing through the channels within the
reactor walls. Special glasses, such as quartz or ceramic, are often used as the liner in
the reactor chamber between the reactor wall and the susceptor. A substrate sits on a

susceptor which is at a controlled temperature. The susceptor is made from a material



resistant to the metalorganic compounds used; graphite is sometimes used. For growing
nitrides and related materials, a special coating on the graphite susceptor is necessary to
prevent corrosion by ammonia (NH3) gas.

® Gas inlet and switching system: Gas is introduced via devices known as 'bubblers'.
In a bubbler a carrier gas (usually nitrogen or hydrogen) is bubbled through the
metalorganic liquid, which picks up some metalorganic vapour and transports it to the
reactor. The amount of metalorganic vapoeur transported depends on the rate of carrier
gas flow and the bubbler temperature. Allowan(;e' must-be made for saturated vapours.

® Pressure maintenance: systemy“Since the “deposition’ process has to occur in

T Ly
i

constantly vacuum environment, thF ;purﬁli should work to exhaust nearly all gas to
| \} " Ll
maintain at the necessary pressure, ; | , |

® Gas Exhaust and cleaning System: Toxiciwaste products must be converted to

liquid or solid wastes for recycling (preferably) or disposal. Ideally processes will be

designed to minimize the production of waste products.

2.1.2 Vapor -Liquid-Solid Growth
Vapor-liquid-solid (VLS) growth, as an effective route to fabricate semiconductor
nanowires (NWs), has been extensively used since it was proposed by Wagner and Ellis

in 1964.” The main features of VLS growth are that semiconductor NWs have metal or

10



alloy droplets on their tips and these droplets (as catalysts) define their diameters and
direct their growth orientation. To date, many studies have focused on controlled
diameter of semiconductor NWs using the VLS mechanism, as well as thermodynamic
and kinetic size limit of NWs’ growth. However, few studies of semiconductor NWs
growth kinetics are performed, especially theoretical studies.

Therefore, the purpose of this work is to present the effects of semiconductor NWs’
size on its growth kinetics by the VLS. mechanism and to give the dependences of
growth rate and activation energy of crystallize;ﬁon onsize quantitatively. Furthermore,

the validity of these theoretical results issexamined in the'case of silicon NWs (SiNWs)

."-..‘_‘"

|
'

growth. These theoretical predictioF dt:é::'?ﬁ"'zg(?)od agreement with the experimental
cases. 20, + ‘.‘ |
The typical VLS growth pro‘c‘e“ss 1s:shown scherr-latically in Fig 2.3. Generally, VLS
growth can be divided by three main steps:
(1) Metal Catalyst: A thin metal film is deposited on the substrate and annealed to
form nanoclusters.
(2) Vapor-Liquid Process: During growth, the gas precursor carrying source atoms
is catalyzed by the liquid metal-semiconductor nanoclusters (the tips of

nanowires), and the source atoms are melted into the nanoclusters.

(3) Liquid-Soild Process: Once the liquid is supersaturated with source atoms, the

11



precipitation happens at the bottom of liquid (the liquid-solid interface), thus

pushing the wire growth and also keeping the catalyst on the top of wires

Vapor phase

I

L]

-

h\ H | oo
Fig. 2.3 *f’ ‘ F 8
The illustration of‘ ‘vh‘p

- 1qu1 -Soh(i growth process.
.ll" 7 " |_
f SETen

For a steady VLS growth process, NW growth species in the liquid droplet should
remain in balance, i.e., the number of atoms transferred from the vapor phase to the
droplet per unit time is equal to that transformed from liquid to the crystal phase

The nanowires have several sidewall facets and the number of sidewalls decreases

with increasing growth temperature. Growth can happen at both the tip and sidewall

which might widen the nanowires; however, the sidewall growth is not catalyzed, thus

the rate is much slower than the tip.

12



2.1.3 DC Sputter Deposition

Early days, the method of sputter deposition was used to deposit the thin film, or
applying the metal in the fabric. When the vacuum technology matures, the sputtering is
largely replaced by the evaporation, due to the rate of latter is faster than the former.
However, many materials are unable to evaporate by heating the resistance, so this
method is still extensively used to produce the composite. A sputtering system
(JFC-1600, JEOL) is used in this work..Asysshown in Fig. 2.4, during sputtering, the
substrate is placed in a vacuum:chamber withktal target. of the material to be deposited.
The plasma is generated in“a passiveSource gas (i.e. Argon'or air) in the chamber and

] X

| — |
. . . | - ’-’-ﬂ". . .
the ion bombardment is directed towards 'fﬁe'targeg, causing material to be sputtered off

Ll M

&

the target and condense on the qham}haer walls and the substrate. A strong magnetic field
(magnetron) can be used to concentrate the plasma mear the target to increase the

deposition rate.’

13
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A schematic. 1ilustrat10n of the apparatus 0f’ DC sputtering
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== ||

2.2 Fermi Energy

In physics, some particles (for example electrons) follow the Pauli Exclusion
Principle: no two particles may occupy the same state at the same time. When a number
of electrons are put into a system, electrons will occupy higher energy levels when the
lower ones are filled up. By the Pauli Exclusion Principle, we know that the electrons
will fill all available energy levels, and the top of that "Fermi sea" of electrons is called

m

the Fermi energy or Fermi level. Loosely speaking, the ""Fermi energy™ is the energy of

the highest occupied state at absolute zero temperature. It is also equivalent to the

chemical potential of the system in the ground state at absolute zero. Fermi energy was
14



named after Enrico Fermi who, with Paul Dirac, derived the Fermi-Dirac statistics.
These statistics allow one to predict the behavior of large numbers of electrons under
certain circumstances, especially in solids. The concept of the Fermi energy is a
crucially important concept for the understanding of the electrical and thermal
properties of solids. For instance, Fermi energy is an idea which finds application in

semiconductor theory and device design.

2.2.1 Fermi Energy for Semiconductor
To understand the propertiessof semiconductor,the Fermi energy is the important

information. However, the semiconduyctors:can be diffetentiated between the intrinsic

| e |

| . 'l 1 1 ! .

and extrinsic semiconductor. The IL%rrm [gnergy of the two is all dependent on the

\ e 1

A 1
temperature and carrier concentration. Iniintrinsie semiconductor case, the Fermi energy
is located at the middle of band gap at absolute zero temperature. In extrinsic
semiconductor case, in addition to the temperature, that the impurity (or the doped
material) changing the carrier concentration is also a factor to influence the Fermi

energy. The simply band diagram of Fermi energy in the general semiconductor and

different types is shown in Fig. 2.5 and Fig. 2.6.

15



E 1 E
Conduction Egap= E: - E, Conduction
band band
e s+ E, -
Fermi E | Fermi
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band band
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At absolute High temperature, some electrons
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Fig. 2.5
The energy diagrameof Fermi“level;” where Egap is the
energy gap.-of ssemiconductor, " (E)«is,  Fermi-Dirac

distribution function.

Conduction band Conduction band

Extra hole

energy levels

Extra electron

energy levels leNoNeoNoNoNe) O O Eermi
____________________ level
Valence band Valence band
N - Type P -Type
Fig. 2.6

The energy bands for doped semiconductors. Here, the
different types of N-Type and P-Type are attributed the

different doped material.
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2.2.2 Work Function and Fermi Energy for Metal

Work function (W) is the minimum amount of energy needed to remove an
electron from the surface of the metal, to a point just outside the metal where the
electron has zero kinetic energy. Work function is usually measured in electron-volts
(eV). The energy of the most energetic electron in a conductor at absolute zero
temperature is known as the Fermi energy (EF), so the Work function of the metal may
also be defined as the minimum energy required to remove the an electron from the
Fermi level to a position knownas the- Vag:ﬁum level . The Vacuum level is the

energy of a free electron (zero Kinetig“ehergy) in vacuum.' Therefore, the Work function

T Ly
i

of the surface.of a conductor material, such as
il ‘

can be affected by the changed cond?tioﬁ

1

with the addition or removal:of léyers on the| surfacé, surface charging oxidation,

contamination, and the like. A simply tllustrationis shown in Fig. 2.7.

Kinetic Energy (eV)

0 YVacuum
level
I Fig. 2.7
W = Work function A relation 1illustration about
the Work function, Vacuum
level, and Fermi level.
EF
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2.3 Photoluminescence

A light source with photon energy higher than the band gap of the semiconductor
crystal will excite the carriers to their excited states. As soon as the excitation occurs, all
excited electrons and holes will relax to the bottom of the conduction band and the top
of valence band, respectively, and then the recombination occurs. Energy and
momentum must be conserved during the electronic transitions. When the maximum of
the valence band and the conduction band-oceur. at the same value of the wave vector k
[Fig. 2.8], transitions are direct;and the matéﬁal is~a direct-gap semiconductor (for

example, ZnSe, InP, GaAs)-In materidlSwwith adirect gap, the most likely transitions are

T Ly
i

across the minimum energy gap, Lbetw'e'%.r'; “the 'most probably filled states at the
| " 1l

!
minimum of the conduction band, ?Jd thé--stateé most likely to be unoccupied at the
maximum of the valence bandiIf the band exfreme do not occur at the same wave
vector K, transitions are indirect. To conserve momentum in such an indirect-gap
material (for example, Si, Ge), phonon participation is required. Thus, the
recombination of electron-hole pairs must accompanied by the simultaneous emittion of
a photon and a phonon. The probability of such a process is significantly lower as
compared with direct transitions. The radiative recombination that is difference to the

incandescence coming from hot source is called photoluminescence (PL). If there is a

multiplicity of excited states, only transitions from the lowest excited state can generally
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be observed at low temperature because of rapid thermalization.”

Conduction
E band E Conduction
band

AV

hv=Ey - E - Ep

Valence
k band

(a) (b)

V g— ]

Fig. 2.8 | -

Energy transitions: in | (a)'-'F.;direct and (b)._indirect gap
semiconductors between iritial states E; and final states Er.
For indirect transitio}ls (b)..the péirtiqipation of a phonon

(Epn) 1s required.

Photoluminescence is one of the most useful optical methods for the
semiconductor industry,” with its powerful and sensitive ability to find impurities and
defect levels, which affect material’s quality and device performance. A given impurity
produces a set of characteristic spectral features. This fingerprint identifies the impurity
type, and often several different impurities can be seen in a single PL spectrum. In some

cases PL goes beyond bare identification, to measure impurity concentrations. In
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another use, the half widths of PL peaks are an indication of sample quality and
crystallinity, although such analysis has not yet become highly quantitative. Finally, PL
is sensitive to stress, and can measure its magnitude and direction. Photoluminescence
can also determine semiconductor band gaps. This is important mixed crystals whose
gap varies with the compositional parameter x, yet must accurately known for
applications. When the relation between gap energy and x is known, the PL
measurement of gap can be inverted to.determine x.

A simplified set of radiative transitions that lead*to emission in semiconductors is

giving in Fig. 2.9.

o

Process 1 is an intraband transition

‘\!;

'el'éctrpn isiexcited by a photon well above

1

S

the conduction band edge drjbbles; down .aﬁd ﬁe?ches thermal equilibrium with the
lattice. This thermalization procésé may lead to phénon-assisted photon emission or,
more likely, phonon emission only.

Process 2 is an interband transition: this produce intrinsic luminescence. In this
case, direct recombination between an electron in the conduction band and a hole in the
valence band results in the emission of a photon of energy hv=E,. Although this
recombination occurs from states close to the corresponding band edges, the thermal

distribution of carriers in these states will lead, in general, to a broad emission spectrum.

20



®
u%'i
Ec @ ®
E.ll.ll.
X ®
e i =T
Incident PL
photon 2 3 4 5 6
—
s EZ\"OI"
EV A 4 ) 4 h 4
Fig. 2.9

Schematic diagram of radiative transitiens, between the
conduction band (Ec), th@,xalence band (Ey) and exciton
(Ex), donor (Ep) 'and “;_'"xqeptor (EA) devels in a

semiconductor. | | i

Process 3 is the exciton decay -observableiat low temperature. An exciton is a
quasi-particle consisting of a Clulomb-correlated electron-hole pair. The coulonbic
interaction between this pairs, modified by the dielectric constant of the semiconductor,
brings their energy levels closer together than the width of the energy gap. The exciton
can wander through the crystal (the electron and the hole are only relatively free
because they are associated as a mobile pair). Because of this mobility, the excitation is
not aa set of spatially localized states. Excitonic levels are observable at low

temperature at which k7 is smaller than the excitonic binding energy, which can be
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anything from an eV to tenths of an meV depending on the material. The recombination
of an exciton will give rise to sharp-line luminescence, with energy of the band gap
minus the binding energy of the exciton.

Process 4, 5, and 6 arise from transitions that start and/or finish on localized states
of impurities (e.g. donors and acceptors) in the gap: these produce extrinsic
luminescence. Process 4 represents the donor-to-free-hole transition as well as process 5
represents the free-electron-to-acceptor. transition. Process 6 is the donor-acceptor pair
(DAP) recombination. Donor is substitutionalklétom with a higher number of valence
electrons compared with the host atom,whereds acceptor is' a substitutional atom with

] X

=_2A0 .
lower of valence electrons. Denor |conttibutes excessselectrons to the crystal, while

(T8

&

acceptor tends to capture electrons or equi\-/elliéntlj;' gonate holes. Donor or acceptor may
be electrically charged or neutraéll.‘7 As:the .neutral donor and the neutral acceptor are
brought closer together, the donor’s electron become increasingly shared by the acceptor.
In other words, the donor and the acceptor become increasingly more ionized and form
a pair.’ The energy of the DAP recombination emission in relatively pure crystals can be
expressed by:

hv(r):Eg-(EA-ED)+e2/a‘r (2.1)
where E4 and Ep are the binding energies of the acceptor and donor, respectively, € is

the dielectric constant, e is the electron charge, and r is the distance between the

22



donor and acceptor impurities which participate in the recombination. The last term
arises from the coulombic interaction of the carriers and depends on the separation r.
the radiative transition probability in this case is
P(r) = P(0)exp(-2r/a) (2.2)
where a is the Bohr radius of the less tightly bound center, and P(0), the limiting
transition probability as r~0, is a constant.
It should also be noted that not all.tecombination between electrons and holes
results in light emission, since there may-also be efficient nonradiative recombination

paths. Examples of nonradiative prog€sses are(1), multi-phonon emission (i.e., direct

t g
i

conversion of the energy of an elechn'fGFéé't); (2) the Auger effect, in which the

|
'

energy of an electron transition.is a‘)sorbed By ali}c‘):ther ¢lectron, which is raised to a
higher-energy state in the conduétibn bard, with ‘subs‘equent emission of the phonons
(thermalization); this process is especially important for high concentrations of excess
charge carriers; and (3) recombination due to surface states and defects. These

process are more difficult to analyze.

2.4 Raman Scattering

Raman effect was discovered by the Indian physicist C. V. Raman in 1928. When a

beam of light strikes a medium, most photons are elastically scattered, this is so-called
23



Rayleigh scattering. In Rayleigh scattering, the emitted photon has the same wavelength
as the absorbing photon. In Raman scattering, the energies of the incident and scattered
photons are different. Raman spectroscopy is based on the Raman effect, which is the
inelastic scattering of photons.”® The Raman effect comprises a very small fraction,
about 1 in 10°, of the incident photons. Comparing with the PL signal, the Raman signal

is relatively much weaker as shown in Fig. 2.10.

488 nm, 200 mw,

= PL
=

E".- 80K
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Ai“-_‘-/l [ 3 1 [ 'l
2.50 2.00

Energy (eV)

Fig. 2.10

This spectrum showing the photoluminescence peak and
the Raman phonon mode of a CdMnTe film on a GaAs
substrate (Perkowitz, 1991).

According to quantum theory, we can represent the oscillations of a crystal by

phonons, which can be assumed to have discrete energy levels. Therefore, we can
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picture light incident on a crystal and interacting with the crystal oscillations as an
interaction between a photon and a phonon. When a photon gains energy by absorbing a
phonon, we say it anti-Stokes shifted. When the photon loses energy by emittion a
phonon, we say it is Stokes shifted.” Both of the processes must obey the energy and
momentum conservation rules. The conservation conditions can be written as:

hv, =hv, £hQ (2.3)

k. =k, tK (2.4)
where v; and v; are the incoming.and scattered [;Hoton frequencies respectively, Ki and K

are the incoming and scattered photon Wave vectors respectively, while Q and K are the

t g
i

|
'

;!‘

phonon frequency and wave vector Tspé?;l:fely tFig. 2.11]. The values of frequency
shift resulting from Raman scatjcering .range.-t‘fom:te::n to-afew thousand cm™. Normally
speaking, the intensity of the Stdkes component ié much stronger than that of the
anti-Stokes line because usually there are few phonons to be absorbed compared to the
number of phonon that can be emitted. Figure 2.12 is a typical Raman spectrum of CCly
shows the anti-Stokes shifted and the Stokes shifted. The line at the middle of the figure,

denoted by zero, shows the spectral position of the incident monochromatic laser. It also

denotes the Rayleigh scattering.
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The diagram shows the conservation rules in the Raman

scattering.

Raman spectrum of CCl,

anti- Stokes
Stolkes
=
o
=
=
=
-500 -4 200 i 200 400 00 00

Wavenumber shift tcm'1}

Fig. 2.12
The Raman spectrum of CCly.

Through the theoretical calculation, the lattice vibrations can be distinguished to
longitudinal acoustic and optical (LA and LO) and transverse acoustic and optical (TA
and TO) modes. In a Raman spectrum, the Rayleigh scattering is not shifted, the

magnitude of a shift is determined by a optical phonon energy, which is in the range of a
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approximately 5 meV to 250 meV, and the energy shift is in the range of 6x10~ meV to
0.1 meV for acoustic phonons. Because the phonon frequencies are so small, the high
resolution techniques are needed to detect them. Raman scattering is inherently a weak
process, but lasers provide enough power so that the spectra can be routinely measured.
Figure 2.13 shows a simplified Raman spectroscopy experiment setup with a
charged-coupled device (CCD) as the detector. One thing needs to be emphasized is that
those Raman shifts measured are precisely the frequencies of crystal oscillations
regardless of the frequency of ingident light.

Not every mode can be:observed ina Ramamspectrum.:The Raman scattering must

."-..‘_‘"
i

satisfy the selection rules, such as can‘ er%:ilon of momentum and energy as well as the
| f

|
'

point-group selection rules. These %)rlgina-t.e-vfrorh ‘fthe fact that the crystal unit cell is
invariant under only a certain sét of symmetry operaﬁons, and in fact, it is this set of
symmetry operations which defines the crystal point group. Similarly, the phonon
behavior also has transformation properties. If these transformation properties do not
satisfy certain requirements, which depend on the crystal point group, then light will not
be scattered. Crystal point-group selection rules are a simple yet powerful way to
determine and distinguish between phonon modes of different symmetries.

All the main Raman parameters like band frequencies and intensities, line shape

and linewidth, polarization behavior can be used to characterize the lattice, impurities,
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and free carriers in a semiconductor. The intensity gives information about crystallinity
since it may be reduced in crystals damaged by ion bombardment or other means. The
linewidth increases when a material is damaged or disordered because these conditions
increase phonon damping or change the rules for momentum conservation in the Raman
process. The strengths and frequencies of the Raman phonon bands can determine the
degree of alloying in a mixed material. All these capabilities can be used for layered
microstructures as well as bulk materials;s subject only to the limitation that the
penetration depth of the exciting,radiation ranééé from:a few hundreds nanometers to a

micrometer. However, a change'in the Wavelength of the ‘ex¢iting radiation changes the

] X

1

penetration, giving flexibility /in the] rdBﬂ%e::.-(li’éf)'th. Thessmall wavelength of excitation
radiation, combined with Raman %:nicrop-ré)ltﬁe téqhnique, also provides good spatial
resolution.

Owing to the close relation between Raman scattering and the oscillations of atoms
and molecules inside the materials, we can gain the information about the oscillations of
atoms and molecules inside the materials from Raman scattering spectrum. These
oscillations are mainly controlled by interatomic or intermolecular interactions.

Raman-scattering researches can therefore provide a way for people to understand these

interaction forces.
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spectrograph

focusing lens

Fig. 2.13
A simplified Raman spectroscopy experiment setup with a

charged-coupled device (CCD) as the detector.

2.5 Properties of Deoxyribonucleic Acid (DNA)
DNA is a long polymer made from repeating units called nucleotides.'”'' The DNA
chain is 22 to 26 Angstroms wide (2.2 to 2.6 nanometers), and one nucleotide unit is 3.3

A (0.33 nm) long."” Although each individual repeating unit is very small, DNA
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polymers can be enormous molecules containing millions of nucleotides. For instance,
the largest human chromosome, chromosome number 1, is approximately 220 million
base pairs long."”

In living organisms, DNA does not usually exist as a single molecule, but instead
as a tightly-associated pair of molecules.'*"” These two long strands entwine like vines,
in the shape of a double helix. The nucleotide repeats contain both the segment of the
backbone of the molecule, which holds.the chain together, and a base, which interacts
with the other DNA strand in the heliX..dn geﬂéfal, a-base linked to a sugar is called a
nucleoside and a base linked'to a sugatr-and orie*or more phosphate groups is called a

."-..‘_‘"

nucleotide. If multiple nucleotides are 31iﬁ1€ég%6'gether, as in DNA, this polymer is called

\! '1 ! ;

'

apolynucleotide.I6 A | .

As shown in Fig. 2.14, the ‘b‘é‘ckbone of the DNA strand is made from alternating
phosphate and sugar residues.'” The sugar in DNA is 2-deoxyribose, which is a pentose
(five-carbon) sugar. The sugars are joined together by phosphate groups that form
phosphodiester bonds between the third and fifth carbon atoms of adjacent sugar rings.
These asymmetric bonds mean a strand of DNA has a direction. In a double helix the
direction of the nucleotides in one strand is opposite to their direction in the other strand.

This arrangement of DNA strands is called antiparallel. The asymmetric ends of DNA

strands are referred to as the 5' (five prime) and 3' (three prime) ends, with the 5' end
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being that with a terminal phosphate group and the 3' end that with a terminal hydroxyl
group. One of the major differences between DNA and RNA is the sugar, with

2-deoxyribose being replaced by the alternative pentose sugar ribose in RNA."

Thymine
Adenine

b3

5 end

Phosphate- . -
deoxyribose~F
backbone -
4.
3' end ~ Cytosine ™
Guanine 5° end
Fig. 2.14

The chemical structure of DNA. Hydrogen bonds are

shown as dotted lines.
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The DNA double helix is stabilized by hydrogen bonds between the bases attached
to the two strands. The four bases found in DNA are adenine (abbreviated A), cytosine
(C), guanine (G) and thymine (T). These four bases are attached to the sugar/phosphate
to form the complete nucleotide, as shown for adenosine monophosphate.

These bases are classified into two types; adenine and guanine are fused five- and
six-membered heterocyclic compounds called purines, while cytosine and thymine are
six-membered rings called pyrimidines. A fifth pyrimidine base, called uracil (U),
usually takes the place of thymine in RNA-and ziiffers from thymine by lacking a methyl

group on its ring. Uracil is‘not‘usually found in DNA, ‘occurring only as a breakdown

| —k |
| l

product of cytosine. || '1 |

Here I would like to introduce %wo ba-sic-:v coﬂcc:apts iraddition, (1) major and minor
grooves and (2) base pairing:

(1) Major and minor grooves

The double helix is a right-handed spiral. As the DNA strands wind around each
other, they leave gaps between each set of phosphate backbones, revealing the sides of
the bases inside. There are two of these grooves twisting around the surface of the
double helix: one groove, the major groove, is 22 A wide and the other, the minor

groove, is 12 A wide."® The narrowness of the minor groove means that the edges of the

bases are more accessible in the major groove. As a result, proteins like transcription
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factors that can bind to specific sequences in double-stranded DNA usually make

contacts to the sides of the bases exposed in the major groove."”’

2 nanometers

o
i \IHL_.-"F
' Fig. 2.15
E =]
T “  The structure of part of a
g . /. DNA double helix.
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1 tum

major groove
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(2) Base pairing

Each type of base on one strand forms a bond with just one type of base on the
other strand. This is called complementary base pairing. Here, purines form hydrogen
bonds to pyrimidines, with A bonding only to T, and C bonding only to G. This
arrangement of two nucleotides binding together across the double helix is called a base
pair. The double helix is also stabilized by the hydrophobic effect and pi stacking, which
are not influenced by the sequence of the;DNA.’’ As hydrogen bonds are not covalent,
they can be broken and rejoined.relatively easillyll. The-two strands of DNA in a double
helix can therefore be pulledapart likKe*a zippér, either by a mechanical force or high

o | |

temperature.”’ As a result of th}s cb’ﬁllﬁ"e"r'nentarity, all the information in the
double-stranded sequence of a DNA hielix 1s -duplicgted onceach strand, which is vital in
DNA replication. Indeed, thié reversible and‘ specific interaction between
complementary base pairs is critical for all the functions of DNA in living organisms. '’

The two types of base pairs form different numbers of hydrogen bonds, AT forming
two hydrogen bonds, and GC forming three hydrogen bonds (see figures, left). The GC
base pair is therefore stronger than the AT base pair. As a result, it is both the percentage
of GC base pairs and the overall length of a DNA double helix that determine the

strength of the association between the two strands of DNA. Long DNA helices with a

high GC content have stronger-interacting strands, while short helices with high AT
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content have weaker-interacting strands.”” In biology, parts of the DNA double helix
that need to separate easily, such as the TATAAT Pribnow box in some promoters, tend
to have a high AT content, making the strands easier to pull apart.”’ In the laboratory,
the strength of this interaction can be measured by finding the temperature required to
break the hydrogen bonds, their melting temperature (also called Tm value). When all
the base pairs in a DNA double helix melt, the strands separate and exist in solution as
two entirely independent molecules. These single-stranded DNA molecules have no

. . 24
single common shape, but some eonformations.are more stable than others.
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2.6 Scanning Electron MicrosF p

Electron microscope utilizes a{m 3electrorvl be.am (c-beam) to produce a magnified
image of the sample. There are thrée priniciple types bf electron microscopes: scanning,
transmission, and emission. In the scanning and transmission microscope, an e-beam
incident on the sample produces an image while in the field-emission microscope the
specimen itself is the source of electrons. Scanning electron microscopy (SEM) is
similar to light microscopy with the exception that electrons are used instead of photons
and the image photons and the image is formed in a different manner. A SEM consists

of an electron gun, a lens system, scanning coils, an electron collector, and a cathode

ray display tube (CRT). The electron energy is typically 10-30 KeV for most samples,
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but for insulating samples the energy can be as low as several hundred eV. The use of

electrons has two main advantages over typical microscopes: much larger

magnifications are possible since electron wavelengths are much shorter than the photon

wavelengths and the depth of field is much higher.

De Broglie proposed in 1923 that particles can also behave as waves. The electron

wavelength A. depends on the electron velocity v or the accelerating voltage V as

A== =——— (nm) (2.5)

The wavelength is 0.012 nm for'V=10000 (V)“- a wayelength significantly below the

400 to 700 nm wavelengthirange of*Visible light — making the resolution of an SEM

TN
e
&)
'

| T | |
much better than that of an optieal m]ic‘ros'é' =

1
&

The contrast in a SEM depend% on a nurﬁbeﬁ (‘?f factors. For a flat, uniform sample
the image shows on contrast. If; hdwever, the sample éonsists of materials with different
atomic numbers, a contrast is observed if the signal is obtained from the backscattered
electrons, because the backscattering coefficient increases with the atomic number Z.
The secondary electron emission coefficient, however, is not a strong function of Z and
atomic number variations give no appreciable contrast. Contrast is also influenced by
the surface conditions and by the local electric field. But the main contrast-enhancing
feature is the sample topography. Secondary electrons are emitted from the top 10 nm or

so of the sample surface. When the sample surface is tilted from the normal beam
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incidence, the electron beam path lying within this 10 nm is increased by the factorl/
cos0, where 0 is the angle from the normal incidence (0 = 0" for normal incidence). The
interaction of the incident beam with the sample increases with path length and the
secondary electron emission coefficient increases. The contrast C depends on the angle
as

C =tan(0)déo (2.6)
For 6 = 45", a change in the angle of df.=1"-produces a contrast of 1.75% while at 60°
the contrast increase to 3% for df=1".

The beam diameter of<SEMs is/in“the range of 1 to 10 nm. Yet the resolution of

."-..‘_‘"
i

[ | =0 1] . :
e-beam measurements is not always {that good. Why is that? It has to do with the shape
| | 1

[ m

'

of the electron-hole cloud generated ;in the séfnicdn@uctor. When electrons impinge on a
solid, they lose energy by elastié séattering (change of direction with negligible energy
loss) and inelastic scattering (energy loss with negligible change in direction). Elastic
scattering is caused mainly by interactions of electrons with nuclei and is more probable
in high atomic number materials and at low beam energies. Inelastic scattering is caused
mainly by scattering from valence and core electrons. The result of these scattering
events is a broadening of the original nearly collimated, well-focused electron beam
within the sample.

The generation volume is a function of the e-beam energy and the atomic number
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Z of the sample. Secondary electrons, backscattered electrons, characteristic and
continuum X-rays, Auger electrons, photons, and electron-hole pairs are produced. For
low-Z samples most electrons penetrate deeply into the sample and are absorbed. For
high-Z samples there is considerable scattering near the surface and a large fraction of
the incident electrons is backscattered. The shape of the electron distribution is
“teardrop”-shaped, as shown in Fig. 2.16. As Z increase (15<Z<40) the shape becomes
more spherical and for Z>40 it becomes hemispherical. “Teardrop” shapes have been
observed by exposing polymethylmethacrylaté'to an<electron beam and etching the

exposed portion of the material. ElécCtron trajectories; ‘calculated with Monte Carlo

—k |
il

techniques, also agree with these shaF s i |

m |
The depth of electron pe.netrati}or} is the eleét‘rjon range Re, defined as the average
total distance from the sample sﬁrface that.and ‘elect‘ron travels in the sample along a
trajectory. A number of empirical expressions have been derived for Re. One such
expression is

-6 1.75
R, = 428x10°E"” @
P

where p is the sample density (g/cm3) and E the electron energy (KeV).
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Fig. 2.16
Summary of the range and spatial resolution of
backscattered electrons, secondary electrons, X-rays, and

Auger electrons for electrons incident on a solid.
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Chapter 3
Optical Detection of Deoxyribonucleic Acid Hybridization

with InGaN/GaN multiple Quantum Wells

3.1 Introduction

Nowadays, research and development of biosensors have become important topics
in genetic engineering, such as genetic.identification of certain infectious or inherited
diseases as well as cancers,’ Various.methods of deoxyribonucleic acid (DNA) or
ribonucleic acid (RNA) base-sequene® identification have:been published widely.” The
hybridization detection of single-strandefi:}r_r.bbe DNA/and target DNA is one of the
main concepts of base-sequence idprgtiﬁcalion t“ec::hniques.3 % Usually, single-stranded
DNA (ssDNA) molecules as probes arezimmobilized onto the surface of some materials,
and then the target ssDNA, matched and mismatched, respectively, are injected into the
buffer solution where the probe-DNA-surface located. As the hybridization of matched
target ssSDNA and probe ssDNA occurs, the mass or charge distribution on the material
surface will be altered, thus the corresponding properties of the underlying material will
be changed. If the mismatched target DNA solution is injected, the properties will

remain the same because the hybridization process does not occur. Accordingly,

biologically modified field effect transistors (FETs) have been developed to directly
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detect biochemical interactions for a variety of applications.”'° However, in the FET
related techniques, ones often consume much time in constructing electronic structures
such as ohmic contacts, junctions and electrodes, and in some cases it is not convenient
to do the electric current measurements.” "'

InyGa; xN/GaN multiple quantum wells (MQWs) have been widely used for the
application of light emitting devices (LED) and laser diodes. If the biosensor is made
based upon the change of the optical properties of nitride MQWs optical devices, it will

have a great advantage for.practical -applications.” It is known that nitride

semiconductors are good piezoelectric(PZ) material."Dué' to the inherent nature of

t g
i

wurtzite crystalline structure and laltt‘ ce 'ﬂlﬁfﬁéﬁch, IngGa, \N/GaN MQWSs consist of
| | |

1
&

large spontaneous and piezoe.,lg:ctri% polar-i.z-étioﬂs,- which;can significantly alter their
physical properties. Because bo‘th‘ of-spontaneous aﬁd piezoelectric polarizations are
very sensitive to the surface environment, functionalized nitride MQWs devices
therefore offer a very good opportunity to serve as a highly sensitive sensor. Indeed,
electrical detection of immobilized proteins with ungated AlGaN/GaN transistors has
been demonstrated recently.” Instead of using electric current detection, here we
demonstrate a novel alternative that the optical properties of functionalized InGaN/GaN

MQWs also provide an excellent opportunity to serve as sensitive biosensors.
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3.2 Experiment

The studied InGaN/GaN MQWs were prepared by low-temperature metal-organic
chemical vapor deposition. An undoped series of ten periods of 2-nm-thick Ing2,Gag 78N
well and 9-nm-thick GaN barriers were grown on (0001) sapphire. There is a 6 pum
n-GaN layer between sapphire and MWQs. Micro-photoluminescence (p-PL)
measurements were performed at room temperature in backscattering geometry by Jobin
Yvon T64000 system working in the triple-subtractive mode. The incident and scattered
light propagated parallel to the ¢-axis, which 111 turn vas normal to the growth surface.

The sample was excited by-a’ continuots wave (ew) He+€d laser working at 325 nm,

|-
i

control| the laser intensity. Raman scattering

and a neutral density filter was userl to
Il I

measurements were also perforqu.} by vt-l;e sdme experimental system, while the
pumping source was switched to 488 nm (2.55 V) radiation from a Ar" laser.

As shown in Fig. 3.1, for the construction of the probe chip, we first sputtered a 5
nm-Au layer onto a clean InGaN/GaN MQWs surface, which was then exposed to a
solution of 1 uM single-stranded probe DNA with thiol modification
(thoil-(CH;)3-5'-TGTAGTAGTGTTGTT-3') in the phosphate buffered saline (PBS)
solution for 12 hours in room temperature. A monolayer of ssDNA was absorbed onto

the Au surface by reaction with thiol modification due to strong interaction between Au

and the thiol group.'® Next, the sample was exposed to a 1 uM 6-Mercapto-1-hexanol
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(MCH) solution for composition of a spacer for 3 hours. Finally, the sample was washed

with buffer solution.

GaN 10 Nnm

INo22GaocssN 2 nm
MQWs MQWs | [Gan 5 nm } x10
substr. substrate || n-can 6000 nm
l (0001) sapphire

5 nm-A
sputt

Au 5nm

MQWs substrate

1 UM probe DNA

5nm

MQWs substrate
buffer washing
1 UM spacer
room temp. 3 hr
Au 5nm |
spacer
immo MQWSs substrate

Fig. 3.1

Procedure for the construction of a probe chip. We first
sputtered a 5-nm-Au layer onto the MQWs substrate, and
then probe DNA molecules with thiol were immobilized

onto the Au surface. Finally, MCH solution was injected as
spacer molecules.
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3.3 Results and Discussion

In order to demonstrate the influence on the optical properties of InGaN/GaN
MQWs due to the change of spontaneous and piezoelectric polarizations, in the
beginning we have performed p-PL spectra under different optical excitation densities
as shown in Fig. 3.2(a). Each spectrum in Fig. 3.2(a) is dominated by the emission at
around 2.8 eV arising from the excitonic transition of InGaN quantum wells.'>"> We can
clearly see that the peak position shifts towarzilthe high energy side as the excitation
power increases. This behavior can”be well understood “according to the quantum

."-..‘_‘"

1] T ] .
confined Stark effect (QCSE). 77 Becalse theres exist both spontaneous and
'

7

&

piezoelectric polarizations in InGaN;MQWs; WhlGh will-induce a strong internal electric
field in the quantum well and til‘t‘tile band alignmen-t as shown in Fig. 3.2(b). With the
increase of pumping power density, the screening of the internal electric field due to
photoexcited electron-hole pairs is more effective, and the tilting of the band structure
becomes less pronounced. It thus leads to the increase in the transition energy and the
blueshift of the observed spectra.

To detect the hybridization process, we immersed the probe chip into the buffer
solution and then matched and mismatched target ssDNA were injected. Figure 3.3

shows the p-PL spectra of the probe chip in target DNA solution with different
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Fig. 3.2

(a) PL spectra from InGaN/GaN MQWs sample under
different optical excitation densities. The peak shows a blue
shift as the excitation power increases due to the
spontaneous and piezoelectric polarizations and quantum
confined Stark effect. (b) Band structure of InGaN/GaN
quantum wells. It shows that the recombination energy of

electron-hole pairs is higher in a flater quantum well.
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PL spectra from the probe chip in target DNA solution with

different concentrations. (a) The peak position shifts toward

the high energy side as the matched target DNA

concentration increases, while (b) the PL spectra of the

mismatched target DNA remain the same.
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concentrations. Each measurement was taken after the target DNA injection for 10
minutes to ensure that most target DNA can react with the probe chip. It is clear that the
peak position of PL spectra shifts toward the high energy side as the matched target
DNA (5'-AACAACACTACTACA-3") concentration increases, while the PL spectra of
the mismatched target DNA remain the same. We attribute the spectral shift to the
hybridization of the target ssDNA and the probe ssDNA that immobilized on the Au
surface. Because the surface charge distribution. of the probe chip is altered due to the
hybridization process, which changes.the sﬁ,r'face polarization, in turn the built-in

internal electric field is changéd. The modification of: the internal electric field then

."-..‘_‘"

1
&

reflects in the tilting of the band alig]il eﬁﬂf;:;Fd':fherefore the PL spectra.

To further confirm the above ilélt.erpretzljl-tion, .we have performed Raman scattering
measurements for different concénfrations of target ssDNA solution as shown in Fig.3.4.
The broaden line located near 735 cm™ can be assigned to InGaN A;(LO) mode'*",
which shows a clear low-energy shift in the peak position with respect to the increase of
the matched target DNA concentration, while the spectra corresponding to the
mismatched target DNA remain unchanged. The low-energy shift of the Raman

scattering spectra can not be attributed to the laser heating, because the experimental

condition was kept the same for both of the matched and mismatched target DNAs.
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Fig. 3.4
The A;(LO) phonon in Raman scattering spectra from the
probe chip in target DNA solution with different
concentrations. (a) The phonon energy shows a low-energy
shift with the increase of matched target DNA

concentration, while (b) the spectra corresponding to the

mismatched target DNA do not change.
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This intriguing behavior can also be understood in terms of the modification of internal
electric field arising from the hybridization of target and probe DNAs as described
above. Because nitride semiconductors are good piezoelectric material, a change in the
internal electric field can produce a strain and alter the lattice constant, which then leads
to the change of the Raman scattering spectra.'® According to the PL spectra shown in
Fig. 3.3(a), the internal electric field is reduced after DNA hybridization, and therefore a
low-frequency shift of the LO phonon energysshould be expected .This prediction is just
consistent with what has been observed.as shovs;; in Fig. 3.4(a).

To further confirm ourresults, wé have examined the internal strain based upon the

."-..‘_‘"
i

. =3 : .
Raman scattering measurements. TﬁeT magnitude of the strain ean be estimated by the

i

|
'

low-energy shift of the A1(LO) phon‘Pn mode acccirding t0.the following equation:'’

A—a) 3 ‘ : (3.1)
Z(a-bcwj

33

E =

where a and b are phonon deformation potentials, and C;3 and Cs; are elastic constants,
respectively. Figure 3.5 shows the strain as a function of excitation density calculated
from Eq. (3.1), where the deformation potentials a, b and the elastic constants C;3, Cs3
were estimated by the extrapolation of the data for GaN and InN.'"® The value of the

calculated strain has the same order of magnitude as that reported previously.'®
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Calculated strain of InGaN/GaN_MQWs in the probe chip
as a function of target DNA concentration based on Eq. (1).
The hybridization process alters the strain of InGaN/GaN
MQWs in matched DNA solution, while the MQWSs’ strain

remain unchanged in mismatched DNA solution.
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Evidently, the strain of InGaN/GaN MQWs in matched DNA solution decreases with
increasing DNA concentration as expected. We therefore can see that the shifts in both
PL spectra and Raman scattering of the probe chip can be well explained in a consistent

way based on the strain alteration due to the DNA hybridization.

3.4 Conclusion
In conclusion, we have demonstrated that the optical properties of nitride MQWs
can be used to detect the hybridization of DNA moleeules. The underlying mechanism

is based on the highly “sensitive /hature of “both ‘spontaneous and piezoelectric

."-..‘_‘"
i

o . | g | ] . . .
polarizations on surface env1ronmen¥, hnd’-'futrlde“sgmlconductors are good piezoelectric

'1\4

'

materials. Our working principle s%-qwn héfe can be readily extended by employing
many other biomolecules for‘ surface functionaﬁzation and by using different
chemistries. In view of the wide application of LEDs and laser diodes based on nitride
semiconductors, the study carried out along our guideline should be very useful and

timely.
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Chapter 4

Size-dependent Photoelastic Effect in ZnO Nanorods

4.1 Introduction

ZnO has been extensively studied due to its unique optical properties in the
ultraviolet (UV) region as well as a large exciton binding energy of 60 meV, which
holds the promise for producing efficient:roem-temperature exciton emitters and very
low-threshold lasers. The great ‘attention ariseg hot only from the availability in fairly
high-quality bulk, but alse/ffom mueh simpler crystalzgrowth technology exists,

T Ly

resulting in potentially lower Lcosté’-;lf'f)r | ZnO4 based devices."” Recently,
1 | "“ 1

quasi-one-dimensional nanoscale Zl}O} hasv eittracted a considerable amount of research
interest as a prime candidate for nanoscale optoelectronics applications, including
photodetectors , light emitting diodes , and lasers.”'’ Additionally, due to a large
surface-to-volume ratio of the inherent nature of nanostructures, ZnO nanorods have
been found to exhibit several intriguing phenomena, such as high sensitivity and fast
response for the detection of gas molecules'' and a novel behavior called photoelastic
effect.'”” The photoelastic effect is defined as an external electromagnetic wave is

capable of producing a change in the internal strain of a material." It is known that ZnO

. . . . 1114 - . . . .
is a good piezoelectric material, > " in which an electric field can induce a strain, and

59



vice versa. Because oxygen defects have been well established to exist on the surface of
Zn0,">'° they have the ability to trap electrons, thereby creating a surface electric field.
This process results in an upward band bending near the surface. Through the converse
piezoelectric effect, ZnO nanorods will embody an internal stress. After photon
excitation, the spatially separated photoexcited carriers can screen the built-in electric
field, and changes the internal strain. Therefore, an incident light beam is able to induce
a change in the internal strain, and it leads;to the.so-called photoelastic effect.'”"” In this
paper, we further explore the characteristic ofk,t'his novel property by studying its size
dependence in ZnO nanorods! It i found that with decreasing diameter of ZnO

."-..‘_‘"

| ||
nanorods, the magnitude of photoel?sﬁc effect increases. For example, the amounts of
‘ f

|
'

blue-shift in photoluminescence (Pp pea-kl-és v?ekjll as:low-frequency-shift in Raman
spectra peak are larger when Zn‘O‘ nanorods with a émaller diameter are exposed to a
light beam. As a consequence, one can manipulate the photoelastic properties of ZnO
nanorods via their diameters, a trait that is very useful for the application of optoelectric

devices based on ZnO nanorods.

4.2 Experiment
ZnO nanorods were grown on a-plane sapphire substrates via the
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vapour-liquid-solid (VLS) growth process.” To manipulate the diameter of ZnO
nanorods, we coated Au film with different thicknesses onto different areas of a piece of
sapphire substrate. After VLS growth process, ZnO nanorods with a larger diameter will
be grown on the area with a thick Au film. Scanning electron microscopy (SEM) images
were recorded using a JEOL JSM 6500 system. Micro-photoluminescence (u-PL) and
micro-Raman (u-Raman) scattering measurements were all performed at room
temperature in a backscattering geometry-using.a Jobin Yvon T64000 system working in
the triple-subtractive mode. Thesincident-and géattered light propagated parallel to the

c-axis, which in turn was normal to sthegrowth surface, The sample was excited by a

t g
i

continuous wave (cw) He-Cd laser ‘fv rkiﬁfi’;if'é% nmy'and a neutral density filter was
‘ I ‘
used to control the laser intensity. In‘i addition, a rélaxed ZnO film with the c-plane facet

. ‘ : 1
grown on a sapphire substrate was used:as areférence sample. '

4.3 Results and Discussion

As shown in Fig. 4.1, three different sizes of ZnO nanorods have been successfully
grown. The ZnO nanorods form a well-organized hexagonal shape with diameters of (a)
250-300 nm, (b) 150-250 nm, and (c¢) 70-100 nm. In order to test the influence of size
on the optical properties ZnO nanorods, we have performed u-PL measurements as

shown in Fig. 4.2. The sharp ultraviolet (UV) emission can be attributed to the
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Fig. 4.1
Scanning electron microscopy images of ZnO nanorods

with different diameters.
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Fig. 4.2

Photoluminescence spectra of ZnO-nanorods with different

diameters.
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band-edge transition, while the broad visible emission is due to the surface-defect-state
transition.'’ It is worth noting that with increasing diameter of ZnO nanorods, the
surface-defect emission decreases while the band-edge emission enhances. The
variation in intensities of band-edge emission and surface-defect emission can be
attributed to the difference in the surface-to-volume ratio of nanorods with different
diameters. More specifically, the relative intensity between the band-edge and

. . 19
surface-defect emission can be described by, -

I :
&5 - 2 4.1
I, - t
where Igg and Isp are the PL intensiti‘e“ﬂg:ojf“band-edge emission and surface-defect
| =o=n | |
| |

| ' 1 - . .
of n!;norods, while/C and t are constants which

emission, respectively, T is-theiradius

1

could be determined by expetiments. As:shown in Fig, 4.3, our experimental data can be

1

well interpreted in terms of Eq. (4.1).

As shown in Figs. 4.4 and 4.5, we can clearly see that the peak position of the

band-edge emission of ZnO nanorods shows a blue-shift with increasing excitation

power density, while the A1(LO) phonon energy shows a low-frequency-shift in Raman

scattering spectra. Note that the heating effect due to light illumination was not

significant in our measurements, because it would otherwise result in a reduction in the

PL peak energy. This phenomenon can be explained based on the underlying

mechanism of the photoelastic effect as follows. Under optical excitation, the
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Fig. 4.3
Integrated intensity ratio between band-edge and defect
emissions as a function of average wire radii, and a fit

using Eq. (4.1)
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Schematic of the band bending of ZnO nanorods under (a)

low and (b) high optical excitation power.
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spectra for ZnO nanorods with different diameters. The
excitation power increases from the bottom spectrum to top

for each set.
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photoexcited electrons and holes are swept in opposite directions by the built-in electric
fields. The electrons accumulate at the center of the nanorods, while the holes get
confined at the surface and neutralize the negatively charged states. Upon further
increasing excitation power, more photoexcited holes can significantly neutralize the
negatively charged states. The enhanced screening effect will decrease the built-in
electric field and diminish the band bending near the surface, therefore, the transition
energy gets higher as shown in Fig. 4.4. Besides, the screening of the build-in electric
field by photoexcited electron-hole pairs.will reliﬁce the internal strain through
piezoelectric effect. Therefore; the stressed ZnQ Tattice tends'to be relaxed and the

."-..‘_‘"

A1(LO) phonon energy in Raman spF tra'%;?é"d{shifted as shown in Fig.4.5.

Since the photoelastic effect %omes-f:r-ém the existence of defect states on the
surface of ZnO nanorods, a lafgér photoelastic efféct i thinner nanorods could be
expected due to their larger surface to volume ratio. This prediction has been examined
by the measurement of excitation-power-dependent p-PL on ZnO nanorods with
different diameters as shown in Fig. 4.5. It is clear that the peak position of band-edge
emission shifts toward the high-energy side with increasing excitation power, and the
amount of blue-shift in thinner rods is much more than that in thicker rods. This result

confirms the inherent nature of the photoelastic effect that ZnO nanorods with a smaller

diameter have a larger surface to volume ratio and will exhibit a larger photoelastic
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Excitation-power-dependent Raman scattering spectra of
ZnO film and ZnO nanorods with different diameters. The

excitation power increases from the bottom spectrum to top

for each set.
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effect.
To further confirm our prediction, let us examine excitation-power-dependent

Raman scattering spectra as shown in Fig. 4.6. According to previous studies, the

22-22

frequency at ~580 nm can be assigned to Al (LO) mode. As described above, the

internal strain arises from the built-in surface electric field through the converse
piezoelectric effect. We can clearly see a low-frequency shift of A1(LO) peak mode in
Raman scattering spectra due to the enhaneed strain relaxation when the excitation
intensity was increased. It is found that.in thinﬁér nanoerods, the amount of peak shift is

lager than that in thicker nanorods. AS*a conséquence, this‘result further confirms the

."-..‘_‘"

i

|
'

| T | |
fact that the photoelastic effect does TITperﬂoﬁ the diameter of ZnO nanorods.
In order to have a more qu%ntitative deédxiption of the Raman spectra, the

magnitude of the strain in ZnO.nanorods was-estimated according to the induced

phonon shift by the following expression”:

6 = (a-a,)/a, =22 (4.2)

C 9
Z(a -b ”J
C33
where Ao is the deviation in frequency of the A1 (LO) phonon, a and a, are respectively
the strained and unstrained lattice constants of ZnO crystals, a; and b, are the phonon
deformation potential parameters, C;3 and Cs; are the elastic constants, and &, is the

biaxial strain in the c-plane. The frequency shift Aw of ZnO nanorods (relative to the

relaxed ZnO film) was obtained by the Raman scattering spectra as shown in Fig. 4.6,
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and the parameters C;3 = 90 GPa, C33 = 196 GPa, a)=-690 cm'l, and b= -940 cm’! were
taken from previous reports ***°. Figure 4.7 shows the A1 (LO) mode frequency and the
biaxial strain (g,) in our measured samples as a function of the excitation power.
Clearly, the compressive biaxial strain in c-plane of nanorods decreases with increasing
excitation power; moreover, we can clearly see that the thinner ZnO nanorods exhibit a

larger relaxation of biaxial strain.

4.4 Conclusion

In conclusion, we have:demonstrated the size, dependenice of the photoelastic effect

."-..‘_‘"
i

in ZnO nanorods. The underlying oigiﬁfj"of"'fhe ‘photoelastic effect has been firmly

! M
» )

confirmed arising from charged s%race -cie-:fecté, through the converse piezoelectric
effect. It is found that the thinnér rods - will exhibit a‘ more pronounced effect due to a
larger surface to volume ratio. Our study shown here can be extended to many other
nanoscaled materials. The research along the guideline shown here should be very

useful for the application of nanoscaled semiconductors in optical modulators.
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The estimated strength of the biaxial strain as a function of

the excitation power for ZnO nanorods for different

diameters.
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Chapter5 Summary

In summary, optical properties of two nanostructures of semiconductor,
InGaN/GaN multiple quantum wells (MQWs) and ZnO nanorods, were investigated in
this thesis.

We first demonstrated the detection of DNA hybridization with the build-in
piezoelectric (PZ) field and quantum confined Stark effect in InGaN/GaN MQWs. A
5-nm-Au layer was sputtered on‘the MWQs éffucture, and then single-stranded DNA
molecules with thiol modified were sMmobilized, on the ‘Au surface as probes. As the
sample was exposed to matched tar§ét Dr:'l.\l:-ﬁ;"solution, the peak position of PL spectra
shifts toward the high-energy side,;v.ifhilev ‘él-le A;l(LO) mode of Raman spectra shifts
toward the low-energy side due to the change in.-‘PZ field and QCSE from DNA
hybridization. However, the PL and Raman spectra reveal no shift in the mismatched
DNA solution because the hybridization process does not occur. The result could
provide a useful contribution for DNA-sequence identification and development of
biochips.

Latter, size-dependent photoelastic effect in ZnO nanorods was studied based on

their surface defect states and PZ effect. Three different diameters of ZnO nanorods

were grown on the c-plane of sapphire substrate by vapour-liquid-solid deposition
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method. In this work, it was observed that a novel phenomenon called photoelastic
effect exists in ZnO nanorods, especially in thin nanorods. For our sample, with
increasing excitation power, the PL peak of band-gap emission shifts toward the
high-energy side, while the A1(LO) mode of Raman spectra shifts toward the
low-energy side due to the band bending effect form surface defects and the screening
effect by the photoexcited carriers. The above phenomenon shows more pronounced in
thinner nanorods due to their larger surfagce to.volume ratio, which leads more serious
band-bending effect near the surface of-the ﬁénorods, such that there exists greater

photoelastic effect in thinner ones. Our results/Should be very useful for the application

| —
ic dEJV-iI'c’:"é's,'
|

“
of ZnO based nanoscale optoelectrcTn and they can also be extended to the

study of other nanostructured semic%nductors. , ::
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