et ETHFATRTAL LS
FALim~

Graduate Institute of Computer Science and Information Engineering

College of Electrical Engineering and Computer Science

National Taiwan University

Master Thesis

MR BT L A e i i Bk S
Motion Object Tracking System Using.Color-based Techniques

¥ R
-

il
R 2

Chun-Hung Chen

EE 2 S R R R R
Advisor: Cheng-Yan Kao, Ph.D.

dERFOT & T

July, 2008



e i

NU
N

B R S AR v R R e o

o T

O ONmE

BB~ FLPRTAFTIRT A AFY AT
Hid i

Department Computer Science and Information Engineering

College of Electrical Engineer and Computer Science
National Taiwan University

Master Thesis

IDEEE - € & -G fop) B S RERT R )
Motion Object Tracking.System tJsing Color-based Techniques

¥ R
-

R
Chun-Hung Chen

R AL HL
Advisor: Cheng-Yan Kao, Ph.D.

P ERR 97 &£ 7 F
July, 2008



H4
s
I
“r
f*ﬂ
>~

FRATHER  DRAANETEAFIFLRR  ARFEL T RS 0§
£

FrEftE s LdgL oo

ﬁagka;ii&pzﬁMﬁ%w’y4P”nﬁ%m B LIS R R A
ELHA S SRR +Fi@ﬁéﬁﬂﬂﬁﬁ%%ﬁfﬁ4§ﬁ R S
AEEFRAHT BN G LARHY BT PECRAER - ek 2B LYW

%*ipi?%ﬂﬁi%ﬁ@%’%ﬁﬁ%%Wﬁi4ﬁ%Pz@rai@ﬁa%’ﬁip
TRADINE TR DR HFFLOR e S FAF LR R
?ﬁ%’ﬁﬂ%ﬂﬁﬁﬁﬁh%wguﬁJB}miﬁﬁﬁ*ﬁji$%ﬁ%%%’ipf
AL DS o 3 ELF AR e BETRES I o A8 R F e iR

WREE - - e kAL - BAEY %ﬁm%%¢&’” GG RS R g

PR Eh TN R A SO e T O S ZERER N SR )
| }
ER LT & wxﬂﬁﬁﬁa@mﬁiﬁﬂgfﬁiA%*ét%ﬁ@%°

1
BRR PSS R RPN A B g e s



B2

zﬁ@aﬁﬁﬁﬁ@’%%%aﬁ%%ﬂ%ﬁﬁJﬁim&ﬁﬁiﬁﬁmpi‘ﬁ°ﬁ?
ARBE PR AR LR A AR R EF U R E TR SRR EF R B L AE
SR E I B BR A R e P — B - BB AR o b et TR K e sl
f];;%\,é{a»’f;mg*ﬁ

— T fR 0 TG R IR B SR EOR L PR R R ORI N S F o e e
G B A AR AR ON AL AP RS RLE B A B B R
#o B PR B feb AR (AT SRR BEF GRS kR S
o gk A ik o A A S S B B R 0 g H e 53 B R o R Sk ehi
Bodrzpob s Aponk i i st i*%“ﬁt FEb B B d B 2§ ki L B e

~F

)

FOLAR P R TG 0 5 T R R gk S S SRR

N
AN

MEED D RE R TR (] f@vﬁ‘;—i&m ¥ i e
;' ﬂ | |
1’3 |



Abstract

Motion object tracking in real-time environments and videos is a popular topic in multimedia
processing. Various related researches are proposed to handle particular cases in recent years. With
the flourish of surveillance systems in the world, intelligent video surveillance systems became
popular products to record activities of human. A video can be an evidence to guarantee someone as
suspect in courts. To develop a robust tracking system we have to take care every part of this system,
all techniques about image processing must meet our requirements like fast computation and
adapting to dynamic environments. On-line computation.is a critical problem to our algorithms. We
proposed several modified color-based methiods about baékground modeling, foreground detection,
motion object modeling and matching to acfl‘iey%.the goal that tracking multiple objects in indoor
and outdoor scenarios. If we adapt and propbse -}Ghltiple techniques of distinct bases such as shape,
edge and feature point, it must take mtich rﬁore time ‘than our system. In experimental settings, we

can discriminate and track objects accurately as well as detect and deal with occlusions in all videos.

Key-Words: video surveillances, background modeling, foreground extraction, contrast histogram,

object tracking, occlusion detection.
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1 Introduction

1.1 Background

Multimedia and image processing techniques have been developed for decades. Intelligent video
surveillance system became a popular research topic along the improvements of hardware and
software. We can record a high-resolution video by a camera and process every frame in real-time.
The processes vary according to goals, some recognize patterns of interest, some track special
objects, some just find the foregrounds, and so on.

Video analysis has been a popular research field in recent years. Applications areas include
hospitals, casinos, hotels, schools, and so on.:Crime and emergency events may happen anywhere,
from video records we can acquire clues, trac‘k suspects, and-analyze activities.

Nowadays we see cameras anywhere in streétéfﬁpglice exploited the videos recorded previously to

| MR || -
search suspects. Surveillance systems are getting important in- Taiwan society, despite of police,

citizens also install the system to promote neighborhood’security and catch suspects like thieves or
robbers. Not only suspects, other things such as vehicles, guns, knives, and clothes can be key clues
to matters. Unfortunately, most surveillance systems just offer simple functions, for examples,
recording and playing back. Nevertheless, some of them support low-resolution or gray level images,
which is an undoubtedly great constrain to do searching works in videos. Due to the improvements
of technology, colorful and high-resolution cameras is so common and cheap that anyone can afford
them. If we can integrated this cameras with fine functions like face tracking, human identification,
and contrast adjustment, intelligent surveillance systems are possible to implement.

To carry out the artificial systems, we have to take care of every part of systems. Fortunately some
researchers developed systems of same goals in recent years. We can compare advantages and
drawbacks of these systems, then combing some parts of them to build a better one. We don’t

1



always adopt others’ mechanisms, sometimes we modify their algorithms to meet our experiments,

and sometimes we develop new methods.

1.2 System Overview

There are quite many parts to build a tracking system, we simplified and categorized them in figure
1.3. In the beginning we set up the background model, which needs a lot of frames without
foreground objects to train. When the background model is available, we extract foregrounds in
block level, and combine these blocks to regions. A foreground region may contain moving objects
or noise. We set a threshold to see if the region is large enough to include moving objects. If the size
of the region is greater than threshold, we will try'matching it to object models. Otherwise, the
region will be skipped and then we update thedackgreund madel. If parts of the region match to a

object model, we update object model and traék‘}b_e object, if no models match to the region, we

-

define that the object in the region apbears for flrsttlme we créate a model for this object.
Whatever the result of matching, we update backgrourid model finally.

With videos we can compute the number. of vbac*kground frames before experiments, these frames
can help us build background models. In our experiments the numbers of background frames are 5
to 20. The tracking process will execute in later frames. In a real-time surveillance system, we can’t
expect the occurrences of motion objects, so we take the first frame to build background model, and

then we track motion objects and update models simultaneously.
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Fig. 1.1 : Flowchart of the proposed tracking system.

1.3 Related Works

Obiject tracking can be divided into several steps, including foreground extraction (background
subtraction), object recognition, model initialization and update.
Chien et al. proposed an approach for foreground extraction incorporaing both consecutive frames

subtraction and current frame and background subtraction [1]. They described six cases to decide
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moving object, based on the results of background difference and frame difference (table 1). [BD|
represents the absolute value of subtraction of current frame and background, |FD| represents the
absolute value of subtraction of current and previous frames, THgp and THgp are thresholds, and OM
is the abbreviation of object moving, motion objects existed if OM equals to yes. Indexes 1 and 2

are for case that the background model is not available.

Background Frame Region
Index . ) - OM
Difference Difference Description
N/A IFD|>THep Moving Yes
N/A IFD|=THeo Stationary No
Movin
3 BD|>THeo | [FD|>THeo ing Yes
Object
4 IBD|=THrp [FB|=THrp Background No
5 IBD|>THep [FD|=THrp Still object Yes
Uncovered
6 IBD|=THgp |IED|>THro No
. NP/ Background

Ay
-

Table 1 :' Sixcases -;f_'_'t;éckground;subtraction.

Wallflower is a classic method to maintain backgrodnd model which consisted of three levels
(pixel, region and frame) [2]. In pixel level the foreground pixels would be discovered by history
records, the adaptation of changing backgrounds was also handled in this level. They considered the
inter-frame relationships in region level, which avoided the aperture problem. With alternative
background models can help solve light switch problem (sudden change in large parts of images) in
frame level.

Mixture of Gaussians is another efficient approach of foreground extraction [3][29]. Foreground
pixels can be found from the comparison of several Gaussian background models (three to five
models in general), which have been built in terms of pixels observed previously. With the increase
of sample frames, we can update these models or produce new models. A pixel in current frame can

be classified as foreground or background pixel by the probabilities that this pixel belongs to all

4



models, a pixel will be seen as foreground pixel if its color value doesn’t fit any background models.
Similarly, this method can deal with lighting changes robustly.

Noise appears randomly and depends on environments and machines, which often reduces the
quality of image processing. Tsai offered three filters to deal with noise [15], considering
performance of them the median filter is a better candidate than high-pass and low-pass filters. This
filter chooses median color intensity of pixels in a group as representative, the maximum and
minimum values will be filtered out because they are possible noise. By the way, the high-pass filter
emphasizes the edges and detailed parts of images, an image will be distinct with the filter. So the
noise will be amplified instead of reducing. Contrary to the filter, low-pass filter smoothes images,
but it erases edges possibly, this will result in difficulty to extract features.

Coarse backgrounds would be a quite difficult pro’blem to extract foreground, for instance, grass
and trees with waving leaves. We hardly found foreground: objects because backgrounds are not

stationary, for instance, trees wave along the'\){zj'}'a_q:} It’s also @ major difficulty to track objects in

ft

outdoor field. Chen at al. challenged the‘t‘opic."'lanq " gained. satisfactory results [16]. First they
smoothed image by Gaussian kernels and-then dividing’ the image into blocks. The descriptor of
each block is set up by contrast context histogram [13]. Each block will be separated to four
sub-blocks and two feature values are evaluated in every sub-block. These values form the feature
vector of a block. In RGB color space, the vector is 72(9x4x2)-dimensioned, they simplified the
dimensions to 48 by deleting repetitive contents. Incorporating with the concept of mixtures of
Gaussians, they discovered foreground objects in scenes constituted fountains, waving leaves,
oceans, rivers, and even escalators.

Tracking motion objects demands appropriate mechanisms to construct, compare and update
object models. Characteristics like textures, edges, corners, and color distributions in local areas are
common means to describe objects. Adaptive boosting is a widely used method mainly for face

detection [4][5]. A different point is that they used “subtraction of rectangles” as features of objects.
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There are 5 examples in figure 1.1, the feature values are the sum of pixels within lighter rectangles
subtracted from the sum of pixels within darker rectangles. We can change scales, orientations and
relative ratios of these rectangles to extract accurate feature values. Viola and Jones proved that
these rectangle filters can be evaluated extremely rapidly at any scale [4]. It sounds confusing that
these features can help track objects, but it worked in experiments [5]. However, it needs sufficient
data to train models before experiments. But in real-time environment we created object models
when new objects appeared first time and updated models every time when an object matched to a
model. Online modeling will be a problem if we adopt this algorithm.

Classifying objects in images is necessary for object identification, Ding at al. proposed a
statistical approach to make categories in images [17]. For each pixel, they computed the mean
intensity difference of the pixel and its neighbor pixels. Finally the mean intensity difference of all
pixels is retrieved. Based on these valueé we can figuresout a pixel is a “seed” or not, and these

seeds could generalize their neighborhoods (beeause a seed pixel and its neighbor pixels have

‘ m ‘ \
similar colors). This method performed efficiently in itheir experiments, but in coarse backgrounds

the algorithm doesn’t behave well as expectation. Another problem emerges that the method can’t

afford real-time limitation.

1B i1

5= O

Fig. 1.2 : Example rectangles in images. Every rectangle can be a filter to match objects.
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Wu at al. advised a top-down region dividing approach [18], which treated whole image as a
object in initial stage, dividing objects into subobjects in following stages, until all objects can’t be
divided. In the other hand, bottom-up approaches generate multiple objects in first step, and merge
them later, watershed-based algorithm is a kind of methods. In their algorithm, there is only one
object in first step, that is, the input image. In following steps every region will be divided by color
histogram-based and region-based methods until they didn’t satisfy the conditions of dividing. They
used number of connected components (which represent objects in images) and WCSD

(within-class standard deviation, its definition shows below. m : number of objects, Ni : number of
pixels of object i, oj : standard deviation of object i, N1qtg  image size) as benchmarks to evaluate

performance. It’s obvious that their method issbetterthan other methods which only used watershed

or histograms.

-
N
-
-

m

N;o?
wesp= |30 [

— \ NTotal
= (1.1)

A model of more information will bring better performance of tracking, Wang and Yagi took
three color space (RGB, SHV, normalized red and green) as well as shapes and textures as cues to
model objects [6]. The normalized red and green values showed reliable when illumination changed.
Every color bands will be quantized into 12 bins. Histograms of backgrounds and foregrounds are
weighed. Shapes of objects are made by Scharr masks [27] which gave more accurate results than
Sobel masks [24] in their experiments. Every pixel in images will be convolved by these masks to
calculate strength of gradient. And then the orientation of each pixel (will also weighed and

quantized into 12 bins) is computed. Of course these models will update with new frames.



Techniques adapted such as likelihood ratio to select features and mean-shift algorithm to track
objects [7]. The later is a usual approach by probability density functions of color histograms.

Contrary to Wang and Yagi, Mckenna at al. just exploited normalized red and green to do
background subtraction [25]. The mean intensities and standard deviations of colors are means to
calculate gradients (by Sobel masks) and chromaticity of pixels. Gradients can help solve problems
of similar colors of backgrounds and foregrounds, these problems can’t be solved efficiently by
comparison in RGB color space. Color histograms are common means to compute the chromaticity
distance of pixels, Mason and Duric used the information to detect and track objects in color videos
[28].

In [9], Horprasert at al. extracted foregrounds in terms of differences of colors and illumination
of pixels in current frames and background: model. A pixel can be grouped to background,
foreground, shadow and others. Huang‘ and_Chen ‘provided an alternative version [19]. They

simplified the original algorithm and.added p&éﬁ{fa_rocessing containing noise-removing, hole-filling

| M . .
and shadow-elimination. They tracked people very well by spatial information and solved occlusion

cases efficiently in indoor and outdoor environments;

Aside from RGB color basis, Chen provided a human tracking system by HSV color space [20].
Edge is a usual feature to model objects, they described edges using Sobel filters, with these edges
head and body of human can be retrieved. The features of objects include mean intensity and
standard deviation of color information as well as gradients. All features are extracted in blocks. A
critical restriction is that they required tested persons in experiments must put on helmets, it doesn’t
meet the general case of surveillance.

Backgrounds and motion object models play important rules in tracking systems. Liu took the
concepts of scale-invariant feature transformation (SIFT) and contrast context histogram to
construct background model, and mean-shift tracking algorithm to make object models [21]. In

addition, HoG-based method is developed to check if the objects are human bodies [23]. Their
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background composed of a whole room, the panorama included multiple views. PTZ (pan-tilt-zoom)
camera can go around these views to build models and detect objects.

The states of objects in images vary and depend on the relative positions between objects. Lei and
Xu provided possible conditions in table 1.2 [31]. When an object appears in camera view for first
time, it belongs to the class “Appeared”. In following images if the object is recognized, its state is
“Mature”, we can update its object model. While the object is blocked by background objects, we
can’t track it because it is temporarily unavailable in tracking process, so its state will be
“Disappeared”. When it appears again and its previous state is “Disappeared”, its state will be
transferred to “Reappeared”. If the object leaves from camera view and we judge that it never return
because of its trajectory, its state becomes “Out of scene”. Two conditions are hard to determine,
when an object is hidden by other objects, which is the »typical case of occlusion, and its state is
“Occluded”. The other case is that an-object'is corrupted,by-noise, scene or exit, we can’t identify
the object precisely, then its state is “Temporaﬁi@nﬁvaiIable”-.

For dynamic scenes the background scené us&allyéhangeé, it’s necessary to adjust background
model to fit the fact. Sample consensus. (SACON) is a mechanism of background update [22]. It
made use of red, green color values and illumination intensity as standards to extract foreground
pixels. Considering the effects of light, if a pixel’s red and green values change dramatically but
illumination value doesn’t, this pixel won’t be assigned to a foreground pixel. The background
model updates in pixel and blob levels. In pixel level, system creates a counter for each pixel, the
counter records how long its corresponding pixel classified as a foreground pixel. When the value of
a counter exceeds the threshold value, the pixel will be assigned as a background pixel. In blob level,
system also set a counter for each pixel, the counter records how long the pixel as foreground pixel,
but in advance the pixel must belong to an object. When the counter is larger than threshold value,
the pixel will be updated to be a background pixel, because the object which the pixel belonged to is

static for a long time.



Obiject state

Meaning

Appeared The object starts to appear in the scene.
The object has been continuously tracked for
certain period of time and enough confidence
Mature

has been accumulated to prove that it is indeed a

foreground object rather than a noise patch.

Temporarily unavailable

The object temporarily loses track because of
being blocked by scene structure, noise

corruption or exit.

Occluded

The object is partially or totally hidden by other

object(s) in'the camera’s field of view.

Disappeared

‘ .i»’?The object *‘may either already exit from the

Vécené_ or be blocked by background objects such

as'buildings or trees.

Reappeared

The object appears again after disappearing for
a certain period. The confidence on it needs to

be regained.

Out of scene

The object has indeed moved away from the
scene and its track considered terminated. It can

be safely deleted from the buffer.

Table 1.2 : The number of defined states that an object may enter in a dynamic visual scene.
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We implemented three concepts mentioned above to analyze an image, the results are displayed in
figure 1.2. The original image is figure 1.2a, it’s a monitored view, and we can see desks and chairs
within it. We processed the image with Sobel filters and showed the result in figure 1.2b, the
settings of the sizes of filters are 3x3 and orientations are vertical, horizontal, and diagonal, total 4
filters. Scharr filters are implemented in figure 1.2c, the settings are identical to Sobel filters. It’s
obvious that edges are thicker and darker than figure 1.2b. But many detailed parts are smoother
than figure 1.2b. Figure 1.2d is not processed with filters, we took advantage of connected
coherence tree algorithm to classify pixels in figure 1.2a. The size of blocks is 3x3 and pixels in
white are seeds. This figure is sharper than figure 1.2b but the detailed parts are also not clear

comparing to figure 1.2c. Note : In figure 1.2b and 1.2c we assigned pixels’ grayscale intensities

according the results of convolutions, but in figure 1.2d thecolors of pixels are only white and black

because the groups of pixel are only “seed” and “not seed™.

N} E.is\l ':‘

1|’ .
1.4 Thesis Organization
In remaining parts of this thesis we discusséd rhulfiple methods proposed by us or other researchers,
some are modified to achieve better performance. Finally the results of experiments are showed to
validate our system is robust and efficient. Next two sections are important processes in our system,
we introduced a background model and two mechanisms to extract foregrounds in chapter 2. We
intend to integrate the two mechanisms to eliminate drawbacks of them. Auxiliary parts such as
shadow detection and hole filling are introduced later in the section. In chapter 3 there are two filters
which can be used to match models and motion objects found in foregrounds. Feature extraction and
identification are key points of tracking in the section. chapter 4 and 5 are experiment results and
conclusion, respectively. We tested our system with several videos of different scenarios and

analyzed results.
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Fig. 1.3 : Results of edge detection 'un(i%r ree%et dé,;‘b"}(é) Original image. (b) Convolution by

Sobel filters. (c) Convolution by Schatr.filters:(d) Pixel classification by connected coherence tree
- ey L

algorithm.
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2  Preprocessing Work

Before beginning tracking motion objects, we must do some preprocessing works to improve the
efficiency of tracking. Two important tasks of this are background modeling and deciding the
possible foregrounds. Dynamic background model is necessary if background objects are not
stationary, especially outdoor scenes. With suitable background model we can extract foregrounds
accurately, but the influences of light and shadow will often interfere with our system, we also

proposed color-based methods to solve related problems.

2.1 Background Model Construction

The background source can be made from two cases, one is the frames without motion objects, we
can call them “real backgrounds” because‘only stationary, objects involved. The foreground will be

extracted correctly if using efficient methodéifb_gt due to some effects like light, shadow and

| M . .
electro-mechanical problems, background model*may deviate away from the reality. There are lots

of solutions to this problem, such as building-a nearly'perfect model or updating model after we
receive new frames.

The other case is taking previous frame as the current background model, we do not consider the
effects of light if the time interval between two continuous frames is short. But after frame
subtraction the foreground may not equal motion object, because the overlay regions of motion
object in the two frames won’t present obvious difference, this leads to that only parts of motion
objects are regarded as foregrounds. This issue will cause difficulty for object tracking.

Considering the pros and cons of the two cases of background models, we choose the first as our

mechanism and develop suitable updating method to do foreground extraction.
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To save computing time in real-time environment, we divide background image into blocks with
the same size. For every block we compute the mean and standard deviation of intensity of all pixels

in it [8]. Then we call the contrast of a block as

)
D=y @1

where (i,j) is the position of the block, o(i, j) the standard deviation, u(i, j) the mean of
intensity. An advantage of dividing images into blocks is reducing the influences of noise pixels,
because the importance of a pixel is relatively low in block level.

We also evaluate color and brightness distortion of each block [9]. In background model the

brightness distortion of a block of position (i,j) in.frame k is

1K)t i ) Ve G0 .8) 1 . K0t . )
O'ZR(i,j) ) O'ZKR(i,j) UZR(i,j) 02
,UR(i’j.) 2 ,LIG—(!,j) 2 Hs(i’j) 2 :
o)W Y6 )] 9

Ak =

where 1 (1, J), 4@, ]) and g (i, J) 'are. Smean red,‘ g-r.-een, and blue values of pixels in a block
whose position is (i,J) of all background frames, respectively. oi(i, j), o(i,j) and oy(i, ) are
standard deviations of red, green, blue values of pixels in this block of all background frames,
respectively. 1,(, j,k), 15@, j,k) and 1;(i, j,k) represent red, green and blue values of the
block of background frame no. k. We can find that if a block is brighter than average, its brightness
distortion value is high than 1, otherwise the value will be lower than 1 if the block is darker than
average. In brief, the value will approximate 1 if the color of block is similar to average no matter
the value is greater or lower than 1.

Now we compute color distortion of block in position (i,j),
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Z (|C(i, jak)_ai,j,k/uc(i’ J)

CDLLk = -
C-RG,B o.(i,])

2
)" (2.3)

We can see that «; ;, is a scale factor of CD,;,. In short, the distortion is similar to the square

root of z-score sums.

There are N «;;, and CD,;, valuesin N background frames, with these we can estimate the

variation of brightness distortion of block in position (i,j) by computing the root mean square of the

distortion,

N 2
Z(ai,j,k -1)
Q= RMS(ai,j) =\ N , (2.4)

and the variation of color distortion of blogk'in position‘(iyj) is

A CPE
W k=1 |
bi,j = RMS (CDi,j’) : : N . (2.5)

The two variation values will be factors of threshold to decide foregrounds.

To avoid the influences like light and shadow in individual frame, we take multiple background
frames and computed mean contrast values of every block in every frame. It may take much time to
do the computation, but this can be finished in advance.

All the information will be compared with current frames for foreground extraction and motion

object identification later.

2.2 Foreground Extraction
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2.2.1 Method 1

We also compute the values of mean, standard deviation and contrast of all blocks in current frames.
Afterwards, we compare the contrasts of blocks in the same position between background model
and current frame. If the difference of contrasts between two blocks exceeds the threshold we set
previously (the value will be assigned empirically), the block will be called “foreground block”,
otherwise it is a background block.

Drawbacks of the above method would produce include the following. When a pure-colored
block (ex. all the colors of pixels in the block are white) changes to another pure-colored block, the
standard deviations of them are both zero so that both their contrasts are zero. It means that the

difference of contrast is zero that the block wouldn’tiidentify as a foreground block.

2.2.2 Method 2

—
-

| R || :
To compensate the problems, another approach-from [9] was applied (Huang and Chen proposed

a modified version in [19]). We also madified vtheAmetho'd' from pixel to block level. In figure 2.1, Ei
represents the color vector of ith block in background model, its contents include its mean RGB
values. And li is the same block but from current frame instead. Next, aEi is the projection of Ii on
Ei, we compute the length of difference between Ii and oEi, that is, | li-aEi |, this will be an index for
us to estimate whether a block is foreground block or not (| li-aEi | is called the color distortion of i
in [9]). The decision is simple, if the value is greater than threshold, the block will be a foreground
block.

If a color vector is part of the other vector or vice versa, it indicates the distance | li-aEi | is 0, with
above definition the block won’t be a foreground block. For example, vi = (50,50,50) and v, =
(200,200,200). In RGB color space v; is a color nearly gray, and v, is nearly white. It reveals a
controversy that the two colors are similar or not, and we choose to comply with the original
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definition. There are some disadvantages of this mechanism discovered in experiments, we modified

the algorithm to reduce failures in foreground extraction.

>R

B
Fig. 2.1 : lllustration of the distance of two color vectors IN'RGB space. li and Ei are the two vectors,

aEi the projection of Ii on Ei, [li-aEi |is'the distance,~
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We changed the definition of color. rdisf,;ortio‘n' of| a block in current frame from | li-aEi | to
equation (2.3), and brightness distortion is equation (2.2),in the end we rescale a;; tobe
aI,J -

a , (2.6)

and CD,; tobe

i, b— _ (2.7)

The rule of block classification is
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F:CD,, >T,ore <T,

B:io;; <T,and &;; >T,,

N

_ (2.8)
H : otherwise

\

where F is abbreviation of foreground block, T, and T, are thresholds for CD;; and a

ihj?
respectively. The two conditions are decisions that a block is either discriminative in color or

brightness. B represents background block, T, and T, are upper and lower bound of a_” that

is, a block belongs to background if its oTJ locates between T, and T, . H is the group of other

situations.

After identifying all foreground blocks in.current frame, we merge these blocks to “foreground
regions”. A foreground region is a connected.component-of foreground blocks. The definition of
connection is that if two foreground bldcks aféB;geighbors, they are connected, otherwise they are
not. Because of the effect of noise, Wé seta threshr:ald for foregfound regions, if the size of a region
didn’t exceed the threshold, the region will be treated as noise instead of foreground, even if exactly
the region contains motion objects. To expr.essvtheAforeground region easily, the region will be
represented by a rectangle whose length and width are multiples of length and width of a block,
respectively. So in a foreground region there are both foreground and background blocks, even the
later locate in a region, they won’t be analyzed in following processes.

Figure 2.2 showed the performance of foreground extraction, figure 2.2a is one of background
frame, which is similar to background model. We can see some people and cars in figure 2.2b,
which represent motion objects. The blocks in figure 2.2c are foreground blocks, they cover these
objects and parts of a window of the building in rear of motion objects. We combined these blocks

in figure 2.2d, four objects are surrounded by large blocks, but because of the threshold of size, the

window in top-right side of the image is ignored.
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Drawing foreground blocks (d) Foregfo’uﬁé?e@ion,s. TR
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Sudden change of light is another problem of background subtraction, in indoor scene the light
source is usually from electronic lights, which can’t always offer rays with stable intensity or
sometimes are influenced by objects near them. In outdoor scene, the light source is usually sunlight,
whose intensity can be affected by cloud and change with time. In a cloudy day, we can figure out
there is not enough light source to take sharp pictures.

Some examples of light switch are displayed in figure 2.3, the sources of images are from
PETS2001 dataset 3, we snapshot some frames of the video. Figure 2.3a is the first frame in the
video, the background is almost identical to figure 2.2. A apparent light change happened in figure

2.3b, the intensity of light source increased, it’s believed that the reason is moving cloud. In figure
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2.3c and figure 2.4d there are also obvious light changes, the former is darker than figure 2.3b and
the later is similar to figure 2.3b. It’s interesting that in the video with length about 5 minutes, there
are various light switches between frames. Tracking process in the video will be a great challenge
duo to the various intensities of light source. With the kind of video we have to build background

model carefully to adapt light problems.

(©) (d)
Fig. 2.3 : Changes of light. (a) Frame 0 (b) Frame 885 (c) Frame 3050 (d) Frame 4245.

2.3 Background Model Updating

In previous section we discussed the problems of background modeling. To match the current
background we have to update the model. Something may join the background after we begin

tracking, we can find that blocks corresponding to these things always recognized as foreground
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blocks if we don’t update the original background model, but in fact they have became parts of
backgrounds.

We create a counter for all blocks [10]. When a block is recognized as a foreground block, the
counter of this block will increment, otherwise subtract. If the counter exceeds the threshold, it
means that the frequency of the block recognized as a foreground block for a period of time is large
enough for us to update the block in background model. For example, if the threshold is set to 50, a
block must to be assigned to a foreground block at least 51 frames in 100 consecutive frames, or 101
frames in past 200 frames. If we update a block in background model, the contrast and mean
intensity of block in the model will be replaced by the mean contrast and mean intensity of all

foreground blocks with the same position in previous frames, respectively.

.-\l
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3  Object Recognition and Tracking

From previous work we acquire foreground regions, which are possible motion objects. Here we
propose two filters (or two color-based techniques) to create object models and identification objects.
Motion objects in camera view often change their appearance, when a man walks to camera, the
region he belongs to in frames will get larger, this is the problem of scale. Every object may change
his direction while moving, this is the problem of orientation. Finally, a terrible situation is
occlusion, which happens when objects covered by backgrounds or other objects, only parts of this
object emerge, we can’t discriminate it by global information collected before.

First, we compare the similarity of color distribution of every pair, one selected from foreground
regions (blobs) and the other from motion object models. If a pair is similar by our definition, the
comparison of detailed information of all-foregroundblocks and motion object model will be

carried out in second step.

-
g
%

3.1 Global Color Similarity-@omparison

In the beginning we check the similarity of foreground regions and motion object models by color
histograms. The histogram is composed of all the color intensity of pixels in foreground regions
instead of mean color intensity of every block.

The color intensity will be divided into bins, every intensity value belongs to only one bin. From
[11], considering the spatial relation, we assign weights to a pixel by its distance to central pixel in

the foreground region, the possibility of a intensity value assigned to a bin u is

Pu=CY k(I X, DOTb(x)-ul @

where X; is a pixel in foreground region, n is the total number of foreground blocks in the region, |x;|

is the distance of x; to central point of the region, the function k assigns a weight to Xx;, o is
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Kronecker delta function, b(x;) the bin x; belonged to. Finally C normalizes P(u) in the range of 0
and 1,

1

C=gr—,
k(XD

(3.2)
Then, from experience we know that the scales of objects change frequently, using |x | as
parameter of weighting function is not proper. The parameter would be changed to the relative
(normalized) distance between a pixel and the central point of foreground region. Then (3.1) will be

adjusted as
n X
Pu=C>’ k(%)cS[b(Xi) -u], (3.3)
i=1

where h is the scale of foreground region; aspracticalidefinition is the maximum of all pixels in the
region to central point, it is, the disténce ofce;ntral point to any corner of the region. And the
distance is estimated by Euclidean distange. | | f

Finally the color similarity of foregrbund; regions aﬁd motion object models can be evaluated by

Bhattacharyya coefficient,

p0)= pp&)l= Y. P, ()0, @

note y is the central point of foreground region, p the foreground region, g the object model.
Because the possibility of each bin is between 0 and 1, and we have to normalize the two

distributions of possibilities to guarantee that

;pu =1 and ;qu :1, (3.5

which indicates for any bin u, the product of p, and q, will locate in the range of 0 and 1, and

the square root of their product would occur in the same range. For two identical distributions, the
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Bhattacharyya coefficient of them is 1. For two similar distributions, their Bhattacharyya coefficient
will be close to 1. In [26], Nummiaro at al. set the threshold for the coefficient to decide two objects

are similar to be

plp(y)al > u+20, (36)

where x4 and o are mean and standard deviation of Bhattacharyya coefficients computed in

history records. The threshold value indicates the two objects have least 97.5% confidence that they
are similar in global color distributions. But we don’t set the threshold that high, the value of

threshold

elp(y)al> u-20 (37)

will work well in experiments.
When the similarity of a pair exceeds thetthreshold, litrepresents that the pair passed the first filter,

in next step we will verify if the region matchgs. to the model in terms of detailed information. If not,

there are three possible cases [12]: At

Case 1 - Occlusion happens, that is, more‘that.one'motion objects overlaid in the frame, foreground

region contains these objects implies the color histogram is the mixture of them. Because
this filter can only analyze global information of objects, we just assume the situation (there
are multiple motion objects in a region) happens but we can’t confirm it using the filter.
The other filter will identify the situation because it compares local information.

Case 2 : Motion objects changes their appearances or are occluded by background objects. For

example, a man puts on a jacket, turns his head, or is sheltered by a desk. We can solve the
problem by assigning an active position for every motion object model. If the distance of a
foreground region and an object model is short, it’s very possible that the region matched

the model. Every time we meet the situation, the threshold of similarity (Bhattacharyya
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coefficient) will subtract to avoid this case. Note that tolerance degree increases may result
in recognition failures.

Case 3:New object emerges, we can’t let the object match to any models through the two filters, and

we should create a new model for this object.
Here a model contains the color distribution of the object and the last position it occurred. If an
object hasn’t appeared for a period of time, the model corresponding to it would be deleted because
we must save memory space and computing time. Like background model, we will update motion

object models to become closer to reality when an object matches to a model,

qu = ﬂpu + (1_ﬂ)qu , (3.8)

The learning rate S is set to 0.1 in our experiments.

3.2 Detailed Information Cd‘fﬁparison.

I

When a pair of object and model passed: first filté}, itfneans t.hat the global color histograms of the
two objects is similar, here we check the'information in éil blocks within them. The contrast context
histogram can be used as a tool to decide the similarity of two points in different images [13]. When
an image changes on scales or orientation, this method can find similar even identical pairs of pixels
in two images. The features they extracted from a pixel are color histograms of pixels around it.
First classifying these pixels to groups in terms of their distances and orientations to this pixel Pc
(figure 3.1a), for every group computing the mean intensity values higher and lower than Pc. In the
end these values will be integrated to form a feature vector of this pixel. Comparing every feature
vector of pixels in different images will acquire similar pixel pairs. For the problem of scales,

adjusting the size (number of pixels) of groups is an efficient approach but it needs empirical rule to
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decide the size. To solve the orientation problem, shifting feature vectors will be a good idea
because it is just like to rotate the image to fit the other image.
Whatever the measures we use, it takes much time to compare objects in pixel level. Here we use

blocks instead to accelerate computation, so we modified the original algorithm from pixel to block

level.

el
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Fig. 3.1 : Two diagrams of contrast contextihistddram.l(a) Original diagram. (b) Modified diagram.
In application 1, the central block represenfs a foreground block, other blocks are its neighbor blocks.

We computed two values for each neighbor block. In application 2, a foreground block will be

divided into 9 sub-blocks, we also computed 2 values for 8 outer sub-blocks.

A foreground region is composed of foreground blocks, for every neighbor block of every block,
we compute the mean intensity of pixels in neighbor block higher than the block and lower than it.
That is, for a block B and its neighbor B;, the mean intensity value of pixels in B; higher than B is

D> {I(x)|xeB and I(x) > I(B,)}
4B, , (3.9)

H B, (B) =
and the lower case is
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> {I(x)|xeB and 1(x) < 1(B;)}
#B._ . (3.10)

H Bi_ (B) =

where I(x) is the color intensity of pixel x, I(B;) is the mean color intensity of B;, #B;. is the
number of pixels whose color intensities are greater than 1(B;). #B;. is the number of pixels
belong to the lower case.

Then we get two values from each neighbors (figure 3.1b), 16 values totally (8-neighbor). We
made a feature vector for each foreground block, the vector involved 16 values about neighbor

blocks and mean red, green, and blue values of this block. It can represent by
CCH(B) ={H; ,Hg ,....Hg ,Hg ,r(B),g(B),b(B)}, (3.10)

where r(B), g(B) and b(B) are mean red, green and bluewvalues of block B.

Comparing all the foreground blocks' offfegion and model by theirs feature vectors, we can
evaluate the similarity of detail inforrr.]ation“bégveén an object and an object model. Considering
object orientation, we “rotate” these-16 values about neighbar blocks in feature vector to meet the
case that object changes its direction. A neidhbor bloc‘k' ¢an rotate 7 times to locate in other place in
figure 3.1, a feature vector can also exchangve ité contents 7 times when comparing in the same
meaning.

The clockwise rotation procedure is shown in figure 3.2, the block no.5 is the block we want to
extract features, other blocks are its neighbor blocks in figure 3.2a. After first rotation the
arrangement of these blocks are shown in figure 3.2b, each block shift to its neighborhood except
the block no.5. We can see the final result after 7 rotations in figure 3.2c.

The neighbor blocks of boundary blocks changed when objects moved. Some neighbors are
composed of backgrounds, it means the feature vectors we compute above are not adequate for
boundary blocks. In case of errors, we compute features inside a block too. To keep the same form,

we divided a block into nine sub-blocks of identical size, the interior sub-block (in figure 3.2a, it’s
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the block no.5) will be ignored. Two same values (mean intensity values of pixels greater and lower
than interior sub-block) will be computed from every exterior sub-block (in figure 3.2a, they are
blocks except block no.5), joining with mean red, green, blue values of the block, total 19 value as

feature vector inside the block.

Fig 3.2 : Clockwise rotation results of heighb@[ blocks: (a) B‘efore rotation. (b) After first rotation. (c)
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The detailed model includes the informétioh of neighbor blocks, mean color intensity, its area in
the frame, and latest time when blocks occurred. The feature vectors of an object model are
collected from appearances of the object in previous frames. Old feature vectors will be replaced by
new ones. Area and timestamp can help a lot, objects can’t enlarge or shrink in a short time, and
their positions can’t vary dramatically in consecutive frames. With auxiliary information we could
identify and track objects more accurately. A model will be deleted if it hasn’t appeared for a long
time.

Some examples of detailed object information recognition are displayed in figure 3.3. The
scenario of this video (provided by Kun-Chen Tsai, Institute for Information Industry [33]) is a man

walked from left to right side, and fell down several seconds later, finally he stood up and left. In
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figure 3.3a he appeared, we build and update his model in current and following frames. In figure
3.3b to figure 3.3d he expressed different poses, we analyze his detailed features. Little blocks are
drawn as long as the features in the blocks match to his detailed model, we catch about 70 to 80

percentages of his body in these three frames.

(c) (d)

Fig. 3.3 : Recognition of detailed object models. (a) Frame 120 (b) Frame 185 (c) Frame 205 (d)

Frame 230

3.3 Occlusion Detection

A tough problem of tracking is occlusion. We can predict interaction of motion objects by
information of objects. Positions and velocities of objects are usual cues for us to predict possible
situation in following frames. “Occlusion grid” is a simple but efficient method to record and predict

positions of objects [32]. The locations of objects will be recorded in the grid, an example is figure
29



3.4. With the grid, and we modified two filters introduced in section 3.1 and 3.2 to detect two cases
of occlusion. The first case is a foreground region contains more than one motion objects, and the
other case is a motion object covered by backgrounds. When a foreground region couldn’t match to
any models by filter 1, we compare the foreground blocks and detailed features of all models,
according to the result we take different actions. If no models exist in the region, the region
represents a new object, and we create a new model for it. If just one model is recognized, it means
that the object was covered by background or it changed its appearance. Otherwise, if more than one
models recognized, occlusion of some motion objects happened. Note that when occlusion took
place, we didn’t update the detailed model of identified objects because we assumed these features

are biased.

IIIIIIII
L1 f2]2]2f |

Fig 3.4 : An example of occlusion grid. The numbers in sub-grids are object IDs. We can see

occupied locations of objects in images from the grid. In the example object 1 and 2 interacted

because there are sub-grids which belong to them.
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In figure 3.5, there are 4 examples of occlusions. In figure 3.5a, a man is covered by a desk, lower
parts of his legs are hidden, it is an example of objects were covered by backgrounds. In figure 3.5b
a man was covered by the other man, we can only recognize the rear man by his head and upper
body. We can see a van located in front of three men in figure 3.5¢, most parts of the left two men

hid because of the van. And a black car sheltered the white van in figure 3.5d.

© )

Fig 3.5:Occlusion examples. (a) Object was covered by background. (b)(c)(d) Objects were covered

by other objects, which are pedestrians or vehicles.

We also show some examples of results of occlusion solution in the video of first view of
PETS2001 dataset 1, which included lots of cases of occlusion that objects covered other objects. In
figure 3.6a, two vehicles have been tracked and modeled and are represented by two blocks in green

and blue. The van was going forward along the road and the other car pulled up in a parking space.
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The pedestrians in right side of the frame didn’t be tracked because their size is lower than the
threshold for object size. From figure 3.6b to figure 3.6d, occlusion cases happened as the two
vehicles existed in the same foreground region, the little blocks in green and blue represent they
belong to which object model after analyzing the detailed models. Here the global color feature of
these foreground regions are useless, we have to compare detailed features in regions to identify the

occlusion cases.

(b) - )

Fig. 3.6 : Results of occlusion solution by detailed models part 1. (a) Frame 775 (b) Frame 815 (c)

Frame 825 (d) Frame 870

The other occlusion case that motion objects are covered by backgrounds is shown in figure 3.7,
The source of this video is PETS2001 dataset 2, it’s the first view of two. We recognized and

tracked the whole body of target in figure 3.7a and 3.7b, of course we got more information
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concerning the object to update object model. The target was occluded in figure 3.7c and 3.7d, the
two frames are original (raw data) in the video. Some parts of this car were covered by a tree, we
must identify this car by detailed features. The analytic results of the two frames are shown in figure

3.7e and 3.7f, little blocks means they matched to the detailed model.

Fig. 3.7 : Results of occlusion solution by detailed models part 2. (a) Frame 340 (b) Frame 355 (c)

Frame 1145 (d) Frame 1180 (e)(f) The results of occlusion solution of (c) and (d), respectively.
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With the discussion in the chapter, we summary all conditions based on a foreground region pass

the two filters or not in table 3.1.

Pass filter 1? | Pass filter 2? Results
Yes Yes Matching to a model.
Case 1 : Matching to a wrong model.
Yes No
Case 2 : The region includes more than one object.
Case 1 : Matching to a model but the object is occluded.
No Yes B
Case.2:Fhe region includes more than one object.
No No e WL “New object
, ‘ | ¢ . &
Table 3.1°% Fourconditions of foreground region.
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4  Experimental Results

The original target of our goal is human tracking, in section 4.1 and 4.2 we demonstrate the results
of indoor and outdoor human tracking, respectively. The excellent performance of human tracking
let us try other challenge. In section 4.3, we test our system on vehicle tracking. The summary of all
experimental results is in section 4.4. Several videos have been adopted to evaluate our methods, for

each we showed the foreground regions and/or recognition results of selected frames.

4.1 Indoor Human Tracking

In the video (resolution is 352 x 288, and.is‘provided:by Kun-Chen Tsai, Institute for Information
Industry) two men appeared in two differént sides-and walked toward the other side. The
backgrounds are white wall, mirrar, an.d grou‘ndi;T h'rgn they shook hands and one of them left a box
on the ground. In the end they Wen£ to oppos;t:é-_;i.de.l and disappeared. In figure 4.1,(a)(c)(e) are
foreground regions of 3 frames. We can find the occluéio_n happens in (c). Blocks in different colors
(b)(d)(f) represented unique object models.

Another result of human tracking in indoor environment is exhibited in figure 4.2. We downloaded
this video from internet [30]. Figure 4.2a is one of background images, which approximates the
background model. A man with a bag entered the scene in figure 4.2b, we can see his lateral and
side in following frames. Another man join became the other target in figure 4.2c, he came from far
site from the camera. They still were tracked as moving, our system can recognize the first man well,
and parts of the other one. In figure 4.2f the first man disappeared, we still tracked the remaining

one efficiently.
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) (b)

Fig. 4.1 : Experimental results of indoor human tracking part 1. (a)(b) Frame 70. (c)(d) Frame 170. (e)(f)

Frame 595. For each pair of images, we show foreground region (left) and results of object model matching

(right).



(€) (f)

Fig. 4.2 : Experimental results of indoor human tracking part 2. (a) Frame 0 (b) Frame 25 (c) Frame

85 (d) Frame 165 (e) Frame 190 (f) Frame 230

Besides the case of objects covered each other, we tested the incidents that parts of objects hid.
figure 4.3 described 4 frames of matched models (a man) in a video (resolution is 640 x 480), we
can see almost body of him in figure 4.3a, parts of his legs covered by desks in figure 4.3b and

figure 4.3c, and his back didn’t appear and lower part covered by desks in figure 4.3d. Because of
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his detailed information is discriminative in early frames, we can deal with the problems of body
hiding in figure 4.3b to 4.3d.

Obijects will be occluded by anything randomly, in figure 4.4 the man was hidden by monitors,
books and desks. We identify him only by detailed information. The global color distribution of the

man always change due to occlusions.

(©) (d)

Fig. 4.3 : Experimental results of indoor human tracking part 3. (a) Frame 120 (b) Frame 140 (c)

Frame 150 (d) Frame 350
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rt i: (a) Frame 255 (b) Frame 370 (c)
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4.2 Outdoor Human Tracking

Another video (resolution is 640 x 480) presented that three men walked around in a square. In
figure 4.5a and 4.5b we captured the first man and he walked toward different sides. In figure 4.5¢c
and 4.5d the second man appeared, he wore gray clothes and jean. In figure 4.5e and 4.5f the third
man occurred, we can see he wore light shirt and dark trousers like the first man, but the colors of
their clothes are slightly different. We can discriminate this mixture of objects successful from
figure 4.5¢g to 4.51 while they appeared together in different pairs. Figure 4.5h and 4.5k we recognize
they by detailed information because occlusions happened. In the last figure the three men showed

in the mean time.
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Frame 770 (d) Frame 1065 (e) Fraﬁ%e;ék

2275 (j) Frame 2300 (k) Frame 2960 (1) Fran

The other case we test our tracking system when targets express poses of interest. The background
is identical to the last case. In figure 4.6, we don’t arrange these images according to targets instead
of frame index. The first object appeared in figure 4.6a to 4.6d, these images contain his front and
reverse sides, and snapshots while jumping. Another similar poses but are from different object are

shown in figure 4.6e to 4.6h. Finally the third object occurred in figure 4.6i and 4.6j, the first object

also appeared in left side of figure 4.6i.
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Fig. 4.6 : Experimental results of outdoor human tracking part 2. (a) Frame 435 (b) Frame 525 (c)

Frame 2390 (d) Frame 2425 (e) Frame 975 (f) Frame 1925 (g) Frame 2555 (h) Frame 2565 (i)

Frame 775 (j) Frame 2780

Tracking people through occlusion is.eruci as@(dér}gexpenments. In section 3.3 we discussed

| 5=

fion. erous can help analyze occlusions, including

:\' = . N . .-
positions and velocity of objects, whic ns for us to predict the impossible positions

of objects in next frame. The conte';;_..t\fEQv a hl&r [ uced in section 3.2 is a useful tool to

Sy
LR

discriminate objects when occlusions occ ng information of objects we detect and
£, - :
analyze occlusion cases in videos successfully. Here we show some tracking results through

occlusion in figure 4.7.
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Fig. 4.7 : Experimental results through occlusion.

4.3 Vehicles Tracking

Test videos were downloaded from PETS2001 dataset 1 and 2, for general purpose we resized the

resolution from 768x576 to 640x480 (figure 4.8, second view of dataset 2). The background

el Lo o7 2
! Rl ISl (&

included buildings, cars, and grass, etc.figu _34.833'{?#01-,_ identical but similar to the background
&

: .
model. In following frames mumF’?Q?M\N@;&Vde randomly. In figure 4.8b a car
iy < & 8
driven on the road of left side, negin f' ure 4. uld I\‘ ave%or outside the image. Few seconds

I inégic Cle ﬁﬁ'dt.;her target in figure 4.8e and 4.8f.
Yy
“people and vehicles showed in figure 4.9,

.1:{
re 4.9a a car appeared on the bottom-down

later the car came back (figure 4.8&3{5’

Dataset 1 used the same view as fig|

¥4

We ignored all people and focused on vehlgle{s,’Iﬁ’figL
side, and this car pulled up that a white van participated in figure 4.9b. A third car joined them in
figure 4.9c, in the end we still tracked them efficiently in figure 4.9d.

We also tested our system by the other view of dataset 1, the contents of this video are equal to
figure 4.9, but the camera position is changed. The tracking results are shown in figure 4.10, these
frames are darker than figure 4.10. The three models corresponding to three vehicles are represented
by blocks in blue, green and pink. Because the framed are ordered by frame number, the sequence of
the cars occurred are blue car, white van, and then black car. Several pedestrians interfered with
tracking process, we can omitted them by setting threshold for objects size or analyzing detailed

object models.
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Fig. 4.8 : Experimental results of vehicle tracking part 1. (a) Frame 1 (b) Frame 320 (c) Frame 395 (d)

Frame 1300 (e) Frame 1625 (f) Frame 1685
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Fig. 4.10 : Experimental results of vehicle tracking part 3. (a) Frame 540 (b) Frame 785 (c) Frame

1660 (d) Frame 2275 (e) Frame 2370 (f) Frame 2505

4.4 Summary

We summarize and analyze human and vehicle tracking results. The measure to evaluate out system

is tracking accuracy, which can be defined by
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1 frameswithtrackingerrors
frameswithobjects | 4.1)

In table 4.1, we summarize total 6 videos of human tracking. For each video we compute total
frames, frames with objects, frames with tracking errors and accuracy. A tracking error indicates
wrong object identification or processing work. The accuracies of video 1 to 4 are high enough to
prove out system is robust. But there are too many tracking errors in video 5 and 6, the reasons are
not object identification failures but processing work errors. Some colors of clothes of objects are
very similar to backgrounds that we can’t classify some blocks to be foreground blocks. So in many
frames the sizes of foreground regions are smaller than threshold, then we don’t begin tracking
process. We find out 40 and 65 frames due to the size problem in video 5 and 6, respectively. if we
ignore these frames from “frames with objects” and “frames with tracking errors”, the accuracy will
be 91.34% and 93.5% in video5 and 6, .kespeéf-ix)eiy.'i_\/ideo 1to 4 are human tracking in indoor

environments, and video 5 and 6 are in.outdoor environments: Summary of vehicle tracking is also

shown in table 4.2. Accuracies of the three:videos'are.all-higher than 90%.

) Frames with
. Total Background Frames with .
Video ) tracking Accuracy
frames frames objects
errors

1 158 20 133 6 95.49%
2 69 20 46 5 89.13%
3 92 20 28 0 100%
4 170 20 64 4 93.75%
5 663 20 271 60 77.85%
6 612 20 311 81 73.95%

Table 4.1 : Summary of human tracking experiments.
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Frames with

i Total Background Frames with )
Video ) tracking Accuracy
frames frames objects
errors
585 20 210 15 92.86%
450 20 358 19 94.69%
523 20 425 27 93.65%

Table 4.2 : Summary of vehicle tracking experiments.
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5 Conclusion

5.1 Conclusion

We proposed a motion object tracking system for indoor and outdoor environments, which
occlusions randomly happened. We focus on tracking and occlusion control. Multiple methods
about background modeling, foreground extraction, and object modeling and matching would be
integrated to achieve the goal. In experiments our system can track people and vehicles efficiently in
most videos through occlusions.

In chapter 2 we discussed two methods of background subtraction, the first one compares
contrast of blocks in current frames andbackground models to classify blocks, but it failed in some
cases. The second method compares coldr an_d illumination-information to separate blocks, it took

more time but compensating the disadvantagéé_{::g:iﬁ;f-irst method. Hole filling also provide auxiliary

| A
effects to these methods.

Object matching and modeling are key -barts in tracking process, we adopt two filters to achieve
the goal in chapter 3. The first compares global color information of a candidate pair of object and
model, if this pair pass the first filter, local features will be compared by second filter. Occlusions
are difficult problems to match objects, we also discussed some cases and proposed algorithm to
solve.

In experiments we tested our system by videos made ourselves, provided by Tsai, or downloaded
from internet (PETS2001 dataset). The videos include indoor and outdoor scenes. The motion
objects we called are people and vehicles in these videos. Various tracking and recognition results
are shown in the chapter, especially occlusion cases. Results are satisfactory because tracking

performance seems good, but in occlusion situations we failed in some frames.
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5.2 Future Work

Although we got satisfactory results in experiments, our system still remain much space to improve.
In foreground extraction, foregrounds will be identified by color-based methods or the process of
“filling holes™. To capture more real foregrounds, we can try using adaptive sizes of block, which
can be decided by prediction to fit the scales of objects. In detailed information comparison, we took
the concepts of Bhattacharyya coefficient and contrast context histogram to match motion objects to
corresponding models. The color features of objects may change dramatically depend on their
shapes, a possible solution to measure accurate features is using circles instead of blocks
(rectangles). Our system focuses on human tracking, vehicle tracking will be a extended objective in

the future.

.-\l
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