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Abstract

Three-dimensional (3D) video can provide a complete scene structure to human eyes

by transmitting several views simultaneously. In 3D video systems, multiview video

coding (MVC) plays a critical role because huge amount of data make compres-

sion necessary. In this dissertation, MVC is studied at three different levels: al-

gorithm level, VLSI architecture level, and system design level. According to the

research relevance between hardware-oriented algorithms and VLSI architectures,

several proposed algorithms and their corresponding architectures are discussed to-

gether. Therefore, this dissertation is divided into three parts: efficient MVC algo-

rithms, algorithm and architecture co-design of MVC prediction core, and system

analysis and architecture design of MVC encoder.

In the first part of this dissertation, two new fast algorithms are developed for

prediction core and color correlation. The prediction core mainly consists of motion

estimation (ME) and disparity estimation (DE) to remove temporal and inter-view re-

dundancy, respectively. We develop content-aware prediction algorithm (CAPA) for

computational complexity reduction. By utilizing DE to find corresponding blocks

between different views, the coding information can be effectively shared and reused

from the coded view channel. It can save 98.4–99.1% computational complexity

of ME in most view channels with negligible quality loss of only 0.03–0.06 dB in

PSNR. In addition, we also develop an illuminance and chrominance correlation al-

gorithm to deal with the color mismatch between views. The proposed algorithm is

based on motion compensated linear regression which reuses the motion information

from the encoder and provides better coding gain by up to 0.4 dB.

Prediction core is always the most computation-intensive part in an MVC sys-

tem. Therefore, hardware acceleration is necessary for real-time processing require-

xix



xx

ment. In the second part of this dissertation, two prediction algorithms and their

corresponding VLSI architectures are proposed for stereo and MVC, respectively.

First, we propose joint prediction algorithm (JPA) for high coding efficiency and

low computational complexity. JPA utilizes the characteristics of stereo video and

successfully reduces about 80% computational complexity while enhances the video

quality. A corresponding architecture of JPA is then designed and implemented on

a 2.13×2.13mm2 die with only 137K logic gates and 20.75 Kbits on-chip SRAM.

The JPA architecture is an area-efficient design because only 11.5% on-chip SRAM

and 3.3% processing elements are used compared with conventional architectures.

Second, we extend the design space from stereo video to MVC systems. A predictor-

centered prediction algorithm is modified to enhance the motion vector (MV) accu-

racy. 96% computational complexity can be saved with the penalty of quality loss of

only 0.045dB. The proposed algorithm supports search range up to [−256,+255]/[−256,

+255] in horizontal/vertical directions, so it can fulfill the requirement of quad full

high-definition (QFHD) videos. A corresponding architecture is then presented based

on the cache processing concept. The proposed cache architecture saves 39% off-

chip memory bandwidth with a rapid prefetching algorithm. The implementation re-

sults show that the proposed cache-based prediction architecture requires little hard-

ware cost: only 230K logic gates and 8KB on-chip SRAM (2.1×2.1mm2 with 90 nm

process) are required to process QFHD videos in real-time at the working frequency

of 300 MHz.

The third part of this dissertation describes system analysis and architecture de-

sign of MVC encoder. The accumulated know-how and design experience of the

previous parts are integrated. First, a new system bandwidth analysis scheme is pro-

posed for various and complicated MVC structures. The precedence constraint in

the graph theory is adopted for deriving the processing order of frames in an MVC

system. The suitable hardware resource allocation can be easily determined with

the proposed analysis scheme. Second, the system architecture of MVC encoder for

3D/QFHD applications is presented. An eight-stage macroblock pipelined architec-

ture with proposed system scheduling and cache-based prediction core supports real-

time processing from one-view 4096×2160p to seven-view 720p videos. In addition,



xxi

the search range is four to sixty-four times larger than the previous work to maintain

HD video quality. The proposed architecture saves 79% system memory bandwidth

and 94% on-chip SRAM. A prototype chip is implemented on a 11.46mm2 die with

90nm CMOS technology. The 212M pixels/s throughput and 407M pixels/Watt are

achieved by proposed system scheduling, high degree of parallelism to reduce mem-

ory access, algorithmic optimization, and module-wise clock gating, etc. The pro-

posed architecture is the worldwide first reported MVC single-chip encoder.

In brief, we believe that with the MVC technologies proposed in this dissertation,

3D video processing can be realized in many real applications. We sincerely hope

that our research contributions can create a new era for digital multimedia life.
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Chapter 1

Introduction

1.1 Trends of 2D and 3D Television Systems

From the 1930s, the monochrome TV started to transmit monochrome images. Only

the transmission of images make people crazy. At that time, the contents in the

television are mainly pantomimes. They do not need sounds, but they can still lead

one into wonderland. The monochrome TV broadcast continued for a while. In

1946, RCA announced a new standard – NTSC, which is backward compatible to

the monochrome television and with 525 scan lines. The frame rate is 29.97 frame

per second (fps). NTSC standard is still in use until today. Its history is around 60

years. In 1950s, the transistor technology became more mature. Then the transistors

replaced the traditional vacuum tubes, and TVs are miniaturized and popularized.

More and more families brought TVs to their house. From 1954, the RCA company

officially started the broadcasting of color TV programs. In 1963, the PAL standard

was also formulated in Europe. The scan lines of the PAL standard raised to 625

lines, but its frame rate reduced to 25 fps. The camcorder is evolving, too. From the

earliest large vacuum tube camcorder to 1970s, NASA successfully developed the

CCD technique to reduce the volume of the camcorder, and no more film was needed.

The data can be recorded in the removable media, and this eased the shooting of the

TV programs. Various kinds of TV programs were possible. There’s no need to shoot

in the film studio anymore. In Taiwan, the color TV program is broadcasted since

1969. There are 40 years for TV to evolve from monochrome to color, but people

1
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Figure 1.1: Relative size of digital TV format.

still pursues more real vision.

In 1981, NHK proposed the HDTV standard. The number of the scan lines is

up to 1125. It was an acme of the vision. However, it still costs twenty years to set

HDTV into action. The cathode ray tube are replaced by TFT-LCD. TFT-LCD panels

not only reduce the volume of the TV but also raise the resolution to the extent. In

2007, display panels with Full HD resolution are everywhere, and the resolution of

the camcorders is raised, too. Furthermore, “quad HDTV,” which has a resolution of

a resolution of 3840×2160 or 3840×2160, displays four times the number of pixels

of the highest HDTV standard resolution, 1080p. Quad Full High Definition (QFHD)

is the next step in high-resolution display technology, and won’t start shipping until

2015. The only step higher in television technology is Ultra High Definition Video.

The relative size digital TV format is illustrated in Fig. 1.1, and the specifications

and description of HDTV is listed in Table 1.1.

In addition to HDTV, another way to bring human the complete scene perception

is three-dimensional broadcast TV (3DTV). 3DTV technology utilize the one of the

significant human depth cue, stereo parallax, provides different perspective views to

the left and right eye simultaneously. There are several kinds of 3D displays which

have been commercialized, as shown in Fig. 1.2. More views are provided, more

vivid scene structures are sensed by the viewers. 3D TV is believed by many to
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Figure 1.2: Statistics of view number of current commercialized 3D displays.

be the next logical development towards a more natural and life-like visual home

entertainment experience. As shown in 1.3, 3DTV system is a huge infrastructure

compared with conventional 2D video processing chain. 3D video capturing and

display are the key components differ from 2D video capturing and display. 3D video

content contains much larger amount of data than 2D video, so the video CODEC

and transmission of 3D video are the main challenges. The “3D playback” represents

the arbitrary view selection by users. It is a special functionality supported by a

free-view-point TV (FTV) system. A complete 3D TV system should aim to fulfill

important requirements:

• Backwards-compatibility to todays digital 2D color TV.

• Low additional storage and transmission overhead.

• Support for autostereoscopic, single and multiple user 3D displays.

• Flexibility in terms of viewer preferences on depth reproduction

• Simple way to produce sufficient, high-quality 3D content.
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Figure 1.3: The signal processing pipeline of 2D and 3D video, respectively.

1.2 Development of 2D and 3D Video Coding Stan-

dards

1.2.1 2D Video Coding: From MPEG-1, H.261 to MPEG-4/H.264

Before the introduction of 3D video coding standards, 2D video coding standards are

reviewed. Video compression plays an important role in digital TV system due to

limited storage capacity and transmission bandwidth. Therefor, several video coding

standards are defined for storage and broadcasting applications since 1990. The cod-

ing efficiency is the most critical consideration when developing new video coding

standards. The evaluation of main video coding standards defined in the past years

is shown in Fig. 1.4. From H.261 [5], MPEG-1 [6], MPEG-2 [7], H.263 [8], H.263+

[9], H.263++ [10], MPEG-4 [11], H.26L to H.264/AVC [12], these video standards

all focus on the improvement of compression efficiency. Compared to MPEG-4 [11],

H.263 [10], and MPEG-2 [7], the H.264/AVC baseline profile saves 39%, 49% and

64% bit rate respectively [13].

With the progress in video sensor, storage device, communication system, and

display device, the style of multimedia applications changes and so does the direc-

tion of video coding standards. Therefore, H.264/AVC High Profile [14] and High

Fidelity Extension [15] further address the need of high definition and high qual-



6

ITU-T Video Coding Experts Group (VCEG) 

H.261
(1990)

H.263
(1995)

H.263+/++(1998)

H.26L(1999~)

MPEG-1
(1991)

MPEG-2
(1994)

MPEG-4
(1999)

H.264/AVC
(Advanced Video 
Coding)
Baseline Profile ISO Motion Picture Experts Group (MPEG) 

Joint Video Team 
(JVT) 2001 Short-Term

Long-Term

Finalized in 2003 

H.262 Finalized in 2007 

H.264 Scalable 
Extension: Scalable 
Video Coding (SVC) 

H.264 Fidelity Range 
Extensions (FRExt) 
High Profile 

Finalized in 2005 H.264 Multiview 
High Profile:
Multiview
Video Coding
(MVC)

Compression Efficiency 
Higher resolution 

More Functionality 
New

Displayer

Scheduled to be
finalized in 2008 

Figure 1.4: The evaluation of video coding standards.

ity. On the other hand, the variety of communication systems also provide more

and more wired or wireless channels and add more consumer electronics with dif-

ferent platform into multimedia systems. Thus, the scalability and functionality now

become the necessity for video standards to support various demands. Under such

environment, the H.264/AVC scalable extension (Scalable Video Coding, SVC) [16]

is established and finalized in 2007. An unified scalable bitstream is only encoded

once, but it can be adapted to support various multimedia applications with different

specifications from mobile phone, personal computer to HDTV.

1.2.2 MPEG-2 Multiview Profile (MVP)

MPEG-2 Multiview Profile (MVP) [17] is the first developed standard which de-

scribes the bitstream conformance of stereoscopic video. Figure 1.5 illustrates the

two-layer coding structure and Codec reference model. In the coding structure, the

“temporal scalability” supported by MPEG-2 Main Profile is utilized in MPEG-2

MVP. That is, a view is encoded as the base layer, and the other one is encoded as

the enhancement layer. The frames in the enhancement layer is predicted via dis-

parity compensation. In the codec reference model, in addition to the residue which

is generated by the difference between the original frame and the motion/disparity

compensated frame, the other parts follow the MPEG-2 coding flow. The concept

of MPEG-2 MVP is simple, and the only additional functional block is processing
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Codec reference model.
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Figure 1.6: The ATTEST signal processing and data transmission chain consisting

of five different functional building blocks: 1) 3D content generation; 2) 3D video

coding; 3) Transmission; 4) “Virtual” view synthesis; 5) 3D display [1].

unit of syntax element in entropy coding. However, MPEG-2 MVP can not provide

the good coding efficiency because the prediction tool defined in MPEG-2 is poor

compared with the state-of-the-art coding standard such as H.264/AVC [18].

1.2.3 MPEG-C Part3/Advanced Three-Dimensional Television Sys-

tem Technologies (ATTEST)

A 3D broadcasting TV system has been proposed by the European Information So-

ciety Technologies (IST) project “Advanced Three-Dimensional Television System

Technologies” (ATTEST). Fig. 1.6 shows the system diagram of ATTEST. From this

3D data representation, one or more “virtual” views of a real-world scene can then be

generated in real-time at the receiver side by means of so-called depth image-based

rendering (DIBR) techniques. The required backwards compatibility to today’s 2D

digital TV infrastructure is achieved by compressing the video and depth data with

existing standards. In ATTEST, the frame data is encoded as MPEG-2 conformance

bitstream because of the compatibility with the standard of Digital Video Broadcast-

ing (DVB). The depth map is encoded with H.264/AVC. Therefore, minor overhead

of transmission bandwidth (< 20%) is achieved. Besides, MPEG Group have also
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Figure 1.7: MPEG-C Part 3/ATTEST data representation format consisting of: 1)

Regular 2D color video in digital TV format; 2) Accompanying 8-bit depth-images

with the same spatial-temporal resolution [1].

developed the standard, the so-called MPEG-C Part3, to define the bitstream format

of the depth information. The depth images are encoded with 8-bit and the same

spatial-temporal resolution as color video, as shown in Fig. 1.7.

Although MPEG-C Part3 and ATTEST belong to two different standards, the

motivation is similar. In the receiver side, the decoder decodes the color video and

depth maps, and then DIBR renders arbitrary views from the decoded data. This

scheme enables 3D video with limited free-view point-video. The benefit of ATTEST

is that whether the kind of users’ TV is, the bitstream can fit every user’s requirement.

The application-oriented consideration speeds up the standardization of MPEG-C

Part3 and ATTEST. However, the technology of depth map generation is no mature

enough. It directly causes the quality degradation of the rendered virtual views in the

receiver side.

1.2.4 H.264/AVC Multiview High Profile

Multiview video is composed of multiple view channels, as shown in Fig. 1.8. The

multiview video coding (MVC) is necessary due to the huge amount of data in an

MVC system. Figure 1.9 illustrates the overview of an MVC system. The multiview

video is captured by a camera array, and followed by the MVC encoder to execute the

data compression for transmission or storage. In the decoder side, reconstructed mul-

tiview video can be displayed on various display such as currently commercialized
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Figure 1.8: Multiview video data set is composed of two to several view channels.

HDTV, developed stereo and multiview 3DTV. Since 2001, MPEG has been working

on the exploration of 3D Audio-Visual (3DAV) technology. A lot of tools are already

available within MPEG standards, but some of them are incomplete or inefficient

for the 3DAV application scenarios. For that reason, MPEG established an Ad-hoc

Group (AhG) that has been investigating the topic [19]. The multi-view video cod-

ing (MVC) is currently being developed as an extension of the ITU-T Recommen-

dation H.264 — ISO/IEC International Standard ISO/IEC 14496-10 advanced video

[20]. The reference model, Joint Multiview Model (JMVM), describes several non-

normative encoder issues. There are some new coding tools different from conven-

tional H.264/AVC, such as hierarchical bi-directional frame prediction, illumination

compensation, and motion skip mode, etc. In addition to the hierarchical B-frame

prediction which is already adopted as an coding tool in H.264/AVC Multiview High

Profile, the other issues are still discussed and tested in another new reference model,

JMVC.

1.3 Research Topics and Contributions

Figure 1.10 shows the main components of MVC. MVC consists of pre-processing,

inter-view/temporal/spatial redundancy reduction, and post-processing. Because of

the natural characteristics of camera sensor response, the color mismatch between

views usually exists. Therefore, the pre-processing stage for color correlation is nec-

essary. Inter-view and temporal redundancy can be removed by disparity estimation

(DE) and motion estimation (ME), respectively. Besides, spatial redundancy can be
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reduced by intra prediction in H.264/AVC. The statistical redundancy is removed by

entropy coding, and post-processing is achieved by deblocking filter to enhance the

subjective quality.

In this dissertation, several research topics of MVC are covered at three different

level: algorithm level, VLSI architecture level, and system level. The main target

of this research is to enhance the coding efficiency and realize real-time processing

capability of MVC systems. At algorithm level, three fast prediction algorithms are

developed for stereo video coding and MVC. At VLSI architecture level, two pre-

diction core architecture are proposed and implemented for the most computation-

consuming part in stereo and MVC systems. At system level, system design issues

are taken into consideration. A memory bandwidth analysis method is presented. Fi-

nally, VLSI design of MVC encoder system is proposed. The research contributions

are described in the following subsections.

1.3.1 Algorithms of Multiview Video Coding

The MVC research is started from developing new prediction algorithms. Figure 1.11

shows the research issues at algorithm level. To calibrate the color mismatch between
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input views, we propose a fast luminance and chrominance correlation algorithm.

With two to three iteration, the video quality is effectively enhanced, so is the coding

efficiency. In addition, for the most computation-intensive part, DE and ME, two fast

prediction algorithms are proposed to remove inter-view and temporal redundancy.

Joint prediction algorithm is designed for stereo video coding, and it not only reduces

huge computational complexity but also enhance the video quality with new coding

tools. On the other hand, Content-aware prediction algorithm is proposed for MVC.

By utilizing the correlation between views, this algorithm efficiently reduces the ME

computation for most view channels while maintains the quality.

1.3.2 VLSI Architectures of Multiview Video Coding

Figure 1.12 illustrates the research issues at architecture level. 3D video consists of

high-resolution frames in each view channel for 3DTV application. Therefore, the

ultra high computation complexity make the real-time processing of encoding hardly

realized. We implement the VLSI architectures of prediction cores for stereo and

MVC, respectively. The hierarchical prediction core can achieve real-time require-
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ment for stereo D1 videos, and the cache-based prediction core can encode multiview

HDTV videos in real time. Both architectures are designed according the developed

algorithms. Therefore, the inter-view and temporal redundancy are successfully re-

moved with proposed area-efficient VLSI architectures.

1.3.3 System Design of Multiview Video Coding

The research of MVC algorithms and architectures are integrated and taken into con-

sideration of system design issues, as shown in Fig. 1.13. There are several design

issues to implement the MVC encoder chip, including large on-chip memory require-

ment and external memory bandwidth. We propose a system bandwidth analysis

method to evaluate the system bandwidth for various coding structures. Furthermore,

the first MVC single-chip encoder is presented. This chip supports the real-time en-

coding for one-view 4096×2160, three-view 1920×1080 to seven-view 4096×2160

videos. With this technique, the design challenges for implementing the encoder
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chips with specifications lower than quad HDTV applications are overcome.

1.4 Dissertation Organization

This dissertation is organized as follows. Three parts are included in this dissertation.

Part I introduces efficient algorithms for MVC. A fast MVC prediction algorithm

which utilizes the content-aware concept is proposed in Chapter 2. After overcom-

ing the design challenges of the most critical prediction part, Chapter 3 presents a fast

color correlation algorithm to enhance the quality of input multiview videos. After

that, Part II discusses the issues of algorithm and architecture co-design of prediction

core for 3D and quad high definition video coding. In Chapter 4, a fast prediction

algorithm with new coding tools is proposed to reduce the computational complexity

and enhance the coding efficiency simultaneously. To meet the real-time requirement

of quad full HD (QFHD) video coding, a prediction-centered fast algorithm is pro-

posed in Chapter 5. Based on this fast prediction algorithm, he VLSI architecture of

cache-based prediction core is designed and introduced in Chapter 6. In Part III, the

system analysis and architecture design of 4096×2160p multivew video single-chip

encoder are developed. Chapter 7 describes the a system bandwidth analysis method

with precedence constraint for MVC. Then, the design and implementation issues of

MVC encoder chip is presented in Chapter 8. Finally, Chapter 9 summarizes this

dissertation, and some future research directions for MVC are proposed.
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Chapter 2

Content-Aware Prediction Algorithm

with Inter-View Mode Decision for

Multiview Video Coding

3-D video will become one of the most significant video technologies in the next-

generation television. Due to the ultra high data bandwidth requirement for 3-D

video, effective compression technology becomes an essential part in the infrastruc-

ture. Thus multiview video coding (MVC) plays a critical role. However, MVC

systems require much more memory bandwidth and computational complexity rela-

tive to mono-view video coding systems. Therefore, an efficient prediction scheme

is necessary for encoding. In this chapter, a new fast prediction algorithm, content-

aware prediction algorithm (CAPA) with inter-view mode decision, is proposed. By

utilizing disparity estimation (DE) to find corresponding blocks between different

views, the coding information, such as rate-distortion cost, coding modes, and motion

vectors, can be effectively shared and reused from the coded view channel. There-

fore, the computation for motion estimation (ME) in most view channels can be

greatly reduced. Experimental results show that compared with the full search block

matching algorithm (FSBMA) applied to both ME and DE, the proposed algorithm

saves 98.4–99.1% computational complexity of ME in most view channels with neg-

ligible quality loss of only 0.03–0.06 dB in PSNR.

19
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(a) (b)

Figure 2.1: Multiple camera arrays that have been built. (a) 128-camera array [2].

(b) Self-configurable camera array [3].

2.1 Introduction

Multiview video can provide users with a sense of complete scene perception by

transmitting several views to the receivers simultaneously. It can give users a vivid

information about the scene structure. Moreover, it can also provide the capability

of 3D perception by respectively showing two of these frames to the eyes. With the

technology of 3D-TV [21][22] and free viewpoint TV (FTV) [23][24][25] getting

more and more mature, multiview video coding (MVC) draws more and more atten-

tion. Besides, some multiple camera arrays have also been proposed for 3D video

applications [2][3] as shown in Fig. 2.1. In recent years, JVT/MPEG 3D auido/video

(3DAV) group has worked toward the standardization for MVC [26], which also ad-

vances the multiview video applications. From the discussion in JVT/MPEG 3DAV

meetings, the developed coding scheme for multiview video settings mainly uses

H.264/AVC with exploiting temporal and inter-view dependencies [27]. That is,

many coding tools of MVC in the related research area are based on the hybrid cod-

ing scheme and highly related to H.264/AVC [28].

Although MVC is an emerging technology, huge amount of video data and ul-

tra high computational complexity make it difficult to be realized. An H.264/AVC

encoder requires computing power of about 1.3 tera-operations/second (TOPS) on

a general-purpose processor to encode single-view HDTV720p videos (1280×720,
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Figure 2.2: Illustration of an example of a three-view coding structure. The white

blocks represent frames, and the arrows represent prediction directions.

30 frames/second) in real time [29]. Different from mono-view video coding, dispar-

ity estimation (DE) is also utilized to reduce inter-view redundancy in MVC. Many

DE algorithms have been proposed [30][31][32][33] to enhance the quality of the

depth map for view synthesis or other intelligent video processing. Taking coding

efficiency into consideration, block-based DE, like motion estimation (ME), is more

appropriate for MVC because it has better compatibility with the existing video cod-

ing standards. Consequently, the prediction part, which consists of ME and DE,

becomes the most computationally intensive part in an MVC system. Taking a three-

view coding structure shown in Fig. 2.2 as an example, an instruction profiling of this

coding structure is analyzed, as shown in Table 2.1. It shows that the prediction part

occupies 95% computational complexity in an MVC system. The proportion is even

higher in some MVC systems with more complex coding structures. Therefore, ultra

high computational complexity is a critical design challenge for MVC, especially in

the prediction part.

In an MVC system, ME removes the temporal redundancy while DE removes the

inter-view redundancy. Because of the setup structure of multiple cameras, there is

close relation between motion vectors and disparity vectors in neighboring frames.
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Table 2.1: Instruction Analysis of an MVC Encoder with the Coding Structure

Shown in Fig. 2.2

Functionsa MIPSb Percentage

Integer-pel ME 229180.6 75.4%

Integer-pel DE 38386.8 12.6%

Fractional-pel ME/DE 21396.6 7.0%

Othersc 15183.1 5.0%

Total 304147.1 100.0%

aThe encoding parameters are QVGA, 30 frames/s, ME with search range of [-32, +31] in both

vertical and horizontal directions, DE with search range of [-32, +31]/[-8, +7] in the horizontal/vertical

direction, and QP=20.
bMIPS stands for million instructions per second.
cOther modules include Lagrangian mode decision, intra prediction, variable length coding, trans-

form & quantization, and deblocking filter, and so on.

The correlation is shown in Fig. 4.7. It can be described as [34][35]

DVk−1 +MVR = MVL +DVk. (2.1)

By utilizing the correlation between motion and disparity fields, some new coding

methods for MVC have been proposed [36][37][38]. Guo et al. have proposed

an inter-view motion model to model the temporal motions at different views [36].

“Inter-view direct mode” has been introduced to enhance the coding efficiency. Al-

though the target of 4–6% bit-rate saving is achieved, the complexity is increased

due to additional global DE. On the other hand, according to the correlation be-

tween views, another kind of redundancy called “computational redundancy” exists

in addition to temporal and inter-view redundancies. Based on this concept, a fast

prediction algorithm has been proposed to save the computation of ME for stereo

video coding in our previous work [37]. However, the coding structures in MVC are

more complex than that in stereo video coding. Besides, the previous work cannot

deal with variable-block-size ME and complex mode decision. Moreover, Lai et al.

have proposed predictive fast motion and disparity search. They track along the first

estimated field (disparity/motion field) to get candidate vectors for the other field

(motion/disparity field) [38]. Great computational complexity is saved with quality



23

DV k-1

DVk

MV L MV R

Left View Right View 

t = 0

t = 1

Figure 2.3: The relation between disparity vectors and motion vectors.

loss of 0.1–0.2 dB in PSNR. However, the ME with variable block size is not taken

into consideration in their predictive search as well. In summary, all of the previous

work only reuses motion or disparity vectors from other views or time slots. There

are still some inter-view coding information, such as rate-distortion cost and cod-

ing modes. They can be further adopted for complex mode decision and complexity

reduction.

In this chapter, a new fast prediction algorithm, content-aware prediction algo-

rithm (CAPA) with inter-view mode decision, is proposed for MVC. Based on the

fact that the video contents are highly related between view channels, the proposed

algorithm greatly reduces computational complexity while maintains video quality.

The remainder of the chapter is organized as follows. Section 2.2 describes the analy-

sis of macroblock prediction modes in MVC. Next, the proposed CAPA is presented

in Section 3.2. Section 5.5 shows the simulation results. Finally, Section 7.5 summa-

rizes this chapter.

2.2 Analysis of Macroblock Prediction Modes in MVC

First, the coding structure of MVC is introduced. Many coding structures have been

evaluated [39]. However, there is no unique coding structure which is appropriate for

every video sequence. The selection of coding structures highly relies on the video

contents and the corresponding camera setup. Figure 2.4 shows the illustration of
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Figure 2.4: Illustration of an MVC structure. The arrows represent the prediction

directions, and the gray regions are the search windows for Br.

one coding structure, where the prediction directions of ME and DE are represented

by arrows. For convenience of interpretation, the view channel n− 1 is regarded as

the left channel, and the view channel n is regarded as the right channel. There are

two types of compensated blocks. They are the motion-compensated blocks and the

disparity-compensated blocks, which are illustrated as B′
r,ME and B′

l,DE in Fig. 2.4,

respectively. According to Lagrangian mode decision, the best type of compensated

blocks is selected. For each macroblock in the current frame, the costs of ME and

DE are computed by

CostME = min
B′

r,ME∈SWr,ME(Br)
{ ∑

(k,k′)∈(Br,Br,ME)
|Ir,t(k)− Ir,t−1(k′)|+λ ·Rate}, (2.2)

CostDE = min
B′

l,DE∈SWl,DE(Br)
{ ∑

(k,k′)∈(Br,B′
l,DE)

|Ir,t(k)− Il,t(k′)|+λ ·Rate}, (2.3)

where CostME and CostDE are the minimum costs of motion-compensated and disparity-

compensated blocks, respectively. Br is the current block in the right channel. B′
r,ME

is a block of the reference frame in the right channel. B′
l,DE is a block of the refer-

ence frame in the left channel. SWr,ME(Br) and SWl,DE(Br) are the search windows

for the current block Br. After ME and DE, the best matched blocks in the two search

windows can be derived. Then the final prediction mode can be decided by selecting

the one with lower cost.
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Figure 2.5: The current macroblock can be predicted by various prediction modes.

These prediction modes are classified into four categories: INTER ME, INTER DE,

INTRA, and SKIP modes.

There are several prediction modes defined in H.264/AVC standard. In our analy-

sis of mode distribution, the prediction modes are classified into four categories, that

is, INTER ME, INTER DE, INTRA, and SKIP modes. As shown in Fig. 2.5, the

current macroblock can be predicted by ME from the reference frame in the same

view channel, where INTER ME mode can remove temporal redundancy. On the

other hand, INTER DE mode can remove inter-view redundancy by DE from the

reference frame in the neighboring view channel. If the inter prediction cannot pre-

dict well, INTRA mode can predict the current macroblock by utilizing boundary

pixels in the neighboring macroblocks. Moreover, SKIP mode utilizes the motion

vector predictor to predict the current macroblock without performing inter predic-

tion. It not only reduces the computational complexity but also saves the coding

bits for motion vectors. The mode decision between INTER ME and INTER DE is

closely related to video contents [37]. Therefore, the mode classification can reflect

the features of video contents.

According to the classification, Fig. 2.6 shows the mode distribution with var-

ious quantization parameters (QPs). It shows that the distribution of INTER ME

and SKIP mode has larger variation with various QPs. SKIP mode is the dominant
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Figure 2.6: Mode distribution analysis of two test sequences. Four main prediction

modes are analyzed for sequences (a) “Rena” and (b) “Akko&Kayo.” (c) Illustration

of the compensated block types. The highlighted blocks with yellow boundaries are

predicted by INTER DE mode.
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mode at lower bit-rates (high QPs), while INTER ME and INTRA modes are dom-

inant at higher bit-rates (low QPs). The distribution is similar to that in mono-view

video coding. The main difference between mono- and multiview video coding is

INTER DE mode, which is used in 5–10% macroblocks in a frame. The percentage

of INTER DE-mode macroblocks relies on the video contents. As shown in Fig. 2.6

(c), the moving objects are usually predicted by INTER DE because INTER ME can

not predict well in the areas.

It is observed that certain types of macroblocks which are originally encoded

by INTRA mode in mono-view video coding are encoded by INTER DE mode in

MVC. Figure 2.7 shows the statistics of the ratio that INTRA mode is replaced

by INTER DE mode after applying DE. In the cases of median and low bit-rates,

over 50% macroblocks which are originally INTRA-coded in mono-view video are

instead predicted by INTER DE mode in MVC. The video contents of these mac-

roblocks usually contain objects with fast motion or occlusions, as shown in Fig. 2.7

(b) and (d). In summary, in an MVC system, the most general types of video con-

tents are predicted by INTER ME and SKIP modes, while INTRA mode can predict

the macroblocks which contain more homogeneous or textural video contents. In

addition, some complex video contents with fast moving objects or occlusions can

be coded with INTER DE mode.

It is also observed that the mode distribution of two views are very similar. In

mono-view video coding, there are many coding tools adopted to extract data redun-

dancies and remove them. When the video contents are extended from single view

to multiple views, another data redundancy appears. On the conditions that cameras

are setup with close parallelized structure, the video contents of different views are

usually similar. This inter-view similarities exist not only in the video contents but

also in the prediction modes. An example is shown in Fig. 2.8. Two views are en-

coded separately by an H.264/AVC encoder. The macroblock partition is marked on

the reconstructed frames. Black and white blocks represent inter- and intra-predicted

blocks respectively. It shows that the inter-view correlation is high. In other words,

if the correlation is successfully explored, the computational complexity of the pre-

diction part in MVC can be greatly reduced.
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Figure 2.7: Statistics of ratio that INTRA mode is replaced by INTER DE mode

after applying DE. Disparity compensated macroblocks which are originally coded

with INTRA mode in mono-view video coding are highlighted in subjective views

(areas with yellow boundaries). Dark macroblocks are coded with INTRA mode in

both cases of mono- and multi-view video coding. (a) Mode analysis of “Rena.” (b)

Coding mode illustration of (a) with QP = 10. (c) Mode analysis of “Akko&Kayo.”

(d) Coding mode illustration of (c) with QP = 5.
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(a) (b) 

Figure 2.8: Illustration of macroblock partition after variable-block-size ME. Two

views are independently encoded without DE. (a) Left view. (b) Right view.

The analysis of macroblock prediction modes for MVC is summarized as follows.

• SKIP mode provides good coding performance and requires little computa-

tional complexity in both mono- and multi-view video coding.

• INTRA mode tends to be replaced by INTER DE mode in MVC when the

current macroblock contains objects with fast motion or occlusions.

• In most cases, the video contents are similar between view channels. It results

in the similar mode distribution between view channels. Therefore, there ex-

ists computational redundancy, and the inter-view information can be obtained

with DE to predict the coding information. An efficient prediction algorithm

with content-aware functionalities can effectively save the unnecessary com-

putation.

2.3 Proposed Content-Aware Prediction Algorithm (CAPA)

With Inter-View Mode Decision

According to the analysis in the previous section, the content-aware prediction algo-

rithm (CAPA) with inter-view mode decision is proposed to save unnecessary com-
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putational load by exploiting the correlation between view channels. By utilizing

various features of video contents in the coded view channels, macroblock coding

modes and their corresponding motion vectors can be predicted with the aid of DE

and the coding information of neighboring views. Therefore, ME computational

complexity can be greatly reduced. In this section, the system architecture of the

multiview hybrid coding system is introduced first, followed by the details of the

proposed algorithm.

2.3.1 System Architecture

The block diagram of the multiview video encoder with the proposed CAPA is shown

in Fig. 8.4. The encoder adopts the coding tools defined in H.264/AVC standard. In-

put views are classified into two types of view channels, the primary channel and the

secondary channel. A view channel is regarded as a primary channel if no recon-

structed frames in other view channels are used for reference when performing mode

decision. Therefore, there are no DE operations in primary channels. The coding

flow of a primary channel is identical to the flow of mono-view video coding. The

block engine includes quantization, transform, and deblocking filter, etc. After the

Lagrange mode decision, the coding information, including the rate-distortion costs,

the optimum macroblock coding mode, and the corresponding motion vectors of the

primary channel are stored for the proposed CAPA. The main difference between

the primary and secondary channels is the CAPA part, which contains DE, twin-MB

selection, inter-view mode decision, and content-aware ME. Each of them is intro-

duced in the following subsections. In CAPA, DE is performed prior to ME. The

purpose of performing DE first is to extract the correlation between views, and the

coding information of the corresponding neighboring coded view can be retrieved.

With the corresponding coding information, the inter-view mode decision part de-

cides the most probable coding mode for the current macroblock. The most probable

coding mode is one of the modes described in Section 2.2, that is, INTER ME, IN-

TER DE, SKIP, or INTRA mode. If INTER ME is chosen as the most probable

coding mode by inter-view mode decision, it means ME is further required for better

coding efficiency of the current macroblock, and thus proposed content-aware ME
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Figure 2.9: Block diagram of the multiview video encoder with the proposed CAPA.

is performed. Content-aware ME is a predictor-centered ME algorithm, and it also

utilizes the inter-view coding information. Note that, the numbers of primary and

secondary channels are decided according to the coding structure. The numbers of

secondary channels are normally much more because DE can effectively enhance

coding efficiency [27]. After all views are encoded, the compressed bitstream of

each channel is assembled and transmitted.

2.3.2 Disparity Estimation and Selection of Twin-Macroblock

DE is performed between the reference frame in the primary channel and the current

macroblocks in the secondary channel. The minimum rate-distortion cost, CostDE , is

decided by (2.3). The macroblocks in the primary channel are overlapped by the cor-

responding best matched block indicated by a disparity vector. And among the mac-
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roblocks the one with the largest overlapped area is called the “twin-macroblock,”

as shown in Fig. 2.10. To predict the most probable coding mode for the current

macroblock in a secondary channel, it is required to retrieve the related coding in-

formation from the twin-macroblock in the coded primary channel. As illustrated in

Fig. 2.10, when performing DE, the corresponding best matched block indicated by

the disparity vector is derived by

B̂p = arg min
B′

p∈SWp(Bs)
{ ∑

(k,k′)∈(Bs,B′
p)
|Is(k)− Ip(k′)|}, (2.4)

where Bs represents the current macroblock in a secondary channel Is, and B′
p rep-

resents the search candidates located in the search window in the primary channel

Ip. Therefore, MB2 is regarded as the corresponding twin-macroblock of the current

macroblock in Fig. 2.10. Note that the rate part of the block-matching cost is not

considered here for deriving the twin-macroblock in the primary channel. However,

the best disparity compensated block for coding can still be searched by Lagrangian

mode decision at the same time without additional computation. The coding informa-

tion of the twin-macroblock is then stored for the following inter-view mode decision

and content-aware ME.

2.3.3 Inter-View Mode Decision

After the selection of a twin-macroblock, the coding information of the twin-macroblock,

which includes the rate-distortion cost, the optimum macroblock coding mode, and

the corresponding motion vectors, is retrieved. The purpose of inter-view mode de-

cision is to choose the most probable coding mode among INTER ME, INTER DE,

SKIP, and INTRA modes. SKIP mode is a useful and simple coding tool in H.264/AVC,

where the motion vector predictor is adopted for the current macroblock to generate a

compensated block. Therefore, the ME computation of a macroblock can be entirely

saved if SKIP mode can be pre-decided. SKIP mode is also effective in the multiview

video encoder. On the other hand, INTRA mode is chosen by a lot of macroblocks in

a frame in the condition of high bit-rate, as shown in Fig. 2.6. Therefore, if INTRA

mode can be pre-decided, many computation operations for ME can be saved by uti-

lizing the correlation between views. In short, the unnecessary computation for ME
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Figure 2.10: A twin-macroblock is the macroblock in the primary channel which is

overlapped by the corresponding best matched disparity compensated block with the

largest overlapped area. In this case, MB2 is the twin-macroblock.

can be saved if SKIP, INTRA, or INTER DE mode is chosen. Therefore, inter-view

mode decision can be regarded as an early termination scheme for the following ME.

Figure 4.18 shows the decision and data flow of the proposed inter-view mode

decision. Solid lines and grey blocks represent the decision flow, and dotted lines

represent the data flow. First, intra prediction is performed, and the optimum rate-

distortion cost among several modes in intra prediction, CostINT RA, is derived. It

is followed by the cost computation of SKIP mode, and CostSKIP is then derived.

CostINT RA and CostSKIP are compared with CostDE , which is derived from DE. If

CostSKIP or CostINT RA is the smallest, the mode of the twin-macroblock is checked. If

the twin-macroblock is also coded by the same mode, it implies that it has high possi-

bility to be the best coding mode for the current macroblock. Then the rate-distortion

cost of the twin-macroblock, CostT MB, is compared with CostSKIP or CostINT RA. Fi-

nally, the current macroblock is predicted by SKIP/INTRA mode if CostSKIP/CostINT RA

is still smaller than CostT MB. Otherwise, the current macroblock is assigned to IN-

TER ME mode and the following content-aware ME is performed.

On the other hand, if CostDE is the smallest among three coding modes, the data

flow is different from the other cases. According to the analysis introduced in Section
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2.2, macroblocks contain objects with fast motion tends to be encoded by INTER DE

mode. In addition, INTRA mode tends to be replaced by INTER DE mode in MVC

when the current macroblock contains objects with fast motion or occlusions. Based

on these two concepts, the coding modes of the twin-macroblock and the neighboring

coded macroblocks are utilized and checked. A parameter, T MBINT RA, is defined as

follows,

T MBINT RA =

⎧⎨
⎩

1, if the twin-macroblock is INTRA-coded,

0, otherwise.
(2.5)

T MBINT RA shows whether the twin-macroblock is INTRA-coded or not. Then IN-

TER DE mode assignment is described by the following equation,

Mode =

⎧⎨
⎩

INT ER DE, if CostDE < α×CostT MB ,

INT ER ME, otherwise.
(2.6)

In the above equation, a parameter set, α ∈ {α0,α1, ...,α7}, is defined to adjust the

threshold of the early termination of ME, as shown in Table 2.2. NMBCn stands

for the count of neighboring macroblocks which are encoded by INTER DE mode.

The neighboring macroblocks are the left, top, and top-right macroblocks relative

to the current macroblock. Therefore, NMBCn ∈ {0,1,2,3}. The value of α relies

on T MBINT RA and NMBCn. α is bigger in the case that the twin-macroblock is

coded by INTRA mode. Similarly, the more neighboring macroblocks coded by

INTER DE mode are, the bigger α is. In our simulation, the values of α0, α1,..., α7

are empirically chosen between 0.1 and 2.0, that is, {α0,α1,α2,α3,α4,α5,α6,α7}=

{0.4,1.0,1.5,2.0,0.1,0.7,1.2.1.7}. Therefore, the coding mode can be decided after

inter-view mode decision. If the current macroblock is assigned to INTRA, SKIP, or

INTER DE mode, the following ME operation can be skipped. Otherwise, content-

aware ME is performed.

2.3.4 Content-Aware Motion Estimation

To further reduce the computational complexity of ME in the secondary channels,

content-aware ME is proposed. As shown in Fig. 2.12, there are seven macroblock

partition types according to their block sizes such as 16× 16, 8× 8, and 4× 4, etc.
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Table 2.2: Definition of the Parameter Set α

T MBINT RA NMBCn α

0 α0

T MBINT RA 1 α1

= 1 2 α2

3 α3

0 α4

T MBINT RA 1 α5

= 0 2 α6

3 α7

α0 < α1 < α2 < α3,α4 < α5 < α6 < α7;

α0 > α4,α1 > α5,α2 > α6,α3 > α7.

Current
MB

16x16 16x8 8x16 8x8 

8x8 8x4 4x8 4x4 

Figure 2.12: The macroblock partition rule defined in H.264/AVC. It follows the

hierarchical and symmetric manner.
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Figure 2.13: Illustration of inter-view motion vector prediction. (a) The coding in-

formation of the reference frame to be used is stored in the memory. The 16× 16

area of the best matched block derived from DE is split into sixteen 4×4 sub-blocks.

(b) Each sub-block is assigned a motion vector. (c) An initial guess of the motion

vector, CAPA motion vector predictor, is set for each macroblock type according to

partition labeling.
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in H.264/AVC [40]. Content-aware ME is proposed to predict the macroblock parti-

tion and the corresponding motion vectors of the current macroblock. The proposed

algorithm consists of two parts, inter-view motion vector prediction and motion vec-

tor refinement with small search range. The illustration of inter-view motion vector

prediction is shown in Fig. 2.13. After the frame in the primary channel is encoded,

the coding information is stored in the memory. The location of the best matched

block has already been derived from DE shown as the grey area in Fig. 2.13 (a).

The grey area is split into sixteen 4× 4 sub-blocks. Each sub-block covers a 4× 4

area in the reference frame, and then it is assigned with the motion vector of the

4× 4 area in the coded reference frame. Note that if the 4× 4 area contains more

than one different motion vectors, the assigned motion vector is the motion vector

of the coded sub-block with the largest overlapped area by the best matched block.

To prevent prediction error propagation, there are not any early termination and fast

prediction schemes applied in the primary channel, which means all kinds of cost

must be calculated in the primary channel. Besides, no matter what kind of mode

is selected for coding, the best inter prediction mode and its corresponding motion

vectors are stored in the primary channel. Therefore, if the covered macroblock in

the reference frame is predicted by INTRA or SKIP mode, the macroblock partition

and its corresponding motion vectors are still available for the proposed algorithm.

After each 4×4 sub-block is assigned a motion vector, the process of “partition

labelling” begins. The sub-blocks with the same motion vectors are assigned to the

same label, as the labels “a, b, c, d, e, f” shown in Fig. 2.13 (b). Next, an initial guess

of the motion vector, which is called “CAPA motion vector predictor,” is set for each

marcoblock type according to partition labelling. An example is shown in Fig. 2.13

(c). To provide a good initial guess of a motion vector, the most representative value

should be chosen. For example, when setting the CAPA motion vector predictor for

a 16×16 block, the value of the label which appears the most times is chosen as an

initial guess, which is “c” in Fig. 2.13 (c).

In addition to the initial guess provided from inter-view coding information, the

motion vectors of the left, top, top-right neighboring macroblocks, and zero motion

vector, are also adopted as the initial guesses to enhance the coding efficiency. That
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Table 2.3: Multiview Video Sequences for the Experiments

Sequences Frame size ME search range [x, y] DE search range [x, y] Coding structure

Akko&Kayo 640×480 [±32, ±32] [±32, ±8] Fig.2.15 (a)

Ballroom 640×480 [±32, ±32] [±32, ±8] Fig.2.15 (b)

Exit 640×480 [±32, ±32] [±32, ±8] Fig.2.15 (c)

Rena 640×480 [±32, ±32] [±32, ±8] Fig.2.15 (d)

is, for each macroblock type, there are five initial guesses of motion vectors. The

optimum initial guess is chosen by Lagrange mode decision, and then the refinement

with a small search range is performed around the optimum initial guess. Figure 2.14

shows the data flow and the corresponding pseudo codes of searching the optimum

motion vectors. Because the proposed algorithm is a predictor-centered ME, the

required search candidates are much less than that for full search block matching

algorithm (FSBMA). Therefore, computational complexity can be greatly reduced.

2.4 Simulation Results

The proposed algorithm is implemented by modifying the MVC-configuration in

JSVM4.5 [41]. Sequences “Akko&Kayo,” “Ballroom,” “Exit,” and “Rena,” with size

640×480 are tested. They are standard sequences released by JVT/MPEG 3DAV

Group [27]. Two- and three-view channels of these sequences are chosen for simula-

tion. The four coding structures adopted in our experiments are shown in Fig. 2.15.

The grey blocks represent the frames in the primary channel, and the white blocks

represent the frames in the secondary channels. The test condition is shown in Table

2.3. The search ranges of DE and ME are both [-32, +32] in the horizontal direction,

while the search range of DE is [-8, +8] in the vertical direction. The search range

of DE is not a square because the cameras to capture these sequences are parallel-

structured [27]. Thus the candidate blocks can be assumed in a belt-shape region

[42]. Note that in the simulation of ME complexity, the index “search candidate per

macroblock” is adopted to make the data independent of various hardware platforms.
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RD_Cost (         ) = Motion_Search ( 8x16_block(1) ) + Motion_Search ( 8x16_block(2) ) 
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Figure 2.14: (a) Data flow and (b) pseudo codes of searching the optimum motion

vectors. Note that the motion search is performed for each macroblock type.



41

3 4 5 61 7

View 

Time 

3 4 5 61 7

View 

Time 

(a) (b)

4
4

5
5

6
6

1
1

7
7

8
8

View 

Time 
4

4

5
5

6
6

1
1

7
7

8
8

View 

Time 

(c) (d)

Figure 2.15: Four coding structures for experiments. The grey blocks represent the

frames in the primary channel, and the white blocks represent the frames in the sec-

ondary channels. (a) Two views with IPPP structure. (b) Two views with IBPBP

structure. (c) Three views with IPPP structure. (d) Three views with IBPBP struc-

ture.
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Table 2.4: Complexity Reduction and Quality Drop of Inter-view Mode Decision

Sequences QP Complexity Reduction Quality Drop

Akko&Kayo 45 20.4% –0.017 dB

Ballroom 30 61.8% –0.032 dB

Exit 35 73.4% –0.035 dB

Rena 40 47.5% –0.015 dB

Table 2.5: Distribution of the Initial Guess Which Is Chosen for Further Refinement

Sequence Akko&Kayo Ballroom Exit Rena

CAPA MV predictor 81.6% 88.9% 81.7% 86.2%

Left MV predictor 13.4% 9.1% 9.5% 9.7%

Top MV predictor 2.6% 1.0% 2.2% 1.6%

Top-right MV predictor 0.8% 0.4% 1.3% 0.7%

Zero MV predictor 1.6% 0.6% 5.3% 1.8%

2.4.1 Quality and Complexity Analysis of Inter-View Mode Deci-

sion

Table 2.4 shows the statistics of complexity reduction and PSNR degradation of the

proposed inter-view mode decision. Only the computational complexity of ME in

the secondary channel is considered. The computational complexity and coding

performance of FSBMA are regarded as references for comparison. It shows that

20.4–73.4% computation for ME is saved with only 0.015–0.035 dB quality loss in

PSNR. It indicates that 20.4–73.4% macroblocks are assigned to INTRA, SKIP, or

INTER DE mode, so the following ME is then skipped. Therefore, it can be claimed

that the proposed inter-view mode decision effectively executes the mode assignment

for each macroblock.
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2.4.2 Quality and Complexity Analysis of Content-Aware Motion

Estimation

The proposed content-aware ME is a predictor-centered ME algorithm. The opti-

mum initial guess is chosen among five initial guesses, and then the refinement with

a small search range is performed around the initial guess. Table 2.5 shows the dis-

tribution of the initial guess which is chosen for further refinement. Over 80% mac-

roblocks choose CAPA motion vector predictor for further refinement. It indicates

that the proposed algorithm can provide an accurate initial guess. Table 2.6 shows

the analysis of quality and complexity with various refinement ranges. The larger the

refinement range is, the less PSNR degradation is. It shows that [±4, ±4] refinement

keeps PSNR drop within 0.05 dB in average. The motion vector distribution with

[±8, ±8] refinement range is shown in Fig. 2.16. Most motion vectors are located

within [±2, ±2] range. Therefore, [±2, ±2] and [±4, ±4] are appropriate choices

of refinement ranges. In addition, no matter which refinement range is chosen, the

required complexity is always much less than that of FSBMA.

2.4.3 Rate-Distortion Performance of Content-Aware Prediction

Algorithm

The proposed CAPA consists of inter-view mode decision and content-aware ME. It

is compared with multicast coding and simulcast coding. Multicast coding means

FSBMA is applied to both ME and DE in the coding structures. On the other hand,

in simulcast coding, each view channel is encoded independently without DE. Rate-

distortion performance of only secondary channels are compared because the ME

parts in the primary channels in all cases are implemented with FSBMA. Moreover,

the refinement range is [±4, ±4]. The rate-distortion performance is shown in Fig.

4.13. It shows that there is almost no quality difference between FSBMA and CAPA,

and CAPA provides coding gain of 0.09–1.44 dB over simulcast coding. The com-

parison of quality and complexity among three coding schemes is shown in Table

2.7. Compared with multicast coding, CAPA reduces 98.4–99.1% ME computation

in secdonary channels with PSNR drop of only 0.03–0.06 dB. In the previous work
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Figure 2.16: Motion vector distribution of various test sequences. (a) “Akko&Kayo.”

(b) “Ballroom.” (c) “Exit.” (d) “Rena.”
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[37][38], 80% computational complexity is reduced with quality loss of 0.1 dB in

[37], and about 95% computational complexity can be reduced with quality loss of

0.1–0.2 dB in [38]. Compared with them, the proposed CAPA effectively removes

more computational redundancy while maintains the coding performance.

In addition, taking the computation of ME in the primary channel and DE into

consideration, 43.6–56.2% complexity can be saved. Note that because the compu-

tational complexity of DE is 25% of that of ME in our simulation, the total computa-

tional complexity of the proposed algorithm is also much less than that of simulcast

coding, and only 51.9–64.1% computational complexity is required. The degree

of reduction of the total computational complexity depends on the view numbers.

Therefore, it means that the redundant ME computation can be effectively removed

by the proposed algorithm. With the proposed CAPA, computational complexity

can be greatly saved, and near-FSBMA quality is maintained. That is, the inter-view

correlation can be effectively exploited by the proposed algorithm, and then the com-

putational redundancy is removed.

2.5 Summary

This chapter presents an MVC encoder structure with an efficient fast prediction al-

gorithm for the prediction part in MVC. Content-aware prediction algorithm (CAPA)

with inter-view mode decision is proposed to overcome the design challenge of ul-

tra high computational complexity in MVC. Based on the concept of high inter-

view correlation between views and the feature of mode distribution different from

that in mono-view video coding, unnecessary ME computation can be early termi-

nated by inter-view mode decision. Moreover, accurate initial guesses are provided

by content-aware ME. Only small refinement ranges, such as [±2, ±2] and [±4,

±4], are sufficient for maintaining comparable quality to FSBMA. The proposed al-

gorithm effectively reduces 98.4–99.1% computational complexity for ME in most

view channels with negligible quality loss of 0.03–0.06 dB in PSNR. Compared with

simulcast coding, the proposed algorithm provides coding gain of 0.09–1.44 dB with

only 51.4–64.1% computational complexity. It indicates that the computational re-
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dundancy is effectively removed.

There are still some extensions of the proposed algorithm. After adopting the

proposed CAPA in MVC, DE will become the most computation-consuming part.

Note that the proposed algorithm is orthogonal to other fast ME search algorithms

such as three-step search [43], four-step search [44], and diamond search [45], etc.

Therefore, appropriate fast prediction algorithms for DE is also worth developing. In

addition, the proposed algorithm can also be further adopted in more complex coding

structures, such as hierarchical bi-directional prediction, and eight- and sixteen-view

structures. The required number of primary channels in a given coding structure

is also an important research issue. Less primary channels reduce total computa-

tional complexity burden while result in quality degradation. Moreover, the proposed

CAPA effectively reduces most computational complexity, while it can also provide

an accurate MV predictor to enhance bit-rate savings for MV coding. They are chal-

lenging research topics and also belong to our future work.



Chapter 3

Fast Luminance and Chrominance

Correction Based on Disparity

Compensated Linear Regression for

Multiview Video Coding

Luminance and chrominance correction (LCC) is important in multiview video cod-

ing (MVC) because it provides better rate-distortion performance when encoding

video sequences captured by ill-calibrated multiple cameras. In this chpater, a robust

and fast LCC algorithm is proposed. This algorithm is based on disparity compen-

sated linear regression which reuses the motion information from the encoder. We

adopt the linear weighted prediction model in H.264/AVC as the LCC model. In

the experimental results, the proposed LCC algorithm outperforms basic histogram

matching method up to 0.4dB with only few computational overhead and zero exter-

nal memory bandwidth. Therefore, the dataflow of this method is suitable for low

bandwidth/low power VLSI design for future multi-view applications.

3.1 Introduction

Luminance and chrominance correction (LCC) is an important part in an MVC sys-

tem due to the camera parameter mismatch which occurs between views, as shown in

51
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Figure 3.1: Image pair with mismatched luminance and chrominance, the “Race”

camera#3 and #4.

Fig. 3.1. To utilize maximal inter-view correlation, the image sources from different

cameras should be adjusted to the same tone and illumination before the estimation

and compensation steps. For all the various coding tools developed in this decade,

weighted prediction (WP) [46] is suitable in this scheme. The original usage of WP is

to compensate the luminance and chrominance difference between current frame and

the temporal reference frames, such as flashes, fade-in/fade-out, and changed light-

ing conditions. It can be easily adapted for the inter-view reference frames because

the underlying representation method of the frame reference structure is similar. Fur-

thermore, the extent of the luminance/chrominance distortion of inter-view reference

frames is averagely higher than that of temporal references, so this coding tool can

have better use in this application.

According to many research results based on this coding tool, the global (frame-

wise) linear model of WP defined in AVC is sufficient in most cases [47][48]. In

this model, there are two parameters for each reference frame that describe the slope

(ratio) and intersection (offset) of the linear transform formula. Defining a model

is one thing, but finding the best parameters in the model is another. There exists a
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trade-off between the simplicity of the searching algorithm and the accuracy of the

model. The simplest way to get the linear model parameters is implemented in the

reference software, JSVM [49]. In this algorithm, the luminance/chrominance DC

values (frame average) of the current frame and the reference frames are calculated,

and the parameters are derived from the ratio or difference of these DC values. Be-

cause this naive method cannot get an accurate model and has few coding gain, some

other methods are proposed to achieve higher accuracy and robustness, like linear

regression of co-located pixels [50], linear regression of motion compensated pixels

[48], histogram matching [51][52], and translational global disparity compensated

histogram matching [47]. The methods listed above more or less get better model

parameters, but they either neglect those non-global motions [47, 50, 51, 52] or have

high computational complexity [48]. Since the motion estimation (ME), or equiv-

alently the disparity estimation (DE), is an essential step in all the video encoders,

we can leverage this information without much additional effort to retrieve the re-

lationship of paired pixels between current and reference frames, so the matching

assumption of linear regression method can be fulfilled.

The rest of this chapter is organized as follows. The conventional and proposed

algorithms are described in section 3.2, and the experimental results are shown in

section 5.5. Finally, section summarizes this chapter.

3.2 Proposed Algorithm

3.2.1 Conventional Encoding Process with Weighted Prediction

To illustrate the proposed algorithm clearly, the conventional coding process with

WP is explained first below. As the video coding standard only defines the behavior

of the decoder, the description of decoder below is mandatory, but the behavior of

the encoder introduced below is only one of many possible implementation methods.

According to the video coding standard, the parameters of the linear correction

model for WP consist of an integer offset and a fixed point fractional ratio for each

reference frame, and the bit-width of the parameters can be adjusted according to the

needed precision and the range of value. The WP parameters are embedded in the
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header of each frame, and each reference frame has its own WP parameters. When

decoding a macroblock (MB), the luminance and chrominance of the referenced MB

should be adjusted according to the WP parameters of the frame in which the MB

resides. The WP parameters of the two reference frames are considered altogether to

make a blended model for the averaged prediction. For the encoder, the parameters

of the linear correction model for WP are determined before encoding process. After

that, ME/DE and motion compensation (MC)/disparity compensation (DC) are con-

ducted. In the ME/DE stage, the current block is reversely transformed according to

the linear correction model before doing the block matching algorithm (BMA) rather

than transforming the pixels in the searching area in order to save some computation

while keeping reasonable accuracy. In the MC/DC stage, the best-matching block is

transformed before compensation, like what should be done in the decoder side.

3.2.2 Problem Definition

The disparity compensation with WP can be expressed as

Icomp(x,y) = mIre f (x′,y′)+b, (3.1)

where Icomp is the compensated frame, which should be close to the current frame,

Icur. The frame-wise parameters in LCC model are m and b in 3.1. Ire f is the refer-

ence frame, and (x’-x, y’-y) is the disparity vector (DV) of pixel (x, y) in Icur. Ide-

ally, the LCC parameters should be determined in order to minimize the difference

between Icomp and Icur. Sum of absolute difference (SAD) is one possible criterion,

and the expression is written as

(m,b) = argmin
m,d

∑
(x,y)

|Icomp(x,y)− Icur(x,y)|. (3.2)

The exhaustive search is not feasible because the solution domain includes all the

possible disparity vectors (DVs) in each MB and the two LCC parameters, so the

complexity is the complexity of DE times the possible range of LCC parameters.
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Figure 3.2: Proposed MVC system with color correlation components.

3.2.3 Linear Regression With Reused Disparity Information

Fig. 3.2 shows the proposed MVC system with color correlation components. The

process is decomposed into two phases. The first phase is DE and color correlation,

and the second phase is update of LCC model for the next iteration. The disparity

information is used from the DE stage in the normal coding loop. In this way, the only

additional computation is the color correlation. We use linear regression over all the

disparity-estimated pixel pairs to calculate the color correlation. In order to find the

LCC model between Icur and Ire f , m and b can be calculated after linear regression is

done on all the pixel pairs (Icur(x,y), Ire f (x′′,y′′)). It should be noted that the DV used

in encoding (x′−x,y′−y), assuming it is true motion, could be different from the DV

used to estimate the LCC model (x′′ − x,y′′ − y). The closer the two different DVs

are, the more accurate LCC model could be got. If we refine the model iteratively,

the two kinds of DVs can gradually become closer. The algorithm flow is illustrated

in Fig. 3.3.

The original usage of the mono-view WP is to compensate the changing illu-

mination. The WP parameters in the mono-view coding changes rapidly and the

parameters in different frames are generally not correlated very much, so they should

be separately estimated in each frame. However, as the mismatch between a camera
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Figure 3.3: Algorithm flow of linear regression with reused disparity information.

pair is relatively stable over time, the LCC model only changes gradually between

the same view pairs, so it is wasteful to calculate the model right from the begin-

ning with huge computation resource like the original algorithm used for mono-view

WP. Alternatively, the computation in the proposed algorithm is highly reduced and

amortized to multiple iterations spread in consecutive frames, so only a low-cost

refinement is performed in an iteration. Furthermore, it keeps the ME/DE module in-

tact and reuses the motion/disparity information. Although the R-D efficiency could

be worse than doing dedicated ME/DE as [48], the computational cost is largely re-

duced and the correction model still converges to the optimal value after reasonable

iterations. The more biased the tone between different views, the less accurate the

MVs can be estimated in the first iteration, thus the color correlation calculated from

the pixel pairs could be affected either. As a result, more iterations are needed if the

color distortion is severe. The coding flow is described in the pseudo code in Fig.

3.4. In the coding flow, the LCC model is fixed in the ME/DE and MC/DC stage.

After the motion information is generated, the LCC model is updated for the next

iteration.

We express the ith frame in jth view as VjFi, and the LCC model estimated at

time i to predict view j from view k is LCC(VjFi, VkFi). The proposed algorithm

uses LCC(VjFi, VkFi) as the initial value in the refinement process for LCC(VjFi+1,

VkFi+1), since the LCC model between the same view pair in consecutive time slots

should be similar. When encoding frame VjFi+1, each blocks are reversely trans-

formed by the initial model LCC(VjFi, VkFi). In the estimation stage, the reversely

transformed current block are compared with many candidate blocks in the reference
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(m, b)   model from the previous iteration

for each current block {

  reversely transform the current block B cur  by (m, b)

  perform DE and get matched block B ref

  accumulate linear regression registers with (B cur, Bref ) pair

  compensate B comp  with forwardly transformed block B ref

}

(m, b)  new linear model from linear regression

Figure 3.4: Pseudo-code of the proposed algorithm.

frame VkFi+1, and the best matching block pair between VkFi+1 and VkFi+1 are found.

The best matching block in VkFi+1 is forwardly transformed to be the compensated

block. The model LCC(VjFi, VkFi) is adjusted by the statistical data gathered from

the motion/disparity information, and then saved as LCC(VjFi, VkFi) to be used at the

next time prediction view j from view k. There is a single-frame latency between the

estimation and the application of LCC models, so the performance can be degraded

when the LCC model changes rapidly.

To sum up, the proposed algorithm is an iterative refinement process of the model

parameters. When encoding a frame with the previously calculated LCC model, the

pixel pairs in matched blocks are fed in the linear regression module. When all the

blocks are finished, the LCC model can be refined according to the result of the linear

regression, and the new model is used as the initial model when encoding frames

from the same view next time.

3.2.4 Computational Cost and Bandwidth Overhead

Compared with the conventional encoder, the proposed algorithm only additionally

requires the linear regression computation, which consists of three multiplications

and five additions per pixel per color channel per reference frame, and five multipli-

cations, three subtractions, and two divisions per color channel per reference frame.

This computational cost is negligible for a video encoder compared with ME/DE.
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Table 3.1: Comparison of Computational Complexity With Three Algorithms

Algorithm Computational R-D

Complexity Performance

Histogram-based 15.5MIPS lowest

Proposed algorithm 124.4MIPS higher

Linear regression with dedicated DE 2073.6MIPS† highest

† Assuming 100 search candidates for DE.

Table 3.2:

Algorithm Computational R-D

Complexity Performance

Histogram-based 15.5MIPS lowest

Proposed algorithm 124.4MIPS higher

Linear regression with dedicated DE 2073.6MIPS highest

The linear regression is done at the same time when the best-matched block is loaded

in the compensation stage, so it causes no bandwidth overhead to the external mem-

ory, or equivalently higher cache hit-rate in software model. In the perspective of

VLSI design, low external bandwidth leads to low power design, and the hardware

area cost is only several adders and multipliers, and around 150 bits of registers.

When encoding a video sequence in D1 size, 30 fps, the three kinds of algorithms

can be compared as Table 3.2.

3.3 Simulation Result

3.3.1 Environment Setup

JSVM3.5 is modified to support our LCC model refinement algorithm. Several mul-

tiview video sequences are encoded to compare the R-D efficiency of multiple LCC

model searching algorithms, and some R-D curves are shown in section 3.3. The

prediction structure shown in Fig. 3.5 is used in order to focus on the efficiency of
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Figure 3.5: IPPP coding structures in the experiment.

inter-view prediction.

3.3.2 Initial Correction Models

In this experiment, two initial LCC model values are used. One of them is the default

algorithm of the WP implemented in JSVM3.5, which uses the ratio of the DC values

of the current frame and the reference frame as the slope of the linear model and set

the intersection to zero. Another is histogram matching, which minimizes the area

of absolute difference of the accumulated histograms of current frame and reference

frame by tuning the LCC model.

3.3.3 Simulation Result

The experiment result is shown below. The label “no WP” means the sequence is

encoded without WP, ”DC” means the initial value of the correction model is calcu-

lated by the ratio of DC values, and “HM” means the initial value is from histogram

matching. The label ended with “n iter” means n refinement iterations of proposed

algorithm are done after the initial model. Fig. 3.6 shows that the PSNR increases

with number of iterations. If the initial value is as good as HM model, then the cor-

rection model would converge after only three iterations. Even if the initial value is

worse than ”no WP” like ”DC”, the proposed algorithm can still improve it to nearly

the same PSNR as that using ”HM” as initial value, and the difference is smaller

than 0.1dB. So it can be concluded that the initial model is not absolutely needed and

m = 1,b = 0 can be used. A worse initial model only increases the number of itera-
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tions required to converge to steady state, but it doesn’t severely affect the quality of

that steady state.

Compared with the HM algorithm, the proposed algorithm has coding gain from

0.1 to 0.4dB in different bitrate ranges in Fig. 3.7. The inter-view mismatches in

sequence Exit are lower, so WP is not very helpful. However, from Fig. 3.7 (b), the

coding gain of HM is negative, while that of proposed algorithm is still positive, and

this shows the robustness of our method. In Fig. 3.7 (c) and Fig. 3.7 (d), we can

see that the color distortion in sequence Ballroom and Breakdancers is even lower.

No matter how many iterations are applied after the ”DC” initial condition, the R-

D curve is still lower than that of ”HM”. This seems contradictory to the previous

claim, but the difference is less than 0.05dB.

3.4 Summary

Luminance and chrominance correction for MVC can boost the R-D curve consider-

ably when the images from the camera array are not perfectly adjusted. The distortion

of luminance and chrominance is modeled as a linear transform, and the global WP

model in H.264/AVC is used in our coding system. The proposed algorithm amor-

tizes the computation of multiple ME/DE-color correlation refinement iterations to

multiple frames in the same view, and reuses the disparity information from the en-

coder to calculate accurate LCC models with negligible computation overhead. The

dataflow is also suitable for low power VLSI implementations because it requires

zero additional external memory bandwidth. The coding gain of the proposed LCC

model refinement algorithm compared with HM model is up to 0.4 dB. Due to the

higher robustness of the proposed method, the coding gain for those sequences with

little mismatch is generally positive, while that of HM is sometimes negative. Be-

sides coding efficiency, the LCC model embedded in the encoded bitstream can be

further utilized by the decoder to do the post-processing if homogeneous tone and

illumination is preferred for the quality of subjective view.
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Figure 3.7: Comparison of rate-distortion performance among proposed algorithm,

HM, and w/o any algorithms. (a) “Race.” (b) “Exit.” (c) “Ballroom.” (d) “Break-

dancer.”
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Chapter 4

Joint Prediction Algorithm and

Architecture for Stereo Video Hybrid

Coding Systems

Among the 3D video technologies, stereo video systems are considered to be re-

alized first in the near future. Stereo video systems require double bandwidth and

more than twice computational complexity relative to mono-video systems. Thus

an efficient coding scheme is necessary for transmitting stereo video. In this chap-

ter, a new structure of prediction core in stereo video coding systems is proposed

from algorithm level to hardware architecture level. The joint prediction algorithm

(JPA), which combines three prediction schemes, is proposed for high coding effi-

ciency and low computational complexity. It makes the system outperform MPEG-4

temporal scalability and simple profile by 2–3 dB in rate-distortion performance. Be-

sides, JPA also utilizes the characteristics of stereo video and successfully reduces

about 80% computational complexity. Then a new hardware architecture of predic-

tion core based on JPA and modified hierarchical search block matching algorithm

(HSBMA) is proposed. With special data flow, no bubble cycles exist during the

block matching process. The proposed architecture also adopts near-overlapped can-

didates reuse scheme (NOCRS) to save the heavy burden of data access. Besides,

both on-chip memory requirement and off-chip memory bandwidth can be reduced

by the proposed new scheduling. Compared with the hardware requirement for the

67
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implementation of full search block matching algorithm (FSBMA), only 11.5% on-

chip SRAM and 3.3% processing elements are needed with a tiny PSNR drop. It is

area efficient while maintaining high stereo video quality and processing capability.

4.1 Introduction

Stereo video can provide the users with a sense of depth perception by showing

two frames to each eye simultaneously. It can give users a vivid information about

the scene structure. With the technology of 3D-TV getting more and more mature

[21], stereo and multi-view video coding draw more and more attention. In recent

years, MPEG 3D auido/video (3DAV) group has worked toward the standardization

for multi-view video coding [26], which also advances the stereoscopic video ap-

plications. Although stereo video is attractive, the amount of video data and the

computational complexity are doubled. A good coding system is first required to

solve the problem of huge data with limited bandwidth. In a mono-video coding sys-

tem, motion estimation (ME) requires the most computational complexity [53]. By

comparison, computational loading is even heavier in stereo video coding systems

due to additional ME and disparity estimation (DE). Therefore, an efficient predic-

tion scheme is required to overcome these problems. Moreover, it is preferred that

the proposed video encoding system can be easily integrated by the existing video

standards.

Some stereo video coding systems have been proposed. Stereo video coding can

be supported by temporal scalability tools of existing standards, such as the MPEG-2

multi-view profile (MVP) [17], where a view is encoded as the base layer, and the

other one is encoded as the enhancement layer. This approach does not have good

coding efficiency [18]. The I3-D [32] is a famous approach, in which the texture

information is collected in a synthetic view, and the depth information is recorded

in a disparity map. It has good coding efficiency and compatibility with MPEG-4

standard. However, additional operations for extracting disparity maps and synthe-

sizing stereo views are required in the encoder and the decoder, respectively, which

are not the building blocks of conventional video coding systems. A mesh-based and
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block-based hybrid approach is proposed by Wang et al. [33]. However, it needs ad-

ditional preprocessing for segmentation to prevent matching failure around the object

boundary [54]. In addition, the computational complexity is very high.

DE is the core of stereo video coding systems. The DE algorithms of the previous

systems can be roughly classified into three categories: pixel-based, mesh-based, and

block-based. Pixel-based algorithms, such as dynamic programming [30][31], and

mesh-based algorithms [33], can generate more precise disparity or depth maps than

block-based algorithms do. Because of the feature of non-crossing order of vectors,

the mesh-based algorithms have good view-synthesis ability. The main disadvantage

of pixel-based and mesh-based algorithms is that they cannot be compatible with

the existing video coding standards [55]. An ultra high computational complexity is

usually required for this approach. Besides, a segmentation step is usually needed for

more accurate estimation in the mesh-based algorithms. On the other hand, the main

advantage of block-based algorithms is that they have much better compatibility with

the existing standards.

In this chapter, a new stereo video coding system with joint prediction algorithm

(JPA) and its architecture are proposed. For better compatibility, the system is based

on the hybrid coding scheme. Block-based algorithms are adopted for ME and DE,

which are combined as the prediction core with JPA. To improve the coding effi-

ciency and reduce the computational complexity, JPA is composed of three coding

tools, joint block compensation, MV-DV (motion vector-disparity vector) prediction,

and mode pre-decision. To meet the real-time constraint, the hardware architecture

is designed based on the modified hierarchial search block matching algorithm (HS-

BMA) and the joint block compensation scheme. A new scheduling and bandwidth-

reduction scheme is proposed for improving the hardware utilization.

The rest of the chapter is organized as follows. Section 4.2 describes the proposed

stereo video hybrid coding system with proposed JPA. Next, the analysis and algo-

rithms of BMA are presented in 4.3. Section 4.4 describes the proposed prediction

core architecture. Finally, Section 7.5 summarize this chapter.
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Figure 4.1: Base-layer/enhancement-layer scheme of the proposed system. The base

layer is encoded with MPEG-4 Simple Profile (SP) encoder.

4.2 Proposed Joint Prediction Algorithm

For the purpose of compatibility, the coding system adopts a base-layer/enhance-

ment-layer scheme, as shown in Fig. 4.1. The left view is set as the base layer, and

the right view is set as the enhancement layer. The base layer is encoded with MPEG-

4 Simple Profile (SP) encoder [56]. The block diagram of the proposed stereo video

encoder is shown in Fig. 4.2. The main differences between the left channel and the

right channel are disparity estimation, joint block generation, and other functional

blocks such as mode pre-decision and MV-DV prediction, which will be introduced

later. Note that reference frames from left and right channels are both reconstructed.

After encoding, the left compressed data, M and L, and the right compressed data of

a small amount, N and R, are transmitted.

In the stereo video coding system, the prediction is the most important part. It

is not only computationally intensive but also critical for the coding efficiency. Mo-

tion/disparity estimation/compensation are the key operations in the prediction core.

Figure 4.3 illustrates the prediction directions and the search windows (SWs) of two

reference frames for ME and DE, respectively. For the current block in the right

channel at t = 1, in addition to ME with SWr,ME , there exists another way to find

good prediction, that is, DE with SWl,DE . ME can remove the temporal redundancy.

On the other hand, DE can remove the inter-view redundancy [57]. Therefore, the

frames in the right channel have more than one choice to find their best matching
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blocks.

In order to improve the coding efficiency and reduce the computational com-

plexity in the right channel, JPA is proposed and based on three prediction schemes.

Firstly, a block is compensated not only by the block of left or right reference frames

but also by the combination of them according to different types of content of it.

Secondly, the properties of stereo video are considered for the accurate motion vector

prediction to reduce the computational complexity of ME. Thirdly, the computational

complexity of DE is reduced by the proposed mode pre-decision scheme. Based on

these three schemes, in this section, the details of JPA are shown in the subsections.

4.2.1 Joint Block Compensation

Joint Block

In ME and DE steps of the right channel, the current block has two reference frames,

as shown in Fig. 4.3. The gray region is the SW of a reference frame. Note that the
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SW of the left reference frame for DE is not a square because cameras are assumed

to be parallel-structured, so the candidate blocks are only on the belt of the region

[42]. There are mainly two types of compensated blocks in the right channel. They

are the motion compensated (MC) block and the disparity compensated (DC) blocks

which are illustrated as B′
r,ME and B′

l,DE in Fig. 4.3, respectively. MC block often

occurs in the background because of its zero or slow motion. Since DE is usually

not able to predict well in the case of occlusions between left and right frames, these

blocks will also be compensated by this type of blocks. On the other hand, DC block

often occurs in the moving objects because of their deformation during motion. In

this case, DC blocks usually have better prediction capability.

However, when a frame is divided into several blocks, there is a high probabil-

ity that a block may contain more than one type of video objects. For example, a

block may contain both moving objects and background in it. In this case, neither

the MC block nor the DC block can predict well. As a result, a new type of com-

pensated blocks, the joint block, is proposed. Figure 4.4 shows the illustration of

the proposed joint block generation and compensation. After ME and DE, the best

matching blocks in the two SWs are derived. Then the joint block generation step

starts. They are the linear combination of the MC and the DC blocks. By the speci-

fied weighting parameters, several different joint block candidates are generated.

According to the criterion of sum of absolute difference (SAD), the best type of

compensated block is selected. For each macroblock (MB) of the current frame, the

distortion of the three types of blocks are computed by

Dmotion = min{ ∑
t∈Br,t ′∈B′

r,ME

|Ir(t)− Ir−1(t ′)| |B′
r,ME∈SWr,ME(Br)}, (4.1)

Ddisparity = min{ ∑
t∈Br,t ′∈B′

l,DE

|Ir(t)− Il(t ′)| |B′
l,DE∈SWl,DE(Br)}, (4.2)

D jn = min{∑t∈Br,t ′∈B′
l,DE ,t ′′∈B′

r,ME
|Ir(t)− [Wn · Il(t ′)+W ′

n · Ir−1(t ′′)]|
|Wn+W ′

n=1},
(4.3)

where Dmotion and Ddisparity are the minimum SADs of MC and DC blocks, re-

spectively. Br is the current block in the right channel. B′
r,ME is the reference block



74

Reference
frame of right

channel

Current frame of
right channel

Reference frame
of left channel

SWr,ME

Joint Block Generation

Joint Block

Compensation

SWl,DE

Wn

W’n

W
n

+ W’
n

= 1

Figure 4.4: Proposed joint block generation and compensation. The joint block is the

weighted sum of the MC and the DC blocks.

in the right channel. B′
l,DE is the reference block in the left channel. SWr,ME(Br) and

SWl,DE(Br) are the SWs in the right and left reference frames of the block Br, respec-

tively. The proposed joint block is then generated as the weighted sum of the two

blocks. Wn and W ′
n are complementary weighting functions that describe the weight-

ing parameters. In (4.3), D jn is derived. Finally, the mode decision is described

as

Mode = arg min
mode

{Dmotion,Ddisparity,D j1, ...,D jn}. (4.4)

In our stereo video encoder, the modes are compressed by the arithmetic coding

process. Note that the proposed algorithm is applied on the luminance domain. When

performing the joint block compensation, the chrominance data are compensated by

the same set of vectors, as in the existing hybrid coding standards [56] [58].

Selection of Joint Block Weighting Parameters and Patterns

There are infinite weighting parameters or patterns which can be used for joint block

generation. In the previous works, the MB is only compensated by the MC and the

DC blocks with fixed weighting parameters [59][60]. In our experiment, seventeen

modes are considered. As shown in Table 4.1, nine modes of joint blocks are gen-
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Figure 4.5: Selection of joint block patterns. 8 patterns are chosen for experimental

analysis.

erated by the weighted sum of MC and DC blocks. Five stereo video sequences are

tested and averaged. For example, The value of Wn, 0.625, means the pixels in the

joint block are the sum of the pixels of the DC block multiplied by 0.625 and the

pixels of the MC block multiplied by 0.375. Note that the zero Wn makes the joint

block mode as the same as using ME. Wn = 1 means the joint block use DE only for

prediction. On the other hand, there are also eight kinds of joint blocks generated

by the combination of complementary shapes, as shown in Fig. 4.5. In Table 4.1, it

shows that after mode decision, 92% of blocks choose the joint block modes formed

by the weighting parameters. Only 8% blocks choose the combination of comple-

mentary shapes to form the joint blocks. The reason is that the edges of patterns used

are very sharp and straight, while the shape of an object is not so in general cases.

Therefore, the distortion of these kinds of joint blocks is often large.

Figure 4.6 shows the rate-distortion performance of various number of joint block

modes. Five, nine, and seventeen modes are taken into consideration. Curve I con-

tains 9 weighting modes and 8 pattern combination modes listed in Table 4.1. Curve

II and III contain only weighting modes without pattern combination modes. The

performance of Curve I and II are similar. The reason is that although joint block

compensation with more modes has better prediction ability and significantly reduce

bitrate for encoding residue, it has the penalty for encoding mode information. As a

result, we decide to choose the weighting parameters to generate all the joint blocks

in the stereo video coding system.
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Table 4.1: Statistics of the Probability of Various Joint Block Patterns

Wn Percentage Pattern combination Percentage

0.000 23.1% Pattern1 2.1%

0.125 2.8% Pattern2 1.5%

0.250 2.4% Pattern3 0.1%

0.375 14.5% Pattern4 0.3%

0.500 18.8% Pattern5 1.6%

0.625 11.5% Pattern6 0.2%

0.750 8.5% Pattern7 0.7%

0.875 5.6% Pattern8 1.5%

1.000 4.8%
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Figure 4.6: Rate-distortion performance of various number of joint block modes.

Curve I contains both weighting modes and pattern combination, whereas curve II

and III contains only weighting modes.
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Figure 4.7: The relation between DVs and MVs. If parallel-setup cameras are un-

changed, DVs of an object in different time slots are almost the same.

4.2.2 MV-DV Prediction

In general stereo video coding systems, ME and DE are the key operations. However,

compared with mono-video systems, additional ME and DE of the right channel

greatly increase the computational burden. Therefore, the MV-DV prediction scheme

is proposed.

Correlation between DVs and MVs

The correlation is shown in Fig. 4.7. It can be described as [34]

DVk−1 +MVR = MVL +DVk. (4.5)

If parallel-setup cameras are unchanged, DVs of an object in different time slots are

almost the same. Therefore,

DVk−1 ≈ DVk ⇒ MVR ≈ MVL. (4.6)

According to the correlation, MVL is used as the predictor of MVR. Because of the

parallel-setup camera structure, there is an global horizontal displacement between

left and right channels, which is called the global disparity. In order to find the pre-

dictors, the global disparity should be derived first because of the relation between
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MVs and DVs introduced above. Here, we use a simple way to find the global dis-

parity rather than complex global motion estimation (GME) scheme [61]. That is,

DE is performed with the statistic process in the first P-frame in the right channel.

Since the background usually occupies the largest area, the disparity that occurs most

frequently is set as the initial global disparity. The global disparity is dynamically

updated due to unexpected conditions such as scene change and moving background.

The details will be introduced in the next subsection. The background detection is

determined by

Fdi f f (N) = ∑
t∈BN,r,t ′∈BN,r−1

|Ir(t)− Ir−1(t ′)|, (4.7)

Background(N) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

true, if MVN(x,y) = (0,0) OR

Fdi f f (N) < T hreshold

f alse, otherwise.

, (4.8)

where BN,r and BN,r−1 are the N−th blocks in Ir and Ir−1, respectively. Background(N)

is the state of the N − th block in the right frame. MVN(x,y) is the MV of the N − th

block. The T hreshold of Fdi f f (N) shown here is empirically chosen for the addi-

tional criterion. According to the background information, the disparity vectors of

these background blocks are counted in the statistical analysis. Then, the global

disparity vector, GD, is derived as

GD = argmax
DV

{ Num(DV ) }, (4.9)

where Num(DV ) is the histogram of DV. For the first P-frame in the left channel,

background detection scheme is used to find GD. Before ME in the right channel,

the corresponding block in the left frame of the current block in the right frame can

be found by use of GD. Then the MV of the corresponding block is used as the

predictor of the current block. MVR is derived within a small SW to reduce computa-

tion. However, the DVs of background are usually smaller than those of foreground.

If the SAD is larger than a empirically chosen threshold, the block is viewed as a

foreground block. Its search range extends adaptively to find a better MV. Next, a

more precise GD is fed back to the system. To avoid error propagation, GD can
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Figure 4.8: Percentage of block prediction types of sequence “Race2.”

be updated after every M frames, where M is a flexible parameter. In the proposed

stereo video coding system, the MVs in the left channel and the DVs between two

channels are coded separately by checking the vector differences in the self-defined

look-up tables. The MVs in the right channel are then predicted by these two vectors

in the above-mentioned way.

4.2.3 Mode Pre-decision

In addition to the reduction of ME complexity, a new method is proposed for com-

putational complexity reduction of DE. In our experiments shown in Fig. 4.8, 40%–

70% blocks in the right frame are motion-compensated, 25%–60% blocks are joint-

compensated, whereas only about 5% blocks are disparity-compensated. From the

above analysis, over 95% blocks must perform ME, while only 30%–60% blocks

must perform DE. Thus an unnecessary DE could be skipped to reduce computational

complexity. From our analysis, the MV-predicted blocks often have zero motion,

such as blocks in the background, or have slow motion caused by moving cameras.

An example is shown in Fig. 4.9. The highlighted blocks are DV-predicted. It shows

that moving objects, such as soccer players or the ball, are usually DV-predicted

while the other blocks composed of the background are usually MV-predicted. By

use of these properties, mode pre-decision scheme is applied after the minimum SAD
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“ Soccer2 ” right channel, 720x480, frame 152 

Figure 4.9: The subjective view of statistics of compensated block types. The high-

lighted blocks are DV-predicted. It shows that moving objects, such as soccer players

or the ball, are usually DV-predicted.

of ME, SADME ,

Skip =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

true, if Fdi f f < T hreshold1 AND

SADME < T hreshold2

f alse, otherwise.

(4.10)

If Skip is true, the block is usually MV-predicted. Then DE is skipped, and the

computational complexity is reduced. The T hreshold1 and T hreshold2 shown above

are similar with the T hreshold in equation (8). They are sequence dependent and

closely-related with rate-distortion condition. For example, in our simulation, we

set 600 as T hreshold1 and 1200 as T hreshold2 in the sequence “Soccer2.” Table 4.2

shows the hit rate and PSNR drop of five test sequences. The average hit rate is about

87% and the PSNR drop is about 0.02 dB.

4.2.4 Experimental Analysis and Comparison

Improvement of Coding Efficiency

The proposed system is compared with MPEG-4 SP [62] and temporal scalability

profile (TSP) encoder [63]. Rate-distortion performance of only right channels (en-
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Table 4.2: Hit Rate and PSNR Drop of Mode Pre-decision

Sequences Hit rate PSNR drop (dB)

Soccer2 89.72% 0.025

Puppy 94.30% 0.018

Golf 90.15% 0.023

Flamenco 85.36% 0.046

Race2 77.32% 0.096
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Figure 4.10: Rate-distortion curve of sequence “Soccer2.”

hancement layer) are compared because the left channels are all encoded by MPEG-4

SP. The performance of the left channels are similar with the right channels also en-

coded by MPEG-4 SP because of the similar video contents of two channels. Stereo

video sequence “Race2” (320×240, 30 fps) and “Soccer2” (720×480, 30 fps) are

taken as test sequences.

Figure 4.10 shows the comparison between the proposed algorithm, MPEG-4

TSP, and MPEG-4 SP. The proposed joint prediction scheme is 3 and 2 dB better

than MPEG-4 SP and TSP, respectively. It shows that the joint block compensation

scheme successfully reduces more redundancy. Figure 4.11 shows the performance

of different coding tools. Without the joint prediction scheme (curve 1), the PSNR

degradation is serious, as in the MPEG-4 SP. After the DE operation is turned on

(curve 2), the coding efficiency is improved, just like the effect of multiple reference
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Figure 4.11: Rate-distortion curve of sequence “Race2.”

frames. When joint block compensation scheme is applied (curve 3), there is a 3 dB

gain on coding efficiency. Besides, after applying MV-DV prediction scheme and

mode pre-decision scheme (curve 4), not only the video quality is maintained but

also most of the computational complexity can be reduced, which will be introduced

in the next subsection.

Reduction of Computational Complexity

Table 4.3 shows the reduction of search points. Note that every search point contains

256 substraction and addition operations. In our experiments, the search ranges of

ME and DE are [±32, ±16] and [±32, ±8] for 320×240 sequences, and are [±64,

±32] and [±64, ±16] for 720×480 sequences, respectively. The proposed algorithm

reduces about 80% computational complexity with negligible quality degradation.

From Fig. 4.12, we can see that if the search range is reduced from ±16 to ±2, the

PSNR degradation is only about 0.1dB, while both the computational complexity of

ME and DE are greatly reduced.
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Table 4.3: Search Points Reduction

Sequences Race2 Flamenco Golf Soccer2 Puppy

None 2560 2560 2560 10240 10240

MV-DV prediction 1088 1088 1088 4352 4352

Mode pre-decision 1574 1160 1850 4204 3004

Combination of 2 schemes 609 400 706 1787 1277

Search point reduction ratio 76.20% 84.37% 72.41% 82.54% 87.52%
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Figure 4.12: Rate-distortion curve of fast algorithm with various search ranges of

sequence “Race2.”
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4.3 Block Matching Algorithm for ME/DE

ME is a key unit in hybrid video coding systems. In the proposed stereo video cod-

ing system, additional ME and DE are required when encoding frames in the right

channel. It increases the design challenges in large on-chip memory, memory band-

width, and computational complexity. Due to the high hardware cost of FSBMA

architecture, it is not suitable for the hardware architecture design of the prediction

core. There are several kinds of fast motion estimation algorithms, such as three step

search [43], four step search [44], diamond search [45], hexagon-based search [64],

and hierarchical search [65]. Among those fast algorithms, hierarchical search block

matching algorithm (HSBMA) can reduce not only the computational complexity but

also the requirement of on-chip memory. Therefore, HSBMA is adopted with further

improvement.

4.3.1 Modified Hierarchical ME/DE Block Matching Algorithm

Compared with FSBMA, conventional HSBMA suffers from the problem of quality

degradation [66]. Then error propagation will make the MVs not the best. To prevent

this situation, the multiple candidates scheme is adopted. That is, several motion vec-

tor candidates are chosen after performing the coarser level block matching process

(BMP). Take a 3-level HSBMA for example, level-2 is defined as the coarsest level,

and level-0 is defined as the finest level. Three motion vectors with smaller SADs

are first chosen in level-2 BMP. Then three level-1 BMPs begins. After that, only

three rather than nine better MVs are chosen in these three level-1 BMPs. Then three

level-0 BMPs starts. Finally, the best MV is chosen in these three SWs of level-0

BMPs.

Usually, more candidates chosen in the coarser levels and larger SWs in the re-

finement levels can provide better video quality. However, these are accompanied

with some side effects. The computational complexity and the system memory band-

width increase rapidly with more candidates chosen and larger SWs. To find the

suitable combination of the number of candidates chosen and the search range, we

did an experimental analysis focused on the rate-distortion and system bandwidth.
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The D1 (720×480) size sequences are tested, and the search ranges are [-64, +63] in

the horizontal direction and [-32, +31] in the vertical direction. Figure 4.13 shows

the rate-distortion performance of various HSBMAs with different levels, different

number of candidates, and different refinement ranges. For example, L 3 5 2 means

3 levels, 5 candidates refinement, and 5×5 refinement range are selected. Four video

sequences are tested. Compared to FSBMA, we observed that the video quality is

acceptable. However, the bandwidth requirement of data access is very much differ-

ent between different cases. Table 4.4 shows the bandwidth requirement for various

specifications. The reference frames are in the off-chip frame buffer. The bottom

SW represents the SW of level-2 that is required to be loaded from the off-chip

frame buffer. On the other hand, the top SW represents the SW of level-0. Take the

algorithm “HS2” for example, a current block contains 256 pixels, thus it spends 256

bytes of memory bandwidth per block. The memory bandwidth of loading a bottom

SW is reduced by utilizing level-C data reuse scheme [67] whatever the adopted al-

gorithm is. However, when loading the mid or top SW, the regular data reuse scheme

can not be applied. In this case, (16 + 32)×(16 + 32)×5= 11520 bytes of memory

bandwidth is required for the Top SW of every block. It shows that the bandwidth

requirement of HSBMA is much higher than that of FSBMA. The main reason is

that finer level cannot be applied with effective data reuse scheme, such as level-C

data reuse scheme of FSBMA. The situation is more serious when the number of

candidates chosen is five. From this table, HS7 is a suitable choice.

4.3.2 Near-Overlapped Candidates Reuse Scheme (NOCRS)

Still, the problem of bandwidth requirement is not fully solved. SW data cannot be

reused effectively in the refinement levels, level-1 and level-0 BMPs. It will cause

serious overhead on bus bandwidth. However, the experimental analysis shows that

MVs of the best three candidates are usually very close. It means that the SWs of

them in the next refinement level are partially overlapped. Therefore, we propose the

near-overlapped candidates reuse scheme (NOCRS) to reduce the bandwidth require-

ment. After finding the best three candidates during level-2 and level-1 BMPs, three

MVs will be checked by calculating their differences mutually. If the differences
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Figure 4.13: Rate-distortion performance of four test sequences (a) “Wendy,” (b)

“Angel,” (c) “Toshiba,” (d) “Taxi.” Various levels, number of candidates, and refine-

ment ranges are tested. For example, L 3 5 2 means 3 levels, 5 candidates refine-

ment, and 4×4 refinement range are selected.
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Figure 4.14: The union of overlapped SWs. The SWs in the next refinement level are

partially overlapped.

are smaller than a threshold, the overlapping condition is satisfied. The threshold is

statistically analyzed according to the designer’s specifications. We set 4 and 2 as

the thresholds for motion vector differences in the x and y direction, respectively, in

the simulation. The union of two or even three SWs is loaded only once from the

off-chip frame buffer, as shown in Fig. 4.14.

In summary, Fig. 4.15 shows the flow chart of HSBMA with NOCRS. NOCRS

not only reduces off-chip memory bandwidth successfully but also avoids unnec-

essary computation on duplicated search candidates in two separate SWs. Table 4.5

shows the system bandwidth requirement of three ME/DE algorithms. After NOCRS

is applied, 35.5% system bandwidth can be saved. Although FSBMA still requires

less system bandwidth by regular data reuse scheme, for example, level-C data reuse

scheme, the proposed HSBMA with NOCRS has much less on-chip memory require-

ment and computational complexity.

4.4 Prediction Core Architecture

The overall architecture of the prediction core is shown in Fig. 4.16. There are nine

main units: control unit, reference shift register network (RSRN), current register

set (CRS), current mux network (CMN), 128-PE adder tree, comparison tree (CT),
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Figure 4.15: Data flow of the proposed ME/DE algorithm. (a) Flow of proposed HS-

BMA with NOCRS. (b) Flow of near overlapped candidates reuse scheme (NOCRS).
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Table 4.5: System Bandwidth Requirement of Three BMAs

Data loaded from FSBMA HSBMA HSBMA

off-chip frame buffer without NOCRS with NOCRS

Current frame 9.9 9.9 9.9

SW for 4×4 BMP 0 3.4 3.4

SW for 8×8 BMP 0 46.4 29.5

SW for 16×16 BMP 55 46.4 31

Reconstruct frame 9.9 9.9 9.9

DS Reconstruct frame 0 7.4 7.4

Total bandwidth (MByte/sec) 74.8 123.4 91.1

CURRENT
MUX

NETWORK
(CMN)

REFERENCE
SHIFT REG.
NETWORK

(RSRN)

128-PE
ADDER
TREE

JOINT
BLOCK
GEN.
(JBG)

INTER-
POLATION
UNIT (IU)

M
U

X

COM-
PARISON
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CHECKER
(NOCRC)

CONTROL UNIT (AG included)
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U
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S
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SAD

CURRENT
REG.

SET (CRS)

SHIFT
REG
SET

DOWN-
SAM-
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RAM_L01_1
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RAM_MC

Figure 4.16: Architecture of the prediction core. The architecture performs the pre-

diction task in both channels.
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Figure 4.17: RSRN. it is composed of a set of reconfigurable shift register array so

that the pixels can shift downward, leftward, and right ward.

NOCR checker (NOCRC), interpolation unit (IU), and joint block generator (JBG).

The CMN outputs three kinds of current blocks for three-level BMPs. The RSRN is

composed of a reconfigurable shift register array. After data loading of SW is fin-

ished, RSRN starts to fetch data from the on-chip memory. Meanwhile, 128-PE adder

tree generates SADs. Then CT compares these SADs in one cycle. The best three

candidate MVs are chosen for refinement. NOCRC checks the degree of overlapping

and outputs the post-processed MVs to the address generator (AG) in the control

unit, which decides when to begin the next level BMP. IU generates sub-pixels in

the half pixel refinement process. JBG generates joint blocks for mode decision for

improving the coding efficiency of the stereo video. The detailed architecture will be

described in the following. Furthermore, data reuse scheme and memory organiza-

tion are also shown. Besides, a new scheduling is proposed to reduce the demand of

on-chip memory and off-chip memory bandwidth [68].

4.4.1 RSRN

To achieve the design goal of hierarchical BMP with only one hardware resource,

RSRN is composed of a reconfigurable shift register array, which consists of 128 8-

bits registers, as shown in Fig. 4.17. It has high reconfigurability and can reconfigure
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Figure 4.18: Data flow of level-1 BMP. Level-2 and level-0 BMP have the similar

flows with level-1 BMP.

to shift downward, leftward, and rightward. After the SW are loaded from off-chip

to the on-chip memory, one column of SW pixels are fetched to RSRN every cy-

cle. There are no bubble cycles when the search position is changed in the vertical

position. An example of the detailed data flow is shown in Fig. 4.18, which is the

data flow of level-1 BMP with the maximum search range [-6, +6] in our design,

and the SW is 20 words×20 bits. When BMP starts, RSRN fetches one column of

SW pixels at each cycle. At cycle 7, all the candidate block data of search positions

(-6, -6) and (-6, -5) are stored in RSRN. Thus SAD0 and SAD1 are generated at

cycle 7. Then, two SADs are generated in each cycle. At cycle 12, two additional

pixels must be pre-fetched in additional registers to avoid bubble cycles during the

reconfiguration step. At cycle 19, these additional sixteen pixels are ready to input

to RSRN. Then the RSRN shifts downward, and two SADs of search position (6, -4)

and (6, -3) are generated without any bubble cycles. At cycle 21, RSRN changes the

connection configuration again and shifts leftward. In this way, all the bubble cycles

can be avoided besides the initial cycles, so the utilization is near 100%. Level-2 and

level-0 BMP have the similar flows with level-1 BMP.
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candidates are fetched into 128-PE adder tree every cycle.
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overlapping condition is decided.

4.4.2 128-PE Adder Tree

Figure 4.19 illustrates 128-PE adder tree. The pixels of the current block and the ref-

erence candidates are fetched into 128-PE adder tree every cycle. Except for several

cycles in the beginning for data preparing, SADs of eight candidate blocks in level-2

BMP, two candidate blocks in level-1 BMP, or half candidate blocks in level-0 BMP

can be derived. Then the CT compares the SADs and chooses the proper candidates

for the next level BMP.

4.4.3 NOCRC

The architecture of NOCRC is shown in Fig. 4.20. The best three MVs chosen by

CT are inputted to the NOCRC after level-2 and level-1 BMPs. The MV differences

are calculated mutually, and then the overlapping condition is decided. For example,

if three outputs of threshold units are all logic 1, it means SW of next level should

be loaded only once rather than three times. It can effectively reduce over 35%

unnecessary data access from off-chip. Furthermore, it also reduces unnecessary

computation and saves processing cycles.
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Figure 4.21: One of the sixteen JBG units. Every JBG unit generates one column of

all the joint block in one cycle.

4.4.4 JBG

When the ME of the right channel is finished, the best candidate block must be stored

for the joint block generation step. The best candidate block is loaded into on-chip

RAM MC, as shown in Fig 4.16. After DE of the right channel is finished, mode

decision for the joint block starts. Figure 4.21 shows one of the sixteen JPG units

in JBG. Only adders are used to generate weighted sum in the joint pel generation.

Every JBG unit generates one column of all the joint block in one cycle. After sixteen

cycles, eight SADs of joint block candidates are generated. Then they are inputted

to the CT to choose the best SAD, and the best mode is derived as well.

4.4.5 Memory Organization and Data Reuse Scheme

Figure 4.16 shows that SRAM L2 stores the level-2 SW data for the left and right

channel. RAM L01 1 and RAM L01 2 store the refinement SW data for level-1 and

level-0 BMPs. Since there might be 1 to 3 SWs for block matching, RAM L01 1

and RAM L01 2 are accessed with ping-pong mode to store SW data from the off-

chip buffer. RAM MC buffers the best ME candidate block in the right channel,

which is used for joint block generation. In the proposed architecture, only 20.75

Kbits on-chip SRAM are required, which is only 11.5% requirement compared with

FSBMA.
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Because of the regular data access of level-2 BMP, level-C reuse scheme is ap-

plied for the SW loading in level-2 BMP. The disadvantage of conventional HSBMA

[44] is that the SW required for refinement level (level-1, level-0) cannot be reused

due to its irregular flow. It increases the data access burdens. However, the proposed

NOCRS effectively solves this problem. In other words, data reuse scheme is also

applied in level-1 and level-0 BMP to save bandwidth.

4.4.6 Proposed Scheduling for Stereo Video Coding System

The proposed scheduling is modified from our prior stereo video system [68] for

hardware implementation consideration. The original frame-based scheduling of the

prediction engine is shown in the upper part of Fig. 4.22. It shows that ME in the

left channel cannot start until MVs and DVs of all the blocks of a frame in the right

channel are derived. However, the SW for DE in Fig. 4.3 is enclosed by the search

window for ME in the left frame. In the original scheduling, SWl,DE is loaded twice

from the off-chip frame buffer. Therefore, this wastes bus bandwidth.

This problem can be solved by the new scheduling, as shown in the lower part of

Fig. 4.22. Before DE of Br, SWl,ME(Bl) is loaded from off-chip instead of SWl,DE(Br).

After DE and joint block mode decision are done, ME of Bl in the left channel starts.

No loading process is needed for ME of Bl . On-chip memory for SWl,DE(Br) is

shared with that for SWl,ME(Bl). The proposed scheduling reduces both the require-

ments of off-chip memory bandwidth and loading cycles. Moreover, 23% on-chip

memory can be saved.

4.4.7 Chip Implementation

The proposed prediction core architecture was verified by the VLSI implementation.

The processing capability is listed as follows: 720×480 frame size and 30 frames

per second (fps) both in the left and right channels. In the ME case, the search range

is [-64, +63] in the horizontal direction and and [-32, +31] in the vertical direction.

While in the DE case, the search range is [-64, +63] in the horizontal direction and [-

16, +15] in the vertical direction. The die photograph is shown in Fig. 4.23. There are

three groups of on-chip single-port SRAM on the chip. The core size is 2.13×2.13
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Figure 4.23: Die photograph of the prediction core design.

mm2. The detailed chip features are shown in Table 6.3.

4.4.8 Comparisons

So far there is no other architecture of prediction core for stereo video systems. The

proposed architecture can also perform ME. Table 4.7 shows the comparison of FS-

BMA and the proposed HSBMA. A search point means one SAD calculation process

of a MB. Since the computational complexity of search points in different levels of

hierarchical search algorithms is not the same, they are normalized first. Compared

with FSBMA, only 11% of on-chip memory is required, and the computational com-

plexity is also greatly reduced. The number of PEs of HSBMA architecture is 3.3%

of FSBMA architecture. Figure 4.24 shows the rate-distortion performance of FS-

BMA and proposed HSBMA with NOCRS. Three video sequences are tested by

simulation with hardware description language (HDL). Compared with FSBMA, the

proposed algorithm maintains good objective video quality.

Table 4.8 shows the comparison with the previous HSBMA architecture [65].

Although the hardware cost such as logic gate count and on-chip memory are similar,

the proposed architecture provides more functionalities, such as DE and joint block

compensation for the stereo video prediction, with less PE and system bandwidth
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Table 4.6: Chip Specifications

Technology TSMC 1P6M 0.18um

Package 128 CQFP

Core size 2.13×2.13mm2

Logic gate count 137,838 (2-input NAND gate)

On-chip memory 20.75 Kbits

Maximum frequency 100 MHz

Power supply 1.8 V

Power consumption 95.85 mW @ 100 MHz

Search range ME: horizontal [-64, +63], vertical [-32, +31]

DE: horizontal [-64, +63], vertical [-16, +15]

Processing capability 30 D1(720x480) frames/sec in left and

right channels simultaneously, including

2 ME and 1 DE operations

Table 4.7: Algorithm Comparison

Algorithm FSBMA HSBMA with NOCRS

On-chip memory 180 Kbits 20.75 Kbits

search points/MBa 8192 100 - 234

PE requirement >4096 128

Quality drop 0 <0.2 dB

Bandwidth 74.8 MB/s 91.1 MB/s

aThe search point is normalized because of different computational complexity in various BMPs.
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Figure 4.24: Comparison of rate-distortion between proposed HSBMA and FSBMA.

Table 4.8: Architecture Comparison

Architecture [65] This work

Area 140K 137K

No. of PEs 256 128

Memory 2.5 KBytes 2.6 KBytes

Bandwidtha 125 MBytes/sec b 91.1 MBytes/sec

Frequency 54 MHz 81MHz

Function ME 2 ME, 1 DE, joint block compensation

aOnly mono-channel ME in a P-frame is considered
bThe system bandwidth requirement is estimated
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requirement. The improvement results from the proposed NOCRS, scheduling, and

efficient reconfigurability of the architecture. Besides, it can be easily integrated into

mono or stereo video coding systems because of its various functionalities.

4.5 Conclusion

This chapter presents an efficient structure of the prediction core in stereo video

coding systems from algorithm level to hardware architecture level. A stereo video

hybrid coding system with the joint prediction scheme is designed for the purpose of

overcoming the design challenges of poor coding efficiency and high computational

complexity. Compared with MPEG-4 TSP and SP, the coding efficiency is improved

by 2–3 dB. Besides, 80% of the computational complexity is reduced. Moreover,

a hardware-oriented stereo video prediction algorithm and the associated hardware

architecture for the prediction core are also presented. Compared with FSBMA, the

proposed HSBMA greatly reduces hardware cost, while it still maintains good video

quality. With NOCRS, the problem of critical memory bandwidth requirement can

be solved by checking the overlap degree of the three SWs in the refinement levels.

The hardware architecture is co-designed with the proposed algorithm with a set of

reconfigurable shift register array and its related circuits, which can be configured for

all the scan directions for three-level BMPs. Moreover, the proposed scheduling not

only reduces cycles for loading data from off-chip frame buffer but also eliminates

on-chip memory for level-2 of DE. It shows that the architecture is area-efficient and

has both good processing capability and functionality.

There are still some extensions in the proposed stereo video hybrid coding sys-

tem. There might be another suitable pattern combination of the joint block, such as

gradual blending modes and H.264 block modes, for better coding efficiency. Mode

decision can be further optimized by the Lagrange multiplier. The rate-control al-

gorithms for stereo video coding can also be further explored. On the other hand,

MV-DV prediction and mode pre-decision can be implemented in the architecture

for higher area efficiency. They are challenged research topics and also belongs to

our future work.



Chapter 5

Analysis and Algorithm Design of

High-throughput Prediction Core for

3D/Quad HDTV Videos

Among all the functional blocks in video encoding, the most resource hungry part

is inter prediction [69]. The module handling inter prediction is called prediction

core in this dissertation. Inter prediction refers to the process of generating predicted

pixel values from previously decoded frames, which are called reference frames.

These frames could be forward or backward in displaying time, since the coding

order is different from displaying order. Inter prediction retrieves displaced blocks

from the decoded frames, and the displacement is specified by the motion vectors

(MVs), which are estimated by the motion estimation (ME). In this chapter, an effi-

cient predictor-centered ME algorithm is proposed for high definition (HD) videos.

The proposed algorithm is designed for the VLSI architecture which is introduced

in Chapter 6 and Chapter 8. With the concept of motion information preserving, the

proposed algorithm saves 96% computational complexity while maintains the quality

with only 0.013dB loss. In addition, the proposed algorithm is suitable for mapping

to the VLSI architecture and overcomes the design challenges of large oh-chip mem-

ory and high external memory bandwidth.

103
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5.1 Introduction

In video coding systems, motion estimation (ME) is an essential part to reduce the

temporal redundancy in video sequences. It consumes most of the computation in

the system, and the coding efficiency greatly relies on the effectiveness of the ME al-

gorithm. Therefore, reducing the computation without sacrificing the rate-distortion

(RD) performance is the target of such systems.

Modern ME algorithms generally consist of two parts: refining center decision

and refinement algorithms. The first part chooses some motion vectors (MVs) to be

the predictors of refining center, mostly from highly correlated sources like the spatial

and temporal neighboring macro-blocks (MBs) or blocks of other sizes if variable

block-size is supported. Algorithms like PMVFAST [70] and EPZS [71] focus on

this part. After that, the predictors of refining center are evaluated by block-matching

algorithm, and then refinement occurs around the best refining center. Finally, the

best matched block with lowest Lagrange cost is derived. Algorithms like diamond

search [45], hexagonal search [64], three-step-search [43], four-step-search [44], and

exhaustive search fall into this category. Because the refinement algorithms only

do the block-matching around the refining center, the search range can be greatly

reduced if the refining center are close enough to the optimal solution, hence the ME

computation is lowered to an acceptable level. In modern video coding standards

like MPEG-4 and H.264/AVC, there are numerous block sizes. Exhaustive search of

all these block sizes would require enormous computation, so we need to reduce the

computation even more. Consequently, the accuracy of the refining center becomes

more critical. With the introduction of variable block-size, a new type of refining

center predictor exploiting the correlation between different blocks within an MB

emerges. We call them intra predictor in contract to the traditional inter predictor.

These newly added predictor and their related interaction also makes the design of

refining center decision algorithm more complex.
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Figure 5.1: Run-time profiling of H.264 encoding

5.2 Design Challenges

In ultra high-throughput prediction core design, several challenges make it extremely

difficult to implement such a system. These challenges include intensive computa-

tion, and the trade-off between external memory bandwidth and on-chip memory

size. In the following subsections, each design challenge is discussed.

5.2.1 High Computational Complexity

Fig. 5.1 shows the run-time profiling of H.264 reference software encoding a HD

video sequence. We can observe that two major parts in the prediction core, integer

motion estimation (IME) and fractional motion estimation (FME), contribute more

than 89% of total computation, and IME alone needs more than half the total com-

putation. The computation of prediction core also depends on the video resolution.

In the log-log plot of IME complexity vs. video resolution in Fig. 5.2, we can see

that full search algorithm needs O(n2) growth of computation, where n is for the

area of video frame. Hierarchical search is a fast search algorithm widely adapted in

high definition (HD) video encoders, especially in hardware implementations [72].

However, it can only provide a constant factor of computation reduction, and the

reduction ratio is not high enough. A high-end quad-core CPU designed by Intel,

QX9770, supports 60 Giga instruction per second (GIPS). However, for 4k×2k res-
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Figure 5.2: Computational complexity of IME

olution, the computation of IME is almost four orders of magnitude higher than the

horse power of QX9770. Single instruction multiple data (SIMD) techniques can

boost the performance for an order of magnitude on modern processors [73, 74], and

even though the power efficiency of application-specific IC (ASIC) designs is around

two orders of magnitude better than a general-purposed CPU, the performance gap

is not bridged. From this analysis, we can conclude that it is fairly reasonable to

optimize the prediction core and reduce the required computation.

5.2.2 High External Memory Bandwidth and Large On-Chip Mem-

ory Size

Assuming we want to encode a video sequence with 4096× 2160p resolution, 24

frames per second, and we use ±256×±128 search range, level C data reuse scheme

[75], bi-directional frames (B-frames), then the on-chip SR memory would con-

tain (256× 2 + 16)× (128× 2 + 16)× 2 pixels, which occupies 281 KB of on-chip

SRAM, and the external memory bandwidth would be 4096× 2160× ((128× 2 +

16)/16)×2×24(pixels/s) = 6.72(GB/s). Nevertheless, for a high-end SoC system

running at 200 MHz with a fairly wide 128-bit memory bus, the throughput can only

achieve 3.2 GB/s at 100% bus utilization. As we can see, the bus bandwidth budget
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Figure 5.3: External bandwidth of different data reuse schemes of search range buffer

is tight even on a high-end SoC system.

When the frame resolution changes, it is reasonable to adjust the search range

proportionally. If we fix the search range to 10% of frame in each direction, for

example, ±192×±108 search range for 1920× 1080p resolution, then the log-log

plot of external bandwidth and on-chip SRAM size vs. frame size is shown in Fig. 5.3

and Fig. 5.4. In these figures, 4 different data reuse schemes, level C, level C+

[76], level D, and hierarchical search, are compared. In TSMC 90nm technology,

SRAM with capacity of 62.5KB is equivalent to a million gates in area. For 4k×2k

applications, The bandwidth is higher than what a high-end embedded system can

support, and the area of on-chip SRAM for reference frame buffer is unreasonably

large. Previous work shows that the SR utilization is only 30% on CIF video, and it

decreases to 15% on D1 video [77]. That is to say, many data read to the SR buffer

are never used. Further investigation reveals the trend of low utilization still applies

to HD video. However, if we try to save on-chip memory by directly shrinking the

search range, the rate-distortion (RD) performance would be greatly hurt. Therefore,

a smarter strategy to reduce on-chip memory usage without sacrificing the coding

efficiency is desirable. Moreover, when the video resolution gets higher, the ratio of

(cache size/level C buffer size) can be smaller. From the work in [77], if we want a

reasonable RD performance, cache size is 1/3 of level C buffer size for D1 video,
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Figure 5.4: On-chip SRAM size of different data reuse schemes of search range

buffer

and the ratio is 2/3 for CIF video. From this trend, we can expect the ratio be smaller

on HD video. As a result, it makes more sense to utilize cache-based architecture on

HD video coding systems.

5.3 Predictor-Centered Search Block Matching Algo-

rithm

Since we tend to cut down the computation by limiting the search range and decreas-

ing searching candidates, low-quality predictors could make the refinement trapped

in the local minimum, thus resulting in low R-D performance. In order not to be

trapped in local minimum and increase the robustness of the whole ME algorithm,

multiple predictors are necessary. The predictors are classified into two types, inter

and intra predictors.

5.3.1 Inter Predictor

The source of inter predictors are from the spatial and temporal neighbors outside

the current MB. Generally, the predictors include the motion vector predictor (MVP)
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Figure 5.5: Block sizes of inter predictors.

defined in the coding standard, which is the median of MVs from left, top, and top-

right blocks. In addition, these three MVs from left, top and top-right blocks, zero

vector and some more spatial and temporal neighbors may also be considered. When

variable block-size is enabled, the concept of MVs from neighbor blocks becomes

obscure because an MB can be split into several blocks with different MVs for each

one. As for the MVP defined in H.264/AVC, the three MVs are from the finest block

sizes. However, the selection of inter predictors is not defined in the standard, so it is

up to the encoder.

Two schemes are chosen for comparison. One is to use the MVs from the finest

block size available, and this is similar to the process of MVP selection defined in

H.264/AVC. The other one is to use the best-matching MV from the neighbor blocks

with the same size. In order to support this algorithm, several additional MV fields

with different granularities must be stored in the encoder. These two schemes are

illustrated in Fig. 5.5, where ME is performed on a 16×16 block, and variable block-

size supports down to 4×4 size.

5.3.2 Intra Predictor

The intra predictors are from other sub-blocks within the same MB. In order to

achieve better computational efficiency, only the sources with higher correlation is

used, so the selection is generally hierarchical. For example, a 4×4 block doesn’t

use an MV of an 8×8 block not covering it. When applied in ME, intra predictors

can be used in any block sizes, but they are not available for the very first block eval-

uated in this MB, which is often the 16×16 block. Figure 5.6 shows that when the
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third 8×8 block is being evaluated, the result of 16×16 block and previous two 8×8

blocks can be used as predictors. For those blocks which are not evaluated first in

current MB, both inter-MB and intra-MB predictors are available. However, the gain

from multiple predictors might saturate if the number of predictors are too large. As

a result, whether the inter-MB predictors can be skipped is a design issue.

5.4 Proposed Algorithms

According to the analysis above, the design challenge includes high computation

and high bandwidth. As a result, it is unavoidable to modify the prediction core and

make it more efficient and memory-friendly. We developed several algorithms for

the prediction core to reduce computation requirement, consume less internal and

external memory bandwidth, and access the external memory more regularly while

keep near-lossless rate-distortion (RD) performance. These techniques are illustrated

in the following subsections.

5.4.1 Motion Information Preserving

The MVP defined in the coding standard is derived from the MV field that is available

at the decoder. As a result, when an MB is intra-coded, its motion information is not

encoded, and no MV is available at the decoder. However, if the MV pointing to the

best matched block is stored at the encoder, even if the intra mode wins the inter/intra
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mode decision, the MV can still be used as a RC predictor for neighbor MBs. This

would not break the compatibility with the standard because the RC predictor only

affects the ME quality. This way, motion information is reused rather than just being

discarded. This technique can be integrated in the inter-MB predictors but not the

intra predictors because either all or none of the sub-blocks are intra-coded. In short,

the main difference is not to clear the MVs even if the block is intra-coded.

5.4.2 Data Dependency and Regularity of Access Pattern

According to the algorithms described in Section 8.1, the refining center depends

on the ME result of other blocks, so the access pattern on the reference frames is

harder to predict. This causes no problem on modern computers. However, on some

other computing platforms without luxuriously huge data cache and high working

frequency, parallelism and memory de-coupling become more essential. Taking ded-

icated hardware, which resides on the other end of the agility spectrum, for example,

zero-vector-centered full search pattern is usually adopted because of its extremely

regular access pattern and low data dependency. For platforms in-between, such as

GPGPU, ASIP, VLIW, etc, more irregularity and data dependencies are tolerable.

For more types of computing devices, we need to remove some of the data depen-

dencies and make the access pattern more regular in order to enable high parallelism,

while preserving the R-D performance.

By adopting adder tree architecture for calculation of sum of absolute difference

(SAD), partial results of SAD can be reused with almost no additional cost [78].

For example, if we do the block-matching on a 16×16 block, all the SAD values

of smaller partitions can be obtained for free. One way to leverage the free partial

SAD is to share the inter-MB predictors among sub-blocks, so that the SAD values

of different sub-blocks at these same locations can be reused. In order to maximize

this reusing, MV field with 16×16 granularity is used for predictors. In Fig. 5.7,

two 8×8 blocks are being evaluated, and two granularities of the MV field are shown

for comparison. We can observe that when the granularity is 16×16, all the sub-

blocks share the same predictors, while only part of the predictors can be reused if

the granularity is 4×4. In contract to the situation described in Section 5.3.2, whether
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Figure 5.7: Granularity of inter predictors.

intra predictors can be skipped is the issue in this scheme.

The proposed refinement center prediction algorithm uses zero-vector, the MVP

of the 16×16 block defined in the coding standard, and three inter-MB predictors

from the MV field in 16×16 granularity. No intra-MB predictor is used, and all

the sub-blocks share the same MVPs. This algorithm takes advantage of reusing

inter-MB predictors and skipping intra-MB predictors, so the data dependency and

access regularity are less harsh. Therefore, it is more applicable on a wider range of

computing platforms.

Issues of On-Chip Memory Access

Hardware-oriented full search pattern generally choose zero-vector as the refinement

center for regularity and simplicity [75]. A smarter method is to choose the motion

vector predictor (MVP) defined in the coding standard as the refinement center be-

cause MVP should be closer to the optimal motion vector than zero-vector. A further

optimization could include several motion vectors to be the hints of refinement cen-

ter, and they are mostly from highly correlated sources like the spatial and temporal

neighboring macro-blocks (MBs) or blocks of other sizes if variable block-size is

supported. After that, the hints of refinement center are evaluated by block-matching
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Figure 5.8: Overlapped search range of adjacent macro-blocks

algorithms, and then the one with lowest Lagrange cost is chosen as the refinement

center.

If the refinement center is not fixed, the memory access pattern might be unpre-

dictable and discontinuous, thus harms the efficiency of memory system [79, 80]. In

Fig. 5.8, a typical situation of irregular access pattern with non-fixed center of refine-

ment is shown. In this figure, the overlapped region of search ranges belonging to

adjacent macro blocks may vary. If we want to save on-chip memory capacity, fre-

quent reloading could cause irregular external memory access; otherwise, if we want

to avoid redundant reloading, it is also hard to decide which part to keep on-chip.

This issue will be address in the following sections.

5.4.3 Variable-Block-Size Data Reuse

In a software implementation of IME, it is easy to adopt algorithms with lots of data

dependencies without huge overhead. This property is derived from the sequential

nature of processors and sophisticated general-purposed cache system.

For a single MB, a typical software-based ME algorithm is:

1. For all the variable block-size (VBS) partitions, do the following steps.

2. Take zero-vector, MVP defined in H.264/AVC, and the final MVs from spatial

and temporal neighboring MBs that have already done ME as hints of refine-

ment center. If the current block partition type is sub 16-by-16, then MVs from

other sub-blocks within the current MB can also be used.
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3. Evaluate the Lagrange cost of all the hints; choose the one with lowest cost as

the refinement center.

4. Do a certain type of fast search around the refinement center. Find the location

with minimum cost within refinement range.

5. Refine the final result by doing the fractional motion estimation (FME) around

the minimum point.

In the given algorithm, the hints of a sub-block depend on the IME refinement

results of other sub-blocks. This data dependency prevents further data reuse and

makes memory access pattern more unpredictable. As a result, we propose a memory-

friendly ME algorithm.

The duration from the time of knowing where to access to the time of actually

needing the data is the allowable latency for the memory system. The longer this

duration is, the more robust it is to the memory access delay. In order to construct a

memory-friendly algorithm, we need to know where to access as early as possible.

As for the data flow, we break the dependency between sub-blocks within the same

MB, so the access pattern is more regular. The refinement center merely depends

on the result of the 16-by-16 MB, and all the sub-blocks just reuse the partial sum

of absolute difference (SAD) values. The access pattern would be almost identical

to that of the software-based ME without enabling variable block sizes (VBS), but

the RD performance would not be harmed as much, which can be verified in the

simulation results.

5.4.4 Cache as Search Range Buffer

When doing ME using the predictor-centered algorithm, the refinement range can be

much smaller. As a result, the data reuse schemes created for full-search [75] is no

longer suitable because the utilization rate of the buffer is lowered. If only the ”hot

zone” of the reference buffer is kept on chip while the rest of the data is loaded from

external memory when needed, the capacity requirement of on-chip memory can be

greatly decreased. In addition, if the cache controller is well-designed, uncessary

external memory bandwidth can also be saved. In Fig. 5.9, we replace the level-C
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Figure 5.9: Replacing reference frame buffer in level-C reuse scheme with cache

Table 5.1: Parameter Setting of The Encoder

GOP structure IBPBP

Total frames 33

Quantization parameter (Qp) 25 to 35

Entropy coder CABAC

ME refinement algorithm Full search

reference frame buffer with a cache system, so that the advantage described above

can be applied to our design. The detailed architecture design of the cache system is

introduced in the next chapter.

5.5 Simulation Result

In order to only focus on the effect of changing resolutions and eliminate the bias

caused by intrinsic characteristics difference of sequences, we use the same set of

video sequences and resize them to a series of smaller sizes. All the testing sequences

are originally in 1920×1080p at 25fps. When comparing the R-D performance, we

interpolate and use the PSNR difference at the same bitrate as the metric. The quality

evaluation is based on the average of all these clips. The detailed encoding parame-

ters are shown in Table 5.1.

The proposed prediction algorithm is compared with the widely used base algo-
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rithm, which uses zero-vector, the MVP defined in the coding standard, and the three

MVs from which the MVP is derived. This is applied to all the block sizes, so they

contain both inter-MB and intra-MB predictors. Multiple H.264/AVC related refer-

ence software including JM, JSVM, and JMVM use this base algorithm in their fast

ME algorithms.

5.5.1 Analysis of Refinement Range

The evaluation methodology here is to show the degradation versus various search

range settings. When the search range in the refinement algorithm is reduced, the

quality degrades. The less the quality degrades, the better the algorithm is. The set-

ting with the largest search range is used as the pivot, so the PSNR drop is defined

as zero at that point. In Fig. 5.10, the proposed algorithm outperforms the base al-

gorithm in moderate search ranges. In 1920×1080p resolution, the proposed method

is 0.7dB better on average at ±8-pixel search range, and the quality of the proposed

method with ±8-pixel search range is comparable to the base method with ±24-pixel

search range, which covers nine times the search area. The quality converges when

the search range is high enough because the center of refinement doesn’t matter that

much. When the search range is set to a tiny value, the base algorithm performs

better because the MV propagates faster. As the video resolution gets smaller, the

quality difference between the two algorithms decreases.

In order to get a better understanding of the phenomenon, the quality evaluation

of a particularly dynamic scene in video sequence ”Tractor” is shown in Fig. 5.11,

and its block type distribution is shown in Fig. 5.12. From Fig. 5.11, we can observe

that as a video clip with larger motion, the quality degradation is more sensitive to

the search range. The smaller gray-scale images in Fig. 5.12 display the block type,

where each pixel denotes an MB in the frame. In Fig. 5.12 (b), the search range is

larger in order to illustrate how well it can be with a larger search range. The intra

blocks only locate in frame border, upper-left corner, and object boundaries, and each

of them represents an individual phenomenon. The intra blocks in frame borders are

inevitable because the theoretically matched block does not exist in the reference

frame. In the upper-left corner, the predictors begin at zero-vector. If the optimal
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Figure 5.10: Quality of various refinement ranges in (a) 1280×720p and (b)

1920×1080p videos.
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Figure 5.11: Quality evaluation of sequence “Tractor” beginning at frame 502.
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Figure 5.12: Block type distribution at Tractor frame 502. (a) Subjective view of

the frame. (b) Proposed algorithm with search range ±16. (c) Base algorithm with

search range ±16. (d) Proposed algorithm with search range ±4.
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Figure 5.13: Computation reduction of predictor-centered fast IME algorithm

MV is longer than the search range, intra mode would win the mode decision before

the MV locks in the optimal motion. However, the best matched MV can still keep

propagating to the neighbor MBs as predictors as said in Section 5.4.1. Boundaries

between objects of different motion are places where predictors are less helpful. In

Fig. 5.12 (c), the upper-left intra corner grows enormously because in the base al-

gorithm, predictors are unavailable when the neighboring block is encoded in intra

mode. In Fig. 5.12 (d), the search range is set to a tiny value, and the locked-in MVs

get lost after a few rows because the variation of MV distribution is larger than the

search range. So even if the prediction algorithm is accurate, adequate search range

is still essential. From Fig. 5.12, we can conclude that using proposed algorithm

with moderate search range, optionally combined with larger search range around

the upper-left corner is the most efficient algorithm. The doubt about granularity

of predicting MV field and the effectiveness of combining inter-MB and intra-MB

predictors are also resolved. That is, as long as the inter-MB predictors are accurate

enough, coarse-grained MV field suffice, and intra-MB predictors are not essential.

5.5.2 Reduction of Computational Complexity

With proposed fast IME algorithm and VBS data reuse, the IME computation is

largely reduced. Fig. 5.13 is a log-log plot of computation per reference frame vs.
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Figure 5.14: Rate-distortion quality drop of predictor-centered fast IME algorithm in

worst case

frame resolution. Compared with hierarchical search, the computation reduced by

96% in 4k × 2k resolution. Computation reduction generally comes with a price,

rate-distortion quality, which can be objectively measured as PSNR value. If the

refinement center is not chosen well, the quality drops quickly with the reduction

of refinement range because the optimal motion vector falls outside the refinement

range. From Fig. 5.14, the quality does drop quickly when the refinement center

is fixed at zero vector. However, with the proposed algorithm, the PSNR drop is

only 0.045 dB in the worst case when the refinement range is ±16 pixels. In our

experiments, the average PSNR drop is only 0.013 dB.

5.6 Summary

Designing a prediction core that supports 4k × 2k video resolution with real-time

performance is challenging. The challenge comes from four aspects: huge compu-

tation, high bandwidth, and large on-chip memory size. The computation of IME

exceeds the computing capability of a high-end quad-core CPU by 104 times, the ex-

ternal memory bandwidth saturates a high performance DDR2-800 throughput, and

the on-chip memory costs millions of equivalent gate count.

In this chapter, an efficient predictor-centered algorithm for the prediction core is
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presented. In order to increase the robustness and accuracy, the proposed algorithm

preserves more motion information as predictors. Moreover, it uses the same coarse-

grained inter-MB predictors for all the sub-blocks inside an MB, resulting in loose

data dependency, better SAD computation reuse, and regular access pattern on refer-

ence frames. When followed by a refinement algorithm with different search ranges,

the quality drop is much less than the base algorithm used in numerous reference

software when the search range shrinks. In 1080p video resolution, the proposed

method outperforms the base method by 0.7dB when the search range is ±8-pixel,

and the quality drop of the proposed method with ±8-pixel search range is simi-

lar to that of the base method with ±24-pixel search range, so the computation and

bandwidth are greatly saved. This refining-center decision algorithm is orthogonal to

the following refinement algorithms, therefore further candidate-reducing techniques

can be utilized as well.
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Chapter 6

Analysis and Architecture Design of

Cache-Based Prediction Core for

3D/Quad HDTV Videos

In memory hierarchy of computer architecture, cache system refers to the memory

layer closer to the computing device, which can bridge the fast computing device

and the slow memory down in the hierarchy. It compensates the long latency and

low throughput of the memory system, hence plays an important role in performance

[81]. For video encoders, the heaviest burden of memory traffic comes from the

access to the reference frames when doing motion estimation. Traditionally, in hard-

ware design of video encoder, a portion of data in reference frames is kept in scratch

pad memory, generally implemented as on-chip SRAM, so that all the accesses to

the reference frames can be redirected to the SRAM, resulting in smaller latency and

lower off-chip memory bandwidth. However, with the growth of video resolution,

the search range of motion estimation grows proportionally, so does the size of on-

chip SRAM. Given the situation that there is only a small portion in the search range

is highly likely to be accessed, keeping all the pixels falling within the search range

on chip is not a sane design. Instead, using a cache as the search range buffer can

reduce the required capacity at expense of cache miss penalty. If the degraded per-

formance due to the cache miss penalty is tolerable, then replacing the all-inclusive

search range buffer with a cache system is desirable.

123
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Figure 6.1: Generic memory address

In this chapter, a cache system dedicated for quad full high definition video en-

coder is proposed. In the first section, the concept of generic cache system is intro-

duced, followed by a cache organization for 2D structure. After that, the design chal-

lenge, proposed prefetching algorithm and the hardware architecture are described in

detail.

6.1 Introduction to Generic Cache System

In computer systems, the input and output of memory-mapped devices can be in-

dexed and projected to a memory map, and a memory word can be uniquely ad-

dressed by a word address as shown in Fig. 6.1.

A memory word can be stored in a cache, and that particular word can be ad-

dressed in a slightly different addressing scheme, illustrated in Fig. 6.2. In a general

set-associative cache, we need a line address to specify which line the word lies in.

After tag matching, a set index can be obtained to indicate which set the data resides,

or in the other case, the data doesn’t exist on cache. Generally a cache line contains

multiple cache words. As a result, after getting the cache line containing the data, a

word index is needed to point out the particular desired word.

Since there are two different addressing schemes for memory and cache, we need

a method to translate memory address into cache address. Assuming we use a 32-bit

physical address in a byte addressable architecture, the physical memory address can

be translated into byte index, word index, line address, and tag as shown in Fig. 6.3.

Assuming a cache word contains 2b bytes, then byte index contains b bits. Similarly,
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Figure 6.2: Generic cache address

if a cache line contains 2w words, then the word index contains w bits. When the

number of lines in a set is 2l , the line address is a l-bit field. The rest part of the

physical address is defined as the tag.

The address translation described above assumes the parameters byte-per-word,

word-per-line, and the number of lines in a set are all power-of-two, which is the

most widely used case because of its simplicity. Were it not the case, then the address

translation is somewhat more complex. Assuming byte-per-word is B, word-per-line

is W , and the number of lines in a set is L, then the translation formula is as follows:

byte index = address%B (6.1)

word index = (address/B)%W (6.2)

line address = ((address/B)/W )%L (6.3)

tag = ((address/B)/W )/L (6.4)

The region of memory-map sharing the same tag is defined as a tag modulus as

shown in Fig. 6.4. From the formula above, a tag modulus contains W × L cache

words.
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Figure 6.3: Address translation of generic cache system

Figure 6.4: Tag modulus of generic cache system
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Figure 6.5: 2D memory address

6.1.1 Two Dimensional Cache Organization

One of the advantages of cache system is the exploitation of data locality. If a word is

accessed, then the whole line containing the word is brought to the cache. Once the

following accesses request the other words in the same line, then it is a cache hit. Im-

proving data locality is one of the programming techniques to increase cache hit rate

and decrease conflict misses. The basic idea of spatial cache locality optimization is

to use a data structure that put data with high correlation of access pattern together,

so that the previous accesses benefit the following ones.

In software design of video encoding, the reference frames can be packed in a

block-based data structure, so the inherent two dimensional characteristic of refer-

ence frames can be exploited in the pixel level. In hardware design of video encod-

ing, this property can be further utilized by exposing it to the architecture. As we are

designing a dedicated cache system for reference frame, a 2-D structure, it can be

beneficial to keep the 2-D nature inside the cache system.

In contrast to the general memory map shown in Fig. 6.1, a block, i.e. a 2-D

word, can now be addressed by a pair of word addresses, word X and word Y, in a

2-D structure shown in in Fig. 6.5. Similar to the generic memory system, when a

2-D memory word is stored in a 2-D cache, a different address scheme is used. Cache

address scheme in Fig. 6.2 is modified to Fig. 6.6, which uses a pair of line addresses

and word indexes instead of one. As a result, the cache word, cache line, and tag

modulus also become two dimensional. For example, the cache line contains 3× 3
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Figure 6.6: 2D cache address

cache words in the case of Fig. 6.6.

The two different addressing schemes between 2-D memory and 2-D cache can

be translated as shown in Fig. 6.7. Assuming the X and Y coordinate of the 2-D

memory are pixel-addressed, they can be translated into pixel index pair, word index

pair, line address pair, and the tag. In the most general case, we assume the pixel-per-

word is Px ×Py, word-per-line is Wx ×Wy, and the number of lines in a set is Lx ×Ly,

then the translation formula is as follows:

pixel indexx = X%Bx (6.5)

pixel indexy = Y %By (6.6)

word indexx = (X/Bx)%Wx (6.7)

word indexy = (Y/By)%Wy (6.8)

line addressx = ((X/Bx)/Wx)%Lx (6.9)

line addressy = ((Y/By)/Wy)%Ly (6.10)

tagx = ((X/Bx)/Wx)/Lx (6.11)

tagy = ((Y/By)/Wy)/Ly (6.12)

tag = {tagx, tagy} (6.13)
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Figure 6.7: Address translation of 2D cache system

Figure 6.8: Tag modulus of 2D cache system

Since there are only one tag needed, tagx and tagy can be concatenated bitwisely

to form the tag. When the cache parameters pixel-per-word, word-per-line, and the

number of lines in a set happens to be power-of-two, then the division and modulus

operations in the formula above can be simplified as bit-field separation. The defin-

ition of tag modulus in 2-D cache remains the same, the region of memory sharing

the same tag. In this case, the region is rectangular like in Fig. 6.8.

6.2 Design Challenges

The criterion to allow replacing an all-inclusive search range buffer by a cache system

is that the degraded performance caused by cache miss penalty is tolerable. As a

result, how to design a cache system with miss rate and miss penalty low enough is
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Figure 6.9: Cache miss penalty

the biggest design challenge. In the following sections, cache miss penalty and data

prefetching overhead are covered, and the performance evaluation of the prediction

core is shown.

6.2.1 Cache Miss

When the computing element sends a data request to the cache, but the cache doesn’t

have it in the internal memory, then it is called a cache miss. The probability of

cache miss is called cache miss rate, and the idling cycles of the computing element

caused by cache miss is called miss penalty. The average access time (Taccess) can be

expressed in the following formula, where Thit stands for the required time for cache

hit, pmiss for cache miss rate, and penaltymiss for miss penalty.

Taccess = Thit + pmiss × penaltymiss

In order to improve the cache performance, we need to reduce the miss rate and

miss penalty. In Fig. 6.9, we can see that the first three requests from the prediction

core get cache hits, and the requested data return to the prediction core smoothly,

resulting in full throughput. However, the fourth request gets a cache miss, and the

cache system needs to load the missing cache line from external memory and refill it

to the internal RAM. As a result, the request returns after a period of time, and during

that time, the prediction core is starving for data, resulting in wasted idling cycles.
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6.2.2 Overhead of Data Prefetching

Data prefetching is to get the required data ahead of the actual data request. This is a

well-known technique to decrease miss rate, especially compulsory miss rate, which

refers to the miss rate cause by the first time of access.

In the literature of computer architecture, cache prefetching algorithm can be

categorized into hardware prefetching and software prefetching [82]. In a simple

one-block-lookahead technique, when the processor asks for line N, the cache can

prefetch line N +1. Some works have extended this to strided pattern [83, 84]. This

is done in hardware, hence the name. This method is suitable for instructions or

very regular data structure like those used in scientific computing because the access

pattern is more predictable. However, when the access pattern is not that regular,

hardware prefetching is of less use. In this case, programmers can use some special

instructions to tell the cache where to do the data prefetching.

Both hardware and software cache prefetching come with some overhead. First,

the cache system generates more traffic, and memory contention leads to longer la-

tency. If the prefetched data is not utilized later, the increased external traffic is totally

wasted. Second, the prefetched data should be stored somewhere inside the cache.

If it is stored in an additional hardware, ”stream buffer”, then there are overhead in

hardware area. If it is directly stored in the internal RAM, which is more suitable

for software prefetching, then a cache line must be evicted to spare the space. Once

the evicted data is more useful then the prefetched data, then it is called cache pollu-

tion. Third, if the processor or the cache system cannot handle data request and the

prefetching instruction at the same time, a cycle allocated to do data prefetching is a

cycle that cannot be used to handle data request. This can decrease cache throughput,

and in memory-bounded situations, this directly affects the performance.

As for the hardware design of the prediction core, the access pattern of motion

estimation is not exactly regular, so a method similar to software prefetching is used

in our hardware design. The overhead of prefetch instructions in software prefetcing

is translated to area cost in the hardware design. In such a hardware system, the

cache throughput is almost always kept at the peak rate. Consequently, if prefetching

occupies a cycle that could have been allocated to data request, the performance of
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Figure 6.10: Overhead of cache prefetching

the prediction core can be affected, like memory-bounded programs on a processor.

For example, in Fig. 6.10, the cycle between the first and second request is used

to do data prefetching, as a result, there is an idling cycle in the prediction core.

Since the prefetching algorithm is similar to software prefetching, the prefetched

data is directly stored in the internal RAM. Therefore, cache pollution can happen

and should be avoided.

6.3 Access Pattern and Throughput Requirement

6.3.1 Access Pattern of IME

The shifting reference buffer of IME is shown in Fig. 6.11. A candidates macro-

block is of size 16×16. Combining 4×4 such consecutive candidates forms a buffer

of size 19 × 19. After two-by-two down-sampling, the reference buffer becomes

10×10, and this is the size used in the proposed design. The reference buffer can be

shifted in three directions in order to support snake scan order, which is illustrated

in Fig. 6.12. In this figure, assuming the search range is of size 14× 14, it can be

scanned in 9 cycles by using snake scan order shown in the upper right part. The

initial 5 cycles are used to fill the reference buffer, so that the upper-left corner can

be evaluated. In the following 8 cycles, the access pattern are shown in the figure,

where the blank rectangle represents the required new data, and the solid square is
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Figure 6.11: Shifting reference buffer in IME

for the reference buffer.

From this access pattern, the cache system needs to provide a 10×2 or a 2×10

rectangular block of pixels per cycle for the IME engine. Consequently, the proposed

cache system uses a 2× 2 block as the cache word, and 5 words per cycles is the

required throughput. It should be noted that the access pattern must be word-aligned,

i.e. the X and Y coordinate must be even numbers in our case.

6.3.2 Access Pattern of FME

It would be more efficient if the required throughput of FME engine can match that

of IME engine. Therefore, we determine the cache throughput according to the re-

quirement of IME, and try to match FME with the existing cache throughput. The

basic reference buffer for our proposed FME is a 10× 10 buffer, and depending on

the even-odd property of the X and Y coordinates, four cases of access pattern can

be inducted as shown in Fig. 6.13. Given the throughput and access pattern deter-

mined, the reference buffer of FME can be filled in the patterns shown in Fig. 6.14.

For the odd-odd case, the eighth request can be omitted without greatly affecting the

quality of FME because it only contributes to a single pixel. This missing pixel can

be compensated by the median of its neighboring three pixels.
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Figure 6.12: Snake scan of reference buffer in IME

Figure 6.13: Cache word alignment of reference buffer in FME
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Figure 6.14: Filling pattern of reference buffer in FME

6.4 Proposed Prefetching Algorithm

6.4.1 Rapid Prefetching Pattern

In the proposed fast IME algorithm described in Chapter 5, there are two kinds of

reading patterns. One is the hints of the refinement center, and the other is the refine-

ment range. In Fig. 6.15, the hint and refinement range are shown in solid blocks,

and these access patterns needs different sizes of cache lines. The mission of data

prefetching is to bring all these needed cache lines to the cache before they are ac-

tually read, so the access pattern of data prefetching needs to cover all the needed

cache lines. In the figure, refinement range covers 4×4 cache lines, so 8 prefetching

requests are needed to cover the 4× 4 cache lines. Similarly, a hint covers 2× 2

cache lines, so only 2 prefetching requests are needed to cover the 2×2 cache lines.

Given that the proposed fast IME algorithm uses 6 hints and 1 refinement range for

a reference frame, there are totally (6× 2 + 8)× 2 = 40 prefetching requests when

processing B-frames. Compared with (6×5+96)×2 = 252 reading requests, 84%

of requests are reduced.

As for the access pattern of proposed FME architecture, a 8×8 block needs ref-

erence frame pixels that covers from 2 to 3 cache lines shown in Fig. 6.16. As a

result, from 2 to 5 prefetching requests are needed to cover these cache lines. As-

suming the distribution of the FME support region is uniform, the expected number
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Figure 6.15: Access pattern of IME cache prefetching

of prefetching requests is 2.26 for a 8×8 block. When processing a B-frame, the ex-

pected number of prefetching requests for a MB is 2.26×4×4×3 = 108.5, which

is only 36% of reading requests, i.e. 64% reduction is achieved. However, even

with this rapid prefetching pattern, there are not enough cycles to do prefetching af-

ter the normal processing. Assuming IME data prefetching is done after FME, then

300+40 = 340 reading and prefetching requests are needed, leaving 360−340 = 20

cycles for cache refilling, which is far from enough. Meanwhile, FME data prefetch-

ing is done after IME, so 252 + 108.5 = 360.5 reading and prefetching requests are

needed, which even exceeds the number of cycles in a MB pipeline stage. To sum up,

techniques other than rapid prefetching pattern should be adopted in order to squeeze

all the operations within a MB pipeline stage.

6.4.2 Concurrent Reading and Prefetching

Following the analysis in 6.4.1, concurrent reading and prefetching is proposed.

When data prefetching can be processed in the same cycle as reading, data prefetch-

ing can be started as early as the MB pipeline stage starts. As a result, when IME
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Figure 6.16: Access pattern of FME cache prefetching

data prefetching is started with FME, then 360− 40 = 320 cycles are left for cache

refilling operations. Meanwhile, when FME data prefetching is started with IME,

there are 360−108.5 = 251.5 cycles for refilling.

Nevertheless, if data prefetching runs concurrently with normal data reading,

the prefetched data must be stored somewhere within the cache. When the evicted

cache line is required by future reading request, then cache pollution happens. Many

widely-used replacement policies like pseudo-random, least-recently-used, least-frequently-

used, not-most-recently-used, etc cannot prevent the cache pollution from happening.

Therefore, a replacement policy that guarantees no cache pollution is helpful to re-

duce the miss rate of reading.

6.4.3 Priority-based Replacement Policy

In order to eliminate the cache miss rate caused by cache pollution of data prefetch-

ing, a priority-based replacement policy is proposed. In original data prefetching

algorithm described in 6.4.2, the prefetching starts with normal reading, resulting

the possibility of cache pollution. Now a locking mechanism is introduced as shown

in Fig. 6.17. Before doing the data prefetching, all the data needed by the follow-

ing reading within this MB pipeline stage are locked first. The data locking is done

similarly to the data prefetching, the only difference is that data locking uses higher

priority to protect the data from overwritten. After locking is done, all the cache lines

touched by locking are labeled with priority bit. When eviction happens due to data
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Figure 6.17: Timing diagram of cache read/lock/prefetch operations

Figure 6.18: Average cache reading miss rate reduction by data prefetching and

priority-based replacement policy of 1080p video sequences

prefetching, only the cache line with lower priority can be chosen. As a result, the

cache lines needed by future reading requests are protected from eviction, thus cache

pollution is not possible.

The experimental result of encoding video sequences with resolution of 1080p

and 2160p are shown in Fig. 6.18 and Fig. 6.19. From the results, we can see that

after applying data prefetching and priority-based replacement policy, the cache miss

rate in data reading is reduced by 15.1 folds and 14.3 folds for these two resolutions,

achieving 99.81% and 99.79% hit rate respectively.
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Figure 6.19: Average cache reading miss rate reduction by data prefetching and

priority-based replacement policy of 2160p video sequences

Figure 6.20: Interleaved MB pipeline stages in prediction core
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Figure 6.21: Timing diagram of cache operations with MB interleaving

6.4.4 Integration with Macro-Block Pipeline

The operation introduced in Section 6.4.3 and Fig. 6.17 is what happens within a

single MB pipeline stage. When integrated with the MB interleaving pipeline archi-

tecture of the whole prediction core, the timing diagram should be modified as shown

in Fig. 6.20. In the 4-stage MB pipeline architecture, the prediction core contains two

of these stages, IME and FME [85]. With the introduction of data prefetching, there

are two more prefetching stages for IME and FME respectively. In order to make

sure that IME and FME handles different current frames, a bubble stage is inserted.

Fig. 6.21 shows the close-up look of the cache operations.

6.5 Proposed Architecture for Cache Design

The prefetching algorithm described in section 6.4 needs the underlying hardware

architecture to support all the operations, and the constraints given by the prediction

core and the whole encoder should be considered as well. The requirements include

high data throughput, zero penalties on cache line split, non-blocking refilling, con-

current reading and prefetching, and high working frequency.
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Figure 6.22: Generic system diagram of prediction core with cache

6.5.1 Overall Architecture

Fig. 6.22 shows a generic system diagram of prediction core with cache system as

reference frame buffer. In the proposed double current frame data flow with inter-

leaving MB pipeline architecture, the system diagram becomes what is shown in

Fig. 6.23. The two major computing modules in the prediction core, IME and FME,

are connected to the two cache cores with a 2× 2 switching network. The locking

and prefetching operations for IME and FME are done in other helping modules, and

they are connected to the switching network as well. There are two routing paths of

the 2-by-2 switching network, shown in Fig. 6.24. The routing path switches mode

after processing an MB.

Inside the cache core, the simplified conceptual data flow can be shown in Fig. 6.25.

The prediction core sends a reading request to the cache core, and then the frame-

based address in the request is resolved to the internal cache-based addressing scheme.

When a cache address is resolved, the bookkeeping logic checks the bookkeeping

states to see whether the requested data is on chip. If yes, then it is a cache hit. On

a cache hit, the bookkeeping logic sends a reading request to the data memory, and

the returned data is then forwarded back to the prediction core. If the data is not on

chip, then it is a cache miss. On a cache miss, the bookkeeping logic sends reading

requests to the external memory bus for the missing cache line. When the missing

cache line returns, the data memory is refilled, and the data can then be forwarded

back to the prediction core.
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Figure 6.23: System diagram of proposed prediction core with cache

Figure 6.24: Connecting configurations of 2-by-2 switching network for MB inter-

leaving
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Figure 6.25: Conceptual data flow of cache system
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Address Translation and Bank Assignment

From Fig. 6.25 and the description above, we can see that the first step in the cache

data flow is to translate the frame-based address scheme to the cache-based address

scheme. The overview of a 2D cache is already covered in section 6.1.1. Fig. 6.26

depicts the whole translation process. The frame-based address scheme contains the

X and Y coordinate in the unit of pixel, and it also contains a frame ID since a cache

core stores multiple frames. The first step is to translate it to three parts: cache tag

address, tag, and cache data address. The cache tag address consists of X and Y

cache line address, and it can be used to specify a tag set in the tag RAM, which is

included in the bookkeeping states block in Fig. 6.25. A tag set is an array of tags

belonging to the cache lines with the same line address in different cache sets. The

tag can be matched against the tag set to determine which cache set the data resides

in, and if nothing in the tag set matches, then it is a cache miss. After the cache set

is calculated, it can be combined with the X and Y word address, and they form the

cache data address. The cache data address is then translated to the SRAM address

to address the data memory. The SRAM address is composed of a bank ID and a

word index. The assignment of bank ID and the word index is introduced below.

The bank ID assignment in cache data memory is shown in Fig. 6.26. There

are several constraints to meet. In order to fulfill the 5-word-per-cycle through-

put requirement of the prediction core, the data memory should contain at least 5

banks. To avoid bank conflict between the concurrently accessed words, the lad-

der bank assignment should also be used. Furthermore, the tag modulus is of a

torus topology because the address is the modulus of a continuous frame field. The

bank ID should comply with this topology; otherwise, if the concurrently accessed

words cross the tag modulus boundary, the bank ID may conflict. Moreover, the tag

modulus is composed by a 2-D array of cache lines, so the size of the tag modulus

should be a multiple of cache line size. Combining these three constraints, the final

bank ID assignment can be determined. Assuming a cache line contains 4×4 cache

words, and 5 banks are used, then the dimension of tag modulus should be multiple

of LCM(4,5) = 20. Alternatively, if 6 memory banks are used, which is still valid

because 6 > 5, the dimension of tag modulus should be multiple of LCM(4,6) = 12.
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Figure 6.26: Address translation between different addressing schemes
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Figure 6.27: Bank ID assignment in cache data SRAM

The designer is free to choose these parameters as long as all the constraints are com-

plied. In our proposed design, we use 5 banks and choose 20×20 words as the size

of tag modulus.

As for the bank address, it can be illustrated in Fig. 6.28, where the tag modulus

is chosen to be 20× 20 words. The address is a simple raster scan order with 1×
number o f banks words as the constructing unit. Multiple cache sets can then be

concatenated in the memory map.

6.5.2 Non-blocking Cache Refill

In a blocking cache, when cache miss happens, all the operations stall and wait for the

refilling to complete. This architecture is easy to implement, but the performance is

poorer. A non-blocking cache can handle hit when the previous miss is not refilled,

which is called hit-after-miss. A more aggressive non-blocking cache can handle

miss after miss, or essentially hit after several misses, which is called miss-after-

miss. If a cache miss is the first miss in that particular cache line, then it is called a
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Figure 6.28: Bank address assignment in cache data SRAM

primary miss; otherwise, it is called a secondary miss. It is intuitive that a secondary

miss should wait for its primary miss to finish the refilling instead of firing another

refilling request, or the bandwidth caused by the duplicated refilling is wasted. As a

result, in a miss-after-miss scenario, if the latter miss is a secondary miss, the reading

request should be put in a waiting queue, but not firing a refilling request; on the

other hand, if the latter miss is a primary miss, then another refilling request should

be fired. According to the maximum number of supported on-the-fly primary misses,

the non-blocking cache architectures can be further categorized. In our proposed

architecture, up to three on-the-fly primary misses and consecutive four on-the-fly

misses are supported.

Before explaining the non-blocking cache architecture, a blocking version is il-

lustrated first. Fig. 6.29 shows a blocking cache architecture in a cloud diagram,

where the cloud-like shapes represent rules, the ladder-shaped icons are FIFOs, and

rectangular blocks are modules. The reading request comes from the prediction core

and goes through FIFO reqQ to the address resolving rule. The resolved cache ad-

dress is then sent to the bookkeeping logic through the addrQ. The bookkeeping

logic queries the bookkeeping states and check if it is a cache hit. On a cache hit,

the bank rotating amount is sent through readQ, and the reading request method on

data RAM is called. When the rule ”Reply” gets both the signal in readQ and the
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Figure 6.29: Architecture of blocking cache

returned data from the data RAM, it does the bank rotation according to the rotating

amount specified in readQ, and then forward the rotated data back to the prediction

core through respQ. On a cache miss, a refilling request is sent to the external mem-

ory bus through mReqQ, and almost everything else stalls until the rule ”Refill” gets

the returned data from mRespQ. When the rule ”Refill” get the data, it updates the

bookkeeping logic that the cache line is now valid, do bank rotation according to

the parameter from refillQ, and write the data to the data RAM. Since the refilling is

complete, the bookkeeping logic continue to read the data RAM as in cache hit.

Non-blocking cache architecture is shown in Fig. 6.30. There could be several

hazards if things are not done right, including duplicated refilling as described above,

refill-before-read hazard, and read-before-refill hazard. Refill-before-read hazard

happens when refilled results overwrite a cache line that is still needed by previous

cache hit. Similarly, the read-before-refill happens when a reading happens before

the required data has finished refilling. In order to support hit-after-miss and miss-

after-miss correctly without duplicated refilling, one more field in bookkeeping is

added to track if a certain cache line is being refilled. If a miss happens and the field

is on, the the bookkeeping logic knows it is a secondary miss, and refilling is not

required.

Before explaining the technique used to resolve the refill-before-read and read-
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Figure 6.32: Bookkeeping logic expressed in a single rule

before-refill hazards, the concept of searchable FIFO should be explained first. A

seachable FIFO provides a port that receives a data element, searches for that element

within the FIFO itself, and returns whether it is found. The schematic circuit of one-

element searchable FIFO is shown in Fig. 6.31. As we have the ability to check

if a specific entry exists in a FIFO, the refill-before-read hazard can be eliminated

by using seachable FIFO in readReqQ, so that if a cache line is waiting to be read,

i.e. exists in readReqQ, the bookkeeping logic do not fire refilling request for that

cache line. In the similar concept, the read-before-refill hazard can be removed by

using searchable FIFO in refillQ. If a cache line has not finished being refilled, it

can be searched in refillQ. In this case, the rule ”Read” stalls if the first element of

readReqQ can be found in refillQ. With these mechanisms, a non-blocking cache

supporting multiple primary misses can be implemented without any hazards.

6.5.3 Concurrent Reading and Prefetching

According to the analysis in section 6.4.2, it is necessary for the underlying cache

architecture to support concurrent reading and prefetching requests. As the cache

architecture is implemented in GAA methodology, the proposed method is better

illustrated with cloud diagrams.

Rule Splitting and Rule Concurrency

The original bookkeeping logic is implemented in a single rule, which can be rep-

resented in a cloud diagram in Fig. 6.32. However a Value method ”query” and an



150

Value method
query

ActionValue method
update

mReqQ

refillQ

addrQ

readQ

Figure 6.33: Bookkeeping logic expressed in split hit/miss rules

ActionValue method ”update” are invoked in that rule. Since the method query are

scheduled to be appeared firing earlier than update in the same cycle, two copies of

the same bookkeeping logic would conflict with each other, preventing parallelism.

As a result, the rules must be rewritten in another form.

Cache hit and cache miss are mutually exclusive conditions for the bookkeeping

logic. Therefore, the original rule can be rewritten as two rules handling the two

situations respectively, which is illustrated in Fig. 6.33. In this diagram, the ”Hit”

rule only invokes the ”query” method, while the ”Miss” rule invokes both the ”query”

and ”update” methods. After rule scheduling, these rules would be scheduled as ”Hit

before Miss”. Although rules ”Hit” and ”Miss” are mutually exclusive in this case,

it is helpful when we need to duplicate the bookkeeping logic into two copies.

Double Channel Architecture

Since we need to handle reading and prefetching requests concurrently, the book-

keeping logic must be duplicated to double the processing capability, namely the

double channel architecture. However, if the rule is simply duplicated as shown in

Fig. 6.34, then the reading rule conflicts with prefetching rule as analyzed in sec-

tion 6.5.3. Continuing the analysis in section 6.5.3, if bookkeeping logic is split

into ”Hit” and ”Miss” rules, and they are duplicated to ”ReadHit”, ”ReadMiss”,

”PrefetchHit”, and ”PrefetchMiss” rules, then the rule scheduling result would be

”{ReadHit, PrefetchHit} before {ReadMiss conflict PrefetchMiss}”. As a result, the
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Figure 6.34: Architecture of non-blocking cache with concurrent reading and

prefetching

two channels do not conflict unless both channels get cache misses. Since the prob-

ability of having misses in both channels is rare, the throughput would be almost the

same as two independent processing channels.

6.6 Cache Profiling

The cache profiling is conducted on numerous video sequences in 1080p and 2160p

resolution. All the figures in this section show the refilling bandwidth in the unit of

size of frame per reference frame, which means how many equivalent frames are read

when doing ME on a reference frame. The refilling bandwidth are shown in Fig. 6.35

and Fig. 6.36. A sequence with particularly high refilling bandwidth, pedestrian

area, is picked up to show the configurations of cache vs. the refilling bandwidth in

Fig. 6.37. Meanwhile, a sequence with particularly low refilling bandwidth, station2
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Figure 6.35: Cache refilling bandwidth of 1080p video sequences

from frame #250, is shown in Fig. 6.38.

6.7 Summary

In this chapter, a cache design for super high definition H.264 encoder is proposed.

It is used as the reference frame buffer and achieves lower on-chip memory capacity

and external bandwidth at the same time. Consequently, the silicon cost of the chip

and the power consumption are reduced. An ordinary cache used in computer archi-

tecture is not suitable for this goal because of the limited throughput and the penalty

of cache line splitting. For the high performance prediction core, low cache miss rate,

light cache miss penalty, reduced overhead of data prefetching, zero line split penalty,

and high throughput requirement must be satisfied. Data prefetching can lower the

cache miss rate, but the overhead is not satisfying. With proposed rapid prefetching

algorithm, the overhead is lowered by 84% and 64% for IME and FME data prefetch-

ing respectively. Furthermore, the cache pollution caused by data prefetching is also

eliminated by the proposed replacement policy. Applying the MGAA methodology

on the hardware architecture, a non-blocking 4-way cache with 300 MHz working

frequency is proposed. This architecture lowers the cache miss rate by 15 folds, a

93% reduction, compared to traditional design.

The architecture proposed in ISSCC ’08 [87] is used as an anchor. It supports up
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Figure 6.36: Cache refilling bandwidth of 2160p video sequences

Figure 6.37: Cache refilling bandwidth of a dynamic scene (pedestrian area)

Table 6.1: Comparison of normalized (per reference frame) on-chip memory capacity

720p 1080p 4096×2160p

VLSI Symp.’07 [86] N.A.
40.9 KB +

N.A.
8.0 MB DRAM

ISSCC’08 [87] N.A. 8.72 KB 37.2 KB (scaled)

Proposed 7.0KB
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Figure 6.38: Cache refilling bandwidth of a static scene (station2 f250)

Table 6.2: Comparison of normalized (per reference frame) external memory band-

width

720p 1080p 4096×2160p

VLSI Symp.’07 [86] N.A. 2.07 MB N.A.

ISSCC’08 [87] N.A. 19.0 MB N.A.

Proposed 4.70 MB 11.6 MB 51.6 MB

Integer
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Prediction
Core

C
 a c
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 e _

 0 

C
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 e _

 1 

Figure 6.39: Die photo of prototype chip
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Table 6.3: The specifications of the prototype chip design

Technology TSMC 90 nm CMOS LOGIC Low Power

LowK Cu 1P9M 1.2&2.5V

Package COB256 S1

Core Size 2.1 mm × 2.1 mm

Logic Gate Count 230K (NAND2 gate)

SRAM capacity 8 KBytes

Working Frequency 300 MHz

Power 265mW @ 300 MHz, 1.2V

Throughput 4096×2160p, 24 fps quad HD in H.264/AVC format

Three-view 1080p or seven-view 720p, 30 fps in MVC format

to 1920× 1080 resolution, uses 17.44KB of on-chip SRAM as the reference frame

buffer, and requires 19.0 MBytes per reference frame. The proposed cache architec-

ture uses 6.4KB of on-chip SRAM. Combined with the cache tag memory and control

overhead, they totally contribute to chip area equivalent to 14KB of SRAM, which

is at least 20% smaller than anchor, and the control overhead of on-chip SRAM in

the anchor design is not considered. If the anchor design is directly scaled to the

maximum resolution supported in the proposed design, then their on-chip SRAM

would grow proportionally to the frame size, which is 4.27 times larger. Under this

circumstance, the proposed design is at least 82% smaller than the anchor design in

the same resolution. As for external bandwidth, the proposed design uses 4.70, 11.6,

and 51.6 MBytes per reference frame in 720p, 1080p, and 4096×2160p resolutions.

Compared with the anchor design in the 1080p resolution, the proposed architecture

uses 39% less external bandwidth. The complete comparison of the memory capacity

is listed in table 6.1, and the external memory bandwidth can be found in table 6.2.

In order to fairly compare works supporting different profiles, data are normalized

to a per-reference-frame basis, so works only supporting baseline profile do not take

advantage.

The proposed architecture is implemented in an prototype ASIC design with

specifications shown in table 6.3, and the die photo is shown in Fig. 6.39. The pro-
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totype chip is fabricated with 90nm technology. Only 8KB SRAM is used. The

power consumption is 265mW operating at 300MHz. The maximum throughput of

4096×2160p video is achieved with only 230K logic gate count. It shows the area-

efficient feature of the proposed architecture.
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Chapter 7

System Bandwidth Analysis of

Multiview Video Coding with

Precedence Constraint

Multiview video coding (MVC) systems require much more bandwidth and compu-

tational complexity relative to mono-view video systems. Thus, when designing a

VLSI architecture for MVC systems, the hardware resource allocation is a critical

issue. In this chapter, we propose a new system bandwidth analysis scheme for vari-

ous and complicated MVC structures. The precedence constraint in the graph theory

is adopted for deriving the processing order of frames in a MVC system. In addi-

tion, current block centric scheduling (CBCS) and search window centric schedul-

ing (SWCS) are proposed for MVC bandwidth analysis. By adopting data reuse

schemes, several design points are explored with the aid of the proposed analysis

scheme. The suitable hardware resource allocation can be easily determined.

7.1 Introduction

In an MVC system, Motion estimation (ME) and disparity estimation (DE) are the

major components. They dominate the greater part of the computational complexity

and memory bandwidth in the system. The large computational complexity is due

to a lot of candidate blocks to be matched, and the huge memory bandwidth results

159
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from loading the data of candidate blocks. The instruction profiling shows that 2.76

tera-operations/s (TOPS) of computational loading and 4.25 tera-bytes/s (TB/s) of

memory access are required for real-time encoding single-view SDTV videos [88].

The required computational loading and memory access for MVC systems are even

much larger. The challenge of large computational complexity can be solved by par-

allel processing skills or fast prediction algorithms. However, the system memory

bandwidth is limited in a VLSI hardware system. In tradition, the data of the cur-

rent macroblock (MB) and the search window (SW) are loaded from system memory

and then buffered in on-chip SRAMs or registers. The system memory bandwidth

can be reduced by local data reuse schemes. Some data reuse strategies have been

proposed with different tradeoffs between system bandwidth and local memory size

[89][90]. In addition, a frame-level data reuse scheme has been proposed to reduce

more memory bandwidth for multiple-reference-frame ME [88]. However, as the

design space extends from mono-view to multiview video systems, the demand for

system bandwidth, on-chip and off-chip buffers increases with an order. Various cod-

ing structures for MVC are required for different applications, which greatly increase

the design challenge of the system design. Thus the previous data reuse schemes

for mono-view video systems no longer efficiently support MVC. In this chapter, a

new system analysis scheme with precedence constraint is proposed for MVC sys-

tems. It utilizes the relation between SWs for ME and DE and combines the previous

data reuse schemes. With the aided of the precedence constraint, the most suitable

scheduling and resource allocation for every coding structures can be systematically

derived.

The rest of this chapter is organized as follows. The previous data reuse schemes

for mono-view video coding systems is briefly introduced in Section 7.2. In Section

7.3, the proposed system analysis scheme with precedence constraint is described.

The performance evaluation and discussion are shown in Section 7.4. Finally, Section

7.5 summarizes this chapter.
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Figure 7.1: Illustration of the level-C+ data reuse scheme.

7.2 Previous Data Reuse Schemes for Mono-View Video

Coding Systems

Data reuse is an important concept and is usually adopted in most VLSI designs for

ME in video coding systems. Many data reuse schemes have been proposed, and

they can be generally classified into two categories, intra-frame and inter-frame data

reuse. Intra-frame data reuse schemes utilize the characteristic that the SWs of the

neighboring MBs overlap each other to save the memory bandwidth. With different

trade-off judgement between system bandwidth and on-chip memory size, they can

be classified into four schemes and indexed from level-A to level-D [89]. Level-A

scheme requires the smallest on-chip memory size and the highest external band-

width, while level-D scheme has the largest on-chip memory size and the lowest

external bandwidth. Among four schemes, the level-C scheme is often adopted be-

cause it is more suitable to be implemented with the current VLSI technology. To

enhance the scalability of data reuse and fully utilize the hardware resource, Chen et

al. [90] propose the level-C+ data reuse scheme. As shown in Fig. 7.1, it not only

fully reuse the overlapped SWs in the horizontal direction, but also partially reuse the

overlapped SWs in the vertical direction. It inserts many design choices between the

design choices of level-C and level D scheme. The system bandwidth can be further

reduced with a little overhead of oh-chip memory size.

On the other hand, inter-frame data reuse schemes, such as single reference
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Figure 7.2: The concept of SRMC scheme. It exploit the frame-level data reuse for

MRF-ME.

frame multiple current MBs scheme (SRMC) [88], reuse SW data in the frame-level

when performing multiple-reference-frame ME. The concept of the SRMC scheme

is shown in Fig. 7.2. The current MBs located in the same positions in their corre-

sponding frames have an identical SWs in a reference frame. Therefore, only single

SW memory is required. The system bandwidth can also be further reduced. To

achieve inter-frame data reuse, the ME procedure for MEs have to be rescheduled,

that is, ME for one current MB in different reference frames are processed at different

time slots.

7.3 Proposed System Analysis Scheme with Precedence

Constraint

MVC is a challenged task due to the fact that various coding structures and different

number of view channels. The processing scheduling and resource allocation greatly

effect the architecture performance of MVC. The previous data reuse schemes for

mono-view video systems are not sufficient for MVC. In this section, a system analy-

sis scheme with precedence constraint is proposed to derive the suitable processing

scheduling and the hardware resource allocation systematically. Before introducing

the proposed analysis method, the system architecture of a MVC system is defined

first. Then, the intra-inter-view data reuse scheme with precedence constraint, its

corresponding analysis, and the case studies are described.
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Figure 7.3: Block diagram of the proposed multiview video encoder.

7.3.1 System Architecture of Multiview Video Coding Systems

Figure 8.4 shows the block diagram of the proposed multiview video encoder, which

is based on the hybrid coding scheme. There are two kinds of view channels, the pri-

mary channel and the secondary channel. They are both encoded with H.264/AVC.

There is no DE operation in the primary channel. The number of primary and sec-

ondary channels depends on the coding structure. The block engine includes quan-

tization, transform, and deblocking filter, etc.. After encoding, the compressed bit-

stream of each channel is transmitted. In addition, the hardware system architecture

is defined in Fig. 7.4. It consists of three part, the multiview video encoding engine,

the system memory, and the processor. Most of the system bandwidth are required

in the ME and DE parts. The busy communication between the system memory and

the SW buffers make the bandwidth loading of the system bus a critical issue.
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Figure 7.4: Hardware system architecture for a MVC system.

7.3.2 System Bandwidth Analysis with Precedence Constraint

Precedence Constraint

To cope with the complicated processing order of frames in a MVC system, we

found that there exists the data dependency between frames, that is, a current frame

cannot be encoded until its reference frames are encoded. Therefore, the precedence

constraint, which is a concept in the graph theory, is adopted to interpret the data

dependency betweens the frames. Each frame can be regarded as a vertex vi with

the sequence order S(vi). Each prediction arrow can be regarded as an edge ei j with

weight d(ei j) between two vertices. Therefore, a constraint graph G(V,E) can be

constructed with the following criterion,

d(ei j) =

⎧⎨
⎩

−∞, if there is no edge connected from vi to v j

1, otherwise.
(7.1)

S(v j) = max{S(vi)+d(ei j),1}. (7.2)

Figure 7.5 shows an example of the precedence constraint applied on a stereo video

coding structure. The first frames in both view channels are intra-coded. Thus no

data dependency exists between them, and their vertex values are assigned 1. There

is only one edge connected to v3, so S(v3) is assigned S(v1)+d(e13) = 2. The other

vertex values are defined with the same rule. Therefore, the processing order of the

frames can be derived.
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Figure 7.5: Illustration of the precedence constraint applied on a stereo video coding

structure.

System Bandwidth and Memory Analysis Scheme

Although the processing order of the frames in a MVC system is derived, the process-

ing order of prediction arrows is not designed yet. The prediction is carried out by the

limited hardware resource, such as processing elements (PEs) and on-chip buffers.

To make the analysis more systematically, two kinds of scheduling, current block

centric scheduling (CBCS) and search window centric scheduling (SWCS), are pro-

posed for convenience for the analysis. In CBCS, each current block and its corre-

sponding SWs are loaded from system memory for ME or DE. The prediction for

the next MB will not start until the mode decision of this current block is finished.

Therefore, each current frame is loaded only once from system memory. CBCS is

a common scheduling with a simple data flow. However, in some MVC structures,

a reconstructed frame may be accessed several times from system memory if it is

required for predicting several current frames. It wastes much system memory band-

width. In contrast to CBCS, each reconstructed frame taken as a reference frame is

loaded only once in SWCS. When a SW is loaded, its corresponding current blocks

are also loaded for cost computation. However, the mode decision of these current

blocks are not finished if they have other reference frames. Therefore, the partial

result for mode decision is needed to be stored in the on-chip or off-chip memory.
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Figure 7.6: Inter-view data reuse scheme can efficiently save the bandwidth for load-

ing SWs for DE.

Storing in the on-chip memory is not a suitable choice usually due to the require-

ment of much silicon area. The little penalty of SWCS is the little quality loss due

to incomplete MV predictor generation. The SRMC scheme belongs to this schedul-

ing. Take Fig. 7.6 as an example, the proposed inter-view data reuse scheme for

our prior stereo video system [37] can be extended for MVC. With SWCS, SWME is

first loaded for the current block in view channel 2 for DE. Then, the current block

in view channel 1 is loaded for ME. Therefore, the required on-chip memory and

bandwidth for SWDE are saved.

The choice of CBCS or SWCS for a MVC system greatly effect the performance

of system architecture, especially system bandwidth. Whether CBCS or SWCS is

chosen, the system bandwidth can be described as

BWSY ST EM = BWME +BWDE +BWPR +BWBE ,where (7.3)
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BWME = n(re fME)×BWSWME , (7.4)

BWDE = n(re fDE)×BWSWDE , (7.5)

BWPR = n(CostPR)×BWCostPR. (7.6)

BWBE = (n(Ori)+n(Rec))×BWf rame, (7.7)

The system bandwidth is composed of four parts, BWME , BWDE , BWPR, and BWBE .

BWSWME and BWSWDE are the required bandwidth for loading SWs for ME and DE,

respectively. They depend on whether the intra-frame data reuse scheme is adopted.

BWBE is the required bandwidth for the block engine introduced in Section 7.3.1.

n(re fME), n(re fDE), n(Ori), and n(Rec) are the frequencies of loading or transfering

SWME , SWDE , original frames, and reconstructed frames, respectively, through the

system bus in every time slot. BWPR is the required bandwidth for sending or loading

the partial results of cost from the system memory.

In addition, for any two vertices vi, v j connected by an edge ei j, the distance

between vi and v j is defined by

D(vi,v j) = v j − vi. (7.8)

D(vi,v j) is either equal to 1 or bigger than 1. In CBCS, n(Ori) and n(Rec) are equal

to the number of view channels regardless of D(vi,v j). n(re fME) and n(re fDE) de-

pend on the coding structures. n(CostPR) is equal to zero because the mode decision

can be finished immediately without storing partial results in CBCS. In the case of

SWCS, if D(vi,v j) > 1, it means that for a SW, its corresponding current frames

have different vertex values. According to the precedence constraint, the partial re-

sults of cost is needed to be stored in the system memory. Thus n(Ori) and n(CostPR)

increase. Usually, n(re fDE) in CBCS is bigger than that in SWCS. It exists the trade-

off between loading SWs and storing partial results of cost. To make the analysis

more comprehensive, a design example is shown in the next section.

7.4 Case Studies and Performance Evaluation

Fig. 7.7 shows a design example of the proposed system bandwidth analysis with

precedence constraint. The coding structure consists of five view channels. First,
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Figure 7.7: Design example of system bandwidth analysis for 5-view MVC systems.

(a) The coding structure. (b) The processing order of frames are derived by the

proposed method. (c) CBCS applied. (d) SWCS applied.
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the vertex values, which are regarded as the processing order, are derived by the pro-

posed method. Then, the frames are arranged according to the processing order as

shown in Fig. 7.7 (c). Figure 7.7 (c) and (d) shows two schedulings. The predic-

tion arrows with the same color means that these operations can be executed at the

same pipeline stage if the required SWs are ready. FSBMA and level-C data reuse

scheme is adopted. In the case of CBCS, n(Ori) = n(Rec) = 5. It means five orig-

inal frames and five reconstructed frames are transmitted through the system bus in

a time slot. Among the prediction arrows with the same color, there are five ME

prediction arrows and four DE prediction arrows. Thus n(re fME) = 5 and n(re fDE)

can be assigned 4. However, some frames, such as v5, have three corresponding

current frames. The SWs for the current frames overlap, so the bandwidth is re-

duced. n(re fDE) = 4−2 = 2 and n(CostPR) = 0. With SWCS applied in Fig. 7.7 (d),

D(v6,v7) = D(v8,v9) = 2 > 1, so the mode decision of v7 and v9 can not be finished

in a time slot. It also means the current frames of v7 and v9 have to be load twice.

Thus n(Ori) = 5 + 2 = 7,n(Rec) = 5, and n(CostPR) = 2× 2. The multiplier 2 for

n(CostPR) represents the data are sent off-chip for storage and loaded on-chip for

final mode decision. After all the parameters are derived, the system bandwidth can

be calculated.

The proposed analysis method can support more complicated MVC structures.

Two MVC structures with 720 × 480 frame size and 30 fps, as shown in Fig. 7.8,

are verified. FSBMA is adopted for ME and DE. The ME/DE search range is [–

64, +63]/[–64, +63] in the horizontal direction and and [–64, +63]/[-16, +15] in the

vertical direction. Level-C+ scheme is adopted for scalable bandwidth analysis by

adjusting the reusable MB stripe in the vertical direction. The analysis charts for

two schedulings are shown in Fig. 7.9. MB stripe height represents the degree of

partial data reuse in the vertical direction. When MB stripe is equal to 1, the level-

C+ scheme is simplified to become the level-C scheme. With the increase of the MB

stripe height, two curves intercepts with each other. The bandwidth requirement is

lower in CBCS with large MB stripe height. The reason is that in CBCS, n(re fDE)

is usually bigger than that in SWCS. Thus the bandwidth requirement for SWDE is

higher. However, with the increase of the reusable ME stripe height, BWSWDE is
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Figure 7.8: Two MVC structures for system bandwidth analysis. (a) Five views with

IBBP structure in the time domain. (b) Seven views with IBBP structure in the time

domain and hierarchical B structure in the inter-view domain.
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Figure 7.9: Bandwidth analysis charts for CBCS and SWCS. (a) and (b) are the

analysis of MVC structures in Fig. 8 (a) and (b), respectively.

getting lower. In addition, n(CostPR) and n(Ori) are the overhead in the SWCS.

They can not be reused by adopting the level-C+ scheme. The trade-off between

the system bandwidth and the required on-chip memory can be easily observed from

the analysis. Therefore, the proposed analysis scheme provides effective quantitative

design selection for MVC systems.
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7.5 Summary

This chapter presents a new bandwidth analysis scheme for various MVC structures.

The concept of precedence constraint in the graph theory is adopted to derive the

processing order in a MVC structure. In addition, two schedulings in MVC are

proposed for systematical analysis. With the combination of the level-C+ data reuse

scheme, several design points can be derived. Hardware resource allocation can

be systematical defined with the trade-off between system bandwidth and on-chip

memory.



Chapter 8

System Architecture of a 4096×2160p

Multivew Video Single-Chip Encoder

Multiview video coding (MVC) plays an important role in a 3D video system. In

addition, the resolution of HDTV is increasing to present more vivid perception

for users. Computational complexity of dozens of TOPS make VLSI solution be-

come necessary. However, a large amount of external memory bandwidth, on-chip

SRAM size, and complex MVC prediction structures are three main design chal-

lenges of implementation of MVC hardware architecture. In this chapter, the first

MVC single-chip encoder is proposed for H.264/AVC Multiview Extension and High

Profile for 3D and quad-full HD (QFHD) TV applications. A 4096×2160p mul-

tiview video encoder chip is implemented on a 11.46mm2 die with 90nm CMOS

technology. An eight-stage macroblock pipelined architecture with proposed system

scheduling and cache-based prediction core supports real-time processing from one-

view 4096×2160p to seven-view 720p videos. The 212M pixels/s throughput is 3.4

to 7.7 times higher than the state-of-the-art encoder chips. The 407Mpixels/W power

efficiency is achieved, and 94% on-chip SRAM size and 79% external memory band-

width are saved.
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Figure 8.2: (a) Evolution of video resolution and (b) Illustration of relative size of

video resolutions.

8.1 Introduction

To provide more vivid perception, TV resolution is getting higher and higher. In ad-

dition, 3D video becomes emerging because it can present immersive and complete

scenes. Therefore, multiview video coding (MVC) is currently being developed as an

extension of H.264/AVC [91]. The block diagram of H.264/AVC Multiview Exten-

sion system is illustrated in Fig. 8.1. H.264/AVC High Profile is adopted as the base

layer. The most significant feature which differs from original H.264/AVC standard

is inter-view prediction, which is also called disparity estimation (DE). DE can effec-

tively exploit the inter-view redundancy and saves 20% to 30% of bit rates. Output

bistream of each views are assembled and then transmitted. The bitstream format is

compatible with H.264/AVC, so a single-view H.264/AVC decoder can decode the

the base layer. However, DE and motion estimation (ME) require ultra high compu-

tation and memory access. To encode a 3-view 1080p video, 82.4TOPS computing

power and 54.6TB/s memory access are required with a full search algorithm. More-

over, view scalability is a critical functionality to deal with various coding structures

of 3D video.

There are multiple dimensions to improve the quality of video contents, such

as higher resolution, multiple viewing channels, higher frame rate, wider dynamic

range, etc. Historically, Fig. 8.2 shows the video resolution evolves with time. The

angular resolution of naked eye is around 30 angular seconds [92]. Assuming the

viewing distance is equal to the width of the screen, resolution of 8k × 4k pixels
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Figure 8.3: Video compression VLSI research trend in international academic con-

ferences (ISSCC and SOVC) since 2005.

is fine enough to match human vision system. Further improvements should come

from other dimensions. However, the best video resolution in main stream devices

in only 1920× 1080 [87]. Figure 8.3 shows the Video compression VLSI research

trend in international academic conferences (International Solid State Circuit Con-

ference, ISSCC and Symposium on VLSI, SOVC) since 2005. The resolution grows

from QCIF to full HD format. It leaves a large room to improve. Table 8.1 shows

the features of the state-of-the-art encoder chips. These works progress from 720p,

Baseline Profile [78] to recent 1080p, High Profile [93]. However, they are still far

from the long-term goal of ultimate 8k×4k resolution.

There are three challenges to design an efficient MVC encoder chip.

• Encoding high-definition (HD) multiview video requires high processing ca-

pability.

• Conventional macroblock (MB) pipelining and scheduling cannot deal with

various MVC structures.

• With 3D and quad HDTV specifications, conventional ME architectures re-
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Table 8.1: Feature of the-state-of-the-art single-chip encoders

Prior art Supported Supported Operating MB pipe- Cycles/MB

(ISSCC05,07,08) Resolution Profile Frequency lining pipeline

Huang [78] 1280×720 Baseline 108MHz 4-stage 1049

Chang [94] 1280×720 Baseline 108MHz 4-stage 1049

Lin [93] 1920×1080 High 145MHz 3-stage 626

quire 2.9Mb on-chip SRAM and 13.8GB/s external memory bandwidth, which

is far beyond 6.4GB/s supported by DDR2-800 at 100% utilization.

Above issues cannot be solved effectively by the state-of-the-art H.264/AVC en-

coder chips [78, 94, 93]. In this chapter, the design and implementation of an MVC

encoder chip for 3D/QFHD TV applications is proposed. To deal with high process-

ing requirement and various MVC structures, a new system scheduling scheme,

view-parallel macroblock-interleaved (VPMBI) scheme, is proposed. In addition,

all the computation core in their corresponding MB pipeline stages are designed ac-

cording to the VPMBI scheduling. The proposed MVC encoder architecture greatly

reduces the high external memory bandwidth and large oh-chip SRAM size. In the

meanwhile, the encoding rate of 4096×2160 resolution, 24 frames per second, is

achieved.

The remainder of the chapter is organized as follows. Section describes the sys-

tem architecture and the VPMBI scheduling. Next, the detailed architectures and

analysis of critical computation cores are presented from Section to Section 8.5. Sec-

tion shows the implementation results. Finally, Section 8.7 concludes this chapter.

8.2 Proposed View-Parallel Macroblock-Interleaved Schedul-

ing

The system architecture is shown in Fig. 8.4. The encoder contains seven kinds of

computation cores for integer ME/DE (IMDE) and fractional ME/DE (FMDE), intra
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prediction (IP), motion and disparity compensation (MDC), reconstruction (REC),

entropy coding (EC), and deblocking filter (DB). There are only 350 cycles in an MB

pipeline stage at the highest specification (4096×2160p/24fps/1 view@280MHz),

where the conventional three- or four-stage MB pipelining [78, 94, 93] containing

600 to 1000 cycles in a pipeline stage is not feasible. Therefore, the eight-stage MB

pipelining is proposed instead of simply raising the degree of parallelism. In the

proposed system, the inter-prediction part is split into five MB pipeline stage, and

the rest part is split into three ME pipeline stages. The cache-based prediction core

introduced in Chapter 6 is adopted as the inter-prediction part. The two prefetch

stages for IMDE and FMDE not only reduce the burden of pipeline-cycle budget

but also enhance the hardware utilization of IMDE and FMDE. Besides, the propose

of NOP stage is introduced later. In the sixth MB pipeline stage, IP and MDC is

performed and followed by the REC of an MB in the next pipeline stage. EC and

DB are processed simultaneously in the eighth ME pipeline stage. To provide high

symbol rate for detailed texture image, EC cores are doubled.

Directly increasing the number of MB pipeline stages causes conflict of data

dependency and difficulties of resource sharing between computation cores. There

are two critical issues, as shown in Fig. 8.5.

• Before beginning the prefetch stage, the initial guess of motion vectors (MVs)

and disparity vectors (DVs) should be derived in advance. If the conventional

MB pipelining is applied, IMDE for MB1 and IMDE prefetch for MB2 are

performed simultaneously. Conflict of data dependency occurs because MB2
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Figure 8.6: Features of view-parallel MB-interleaved scheduling.

requires the MV predictors provided by MB1.

• Another data hazard occurs between the IP and REC pipeline stage. In H.264/AVC

standard, if an MB is intra-coded, it is predicted by the reconstructed boundary

pixels around each sub-block. Conflict of data dependency occurs when IP and

REC are split into two pipeline stage.

Therefore, view-parallel MB-interleaved (VPMBI) scheduling is proposed to over-

come the above issues. With the VPMBI scheduling, the proposed system can

process nine MBs simultaneously without the above problems, so the throughput

is enhanced to support 4096×2160p videos.

Figure 8.6 shows the operation and features of VPMBI scheduling. A stereo view

video coding structure is taken for an example. In this case, two views are processed

in parallel, and MBs are processed in an interleaving manner. Each capsule unit rep-

resents the cycle budget for an MB pipeline. VPMBI is characterized as follows:

1) Cache-based prediction with SW prefetching, which is composed of five pipeline

stages, is proposed. SW prediction and prefetching are to lower cache miss rate. The

purpose of inserting a bubble pipeline stage is to prevent IMDE and FMDE from

fighting for the same cache reading port. 2) Hybrid open-close loop IP and pixel-

forwarding REC are decomposed into two pipeline stages without any conflict of
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data hazard. Reconstructed pixels in neighboring MB boundaries are forwarded to

IP and adopted as intra predictors, while intra predictors inside the current MB use

original pixels instead of reconstructed pixels. DCT-based rate-distortion optimiza-

tion (RDO) is also adopted to avoid quality degradation. The throughput of the pro-

posed architecture is 1.8× and 2.7× better than previous works with similar silicon

area [78][93]. 3) To achieve the symbol rate of 4096×2160p resolution, EC cores are

doubled to perform frame-parallel pipeline-doubled dual (FPPDD) (CABAC). Each

EC core encodes two symbols per cycle. The cycle budget of this pipeline stage is

doubled, and two EC cores operate in a ping-pong manner to connect with REC stage.

FPPDD CABAC provides 3.88 times of symbol rates over direct implementation so

that it can meet the real-time requirement for encoding 4096×2160p resolution.

In summary, the proposed VPMBI scheduling with eight-stage MB pipelining

provides the benefits listed as follows.

• In IMDE and FMDE stages, MB-interleaved processing effectively provides

time budget for prefetching search window. The hardware utilization is also

enhanced.

• VPMBI scheduling solves the data hazard in IMDE prefetch/IMDE and IP/REC

stages.

• In EC stage, available processing cycles per MB is doubled, so the symbol

processing capability is doubled. In addition, other stages remain single com-

putation core and the original throughput for area-efficient consideration.

• Proposed system scheduling is suitable for MVC scheduling. The view scala-

bility is thus achieved.

• Nine MBs are simultaneously processed. In addition, proxessing cycles of the

eight stages are balanced to achieve high utilization.

The architecture of each MB pipeline stage is shown in the remainder.
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8.3 Cache-Based Temporal/Inter-view Prediction Stage

8.3.1 Cache Controller Architecture

The cache architecture for reference frames replaces traditional SW buffer. For better

locality, the internal addressing in the cache keeps the intrinsic 2D nature of frames.

The address-resolving flow and bank assignment is shown in Fig. 8.7, which is in-

troduced in Chapter 6 and reviewed here. The 3-tuple vector (x, y, frame-index) is

translated to the tag address and the tag. A tag-set is located by the tag address, and

the tag is compared to that set. Upon cache-hit, the word address locates the word in

a 5-banked on-chip SRAM. The bank assignment is determined by the 3 constraints

shown in the figure. In this 4-way non-blocking architecture, the control logic sup-

ports reading after up to 6 misses and concurrent reading and prefetching/locking.

Figure 8.8 shows the hardware architecture of cache controller. To meet the

throughput of the prediction core, the proposed architecture supports sustained rate

of matching 4 cache lines, reading 5 words, and refilling 4 words per cycle without

cache line split penalty. With IMDE and FMDE prefetching, the penalty of cache

miss is reduced by 93% shown in Fig. 8.9 . Therefore, the length of pipeline stage is

shorter than 350 cycles.

8.3.2 Predictor-Centered Algorithm and Architecture for IMDE

Stage

In IMDE stage, the predictor-centered fast ME/DE algorithm is used. Figure 8.10

explains the proposed algorithm. First, several predictors are classified into intra-

frame and inter-frame predictor, including the 16×16 MVs of the left, top-left, top,

and top-right MBs. They are from highly correlated sources of MVs like neighboring

and best matching MBs. These MV predictors are set as the refining centers and

evaluated by sum of absolute difference (SAD) cost. Then a ±16×±16 searching

range is used around the best predictor. The computation of the proposed algorithm

is three orders lower than that of full search and 95% less than that of hierarchical

search, as shown in Fig. 8.11

The Architecture of IMDE is shown in Fig. 8.12. The most different part from
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previous ME architecture is “refining range speculation” and “data prefetching and

locking.” These two parts support predictor-centered fast ME/DE algorithm and ef-

fectively reduce on-chip memory requirement. In addition, to support variable-block-

size (VBS) ME/DE, reconfigurable processing element (PE) array are applied to pro-

vide various computing throughput in the multiple-hints stage and the refining stage.

Sixteen reconfigurable 256-PE array compute sixteen search candidates per cycle.

Therefore, the overlapped pixels between 4× 4 search candidates are fully reused,

the on-chip memory access is thus minimized.

8.3.3 Algorithm and Architecture Optimization for FMDE Stage

Bandwidth Reduction of FMDE Algorithm

In H.264/AVC, the precision of MV/DV can be down to a quarter pixel. The algo-

rithm of sub-pixel interpolation for motion compensation is defined in the coding

standard. However, the interpolation scheme is a encoder issue which depends on

the designer. In H.264/AVC, the half-pixel interpolation is done by a 6-tap filter with

coefficients 1, −5, 20, 20, −5, 1
32 . With wider FIR filter, the supporting region grows. If
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we replace this 6-tap filter by a 2-tap filter with coefficients 1, 1
2 , then the supporting

region for an 8×8 block reduces from 14×14 to 10×10 as shown in in Fig. 8.13.

With this simplification, the area of supporting region decreases for 31% for a 8×8

block, thus reduces the memory bandwidth to the reference frame buffer and external

memory.

The experimental result is shown from Fig. 8.14 to Fig. 8.16, where Fig. 8.14

and Fig. 8.15 are the PSNR drop comparison of all the sequences, and Fig. 8.16 is

the rate-distortion curve of a single sequence. Four different FME algorithms are

compared in the experiments. Label ”6-Tap” is the one with original interpolation

algorithm, and this is used in the reference software. ”2-Tap” is the proposed al-

gorithm with simplified interpolation. These two are with
[−3

4 , 3
4

]× [−3
4 , 3

4

]
search

range. Label ”ISSCC 08” is the FME algorithm used in [87], and ”No FME” just

disables FME and uses the results from IME directly. Compared with the algorithm

used in the reference software, the average PSNR degradation of the other three algo-

rithms is shown in Table 8.2. From the result, the quality drop caused by the proposed

algorithm is far less than ”ISSCC 08”.
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Figure 8.13: Comparison of required data due to different half-pixel interpolation

algorithms

Table 8.2: Average PSNR Drop (dB) of Different FME Algorithms Comparied With

6-Tap Filter

Coding Parameters Proposed (Bilinear) Lin (ISSCC08) Without FME

720p, Qp=20 0.029 0.12 0.70

720p, Qp=30 0.034 0.28 1.25

1080p, Qp=20 0.026 0.10 0.45

1080p, Qp=30 0.024 0.27 0.81
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Figure 8.14: PSNR drop comparison of different FME algorithms (all 720p se-

quences with Qp=20 and 30)
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Figure 8.15: PSNR drop comparison of different FME algorithms (all 1080p se-

quences with Qp=20 and 30)
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Figure 8.16: Rate-distortion comparison of different FME algorithms (Tractor)
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Figure 8.17: Datapath optimization of FMDE.
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Architecture Optimization of FMDE Core

In FMDE stage, the bilinear filter rather than the 6-tap filter with 49× parallelism is

used for half-pixel interpolation, which reduces the bandwidth by 51%. In addition,

since all the non-integer locations are bilinear-interpolated, this linearity helps archi-

tectural simplification. The simplification in interpolation can further lead to simpler

hardware architecture. In FMDE, the common cost metric for residue is sum of

absolute transformed difference (SATD), and the transformation is Hadamard trans-

form. Since the Hadamard transform is linear, it can be factored out and save some

hardware resource. In the original algorithm, half pixels are 6-tap filtered, and the

quarter pixels are linearly interpolated, so the Hadamard factorization can only ap-

ply to the quarter pixels. When the half pixels are 2-tap filtered, we can use bilinear

interpolation to get all the non-integer pixels, so that the Hadamard factorization can

be applied to all the non-integer pixels. Figure 8.17 shows the original and optimized

datapath of FMDE. With data-flow rescheduling, 82% area of the transformation and

difference circuit are saved. The corresponding FMDE architecture is illustrated in

Fig. 8.18.
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8.4 Hybrid Open-Closed Loop Intra Prediction and

Pixel-Forwarding Reconstruction Stage

8.4.1 Design Challenges

In previous H.264/AVC designs [95, 96, 97, 98], intra prediction for baseline and

main profile are well-developed for D1 and HD 720p specification. However, there

are two main design challenges which lower the efficiency of above designs after

Intra 8×8 of high profile being taken into consideration.

The first issues comes from the data dependency of intra prediction between each

sub-block. Based on H.264/AVC standard definition for Intra 4×4 and Intra 8×8

modes, each sub-block should be processed by the zig-zag scan order, and the 13

or 25 reconstructed pixels are required for prediction as shown in Fig. 8.19 (a).

Since the reconstructed pixels can be only available until the neighboring blocks

are predicted and reconstructed, each sub-block should be processed sequentially,

as shown in Fig. 8.19 (b). Figure 8.19 (c) illustrates the corresponding hardware

processing scheduling of Fig. 8.19 (b). In Suh’s [97] and Ku’s [96] design take about

1000 cycles to process one MB’s intra prediction to meet HD 720p specification

without Intra 8×8. However, the above designs will require much higher operating

frequency when Intra 8×8 of high profile is taken into consideration.

The other issue is the throughput and hardware utilization. For Intra 4×4 and

Intra 16×16 mode, four pixel parallelism is usually adopted [95, 96, 98]. But for

Intra 8×8 mode, eight pixel parallelism should be applied due to 8× 8 transform.

The mismatch throughput of different intra modes should be unified for intra predic-

tor generator, transform, and reconstruction to improve the hardware utilization and

processing capability.

8.4.2 Hardware-Oriented Hybrid Open-Closed Loop Intra Pre-

diction

In order to improve the processing parallelism limited by data dependency in Sec.

8.4.2, proposed hybrid open-closed loop intra prediction scheme use original pixels
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Figure 8.19: Illustration of design challenges of IP. (a) Nine 8×8 luma prediction

modes. (b) Data dependency of IP and REC between neighboring sub-blocks. (c)

Conventional hardware processing schedule of IP and REC.
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Figure 8.21: Architecture of IP and REC computation cores.

instead of reconstructed pixels as boundary pixels for intra predictors, as shown in

Fig. 8.20 (a). This is because that original pixels are close to reconstructed pixels

in our target high definition application which PSNR is always greater than 35dB.

Thanks to VPMBI scheduling, the reconstructed MB boundary pixels can be derived

and adopted as intra predictors from the neighboring MBs before IP of the current

MB starts. Take Intra 4x4 as an example, when block 1 in Fig. 8.20 (b) is processing,

it uses the four original pixels (yellow pixels) as its left boundary pixels and the nine

reconstructed pixels from upper row as upper boundary pixels. The proposed hybrid

open-closed loop scheme has very slight quality degradation comparing to closed-

loop DCT-base intra prediction and is still better than JM 9.5. By proposed open-loop

scheme, the intra prediction of each sub block can be predicted in parallel without

waiting neighboring blocks’ reconstruction loop.

8.4.3 Architecture of Hybrid Open-Closed Loop Intra Prediction

and Pixel-Forwarding Reconstruction

The architecture of hybrid Open-closed loop intra prediction and pixel-forwarding

reconstruction is shown in Fig. 8.21. In order to be consistent with the throughput

of 8×8 DCT in Intra 8×8 prediction, the parallelism of our architecture is set to be

8-pixel parallel. Since the Intra 8×8 prediction mode is similar to Intra 4×4 pre-

diction, a reconfigurable intra luma predictor generator is proposed that can generate
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eight predictors for Intra 8×8 mode, or eight predictors for two 4×4 sub blocks for

Intra 4×4 mode as shown in Fig. 8.22 Besides, the multi-transform can be con-

figured as two 4×4 Hadamard/DCT /IDCT or one 8×8 DCT/IDCT transform for

cost estimation and reconstruction. The proposed hardware architecture can unified

throughput and improve processing capability with excellent area efficiency by using

these reconfigurable 8-pixel parallel PEs.

Unlike previous prediction-reconstruction interleaved scheme [95, 96, 97], the

schedule of proposed architecture can be divided into two MB pipeline stages, open-

loop prediction and closed-loop reconstruction as shown in Fig. 8.23. In prediction

stage, the proposed architecture can process two 4×4 sub blocks in parallel in In-
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tra 4×4 mode and can process next two sub blocks immediately without reconstruc-

tion because of open-loop prediction. In this stage, only the best mode for each sub

block and total MB mode cost are stored. In reconstruction stage, only one mode

is selected for reconstruction. If Intra 4×4 mode is selected, luma 4×4 block and

chroma 4×4 block will be reconstructed in parallel for higher hardware utilization

as shown in Fig. 8.23. It is because in H.264 decoding process, each 4×4 luma sub

block should be reconstructed in the zig-zag scan order. Once Intra 8×8 mode or

inter mode is chosen, it will process only one 8×8 luma sub block at a time. The

chroma reconstruction will be executed after four 8×8 luma blocks are done. This

architecture can make 8-pixel-parallelism PEs to achieve almost 100% hardware uti-

lization and save operating cycles from useless reconstruction. It only takes less than

272 cycles to process one MB.

Figure 8.24 shows the comparison of throughput and silicon gate count with pre-

vious IP and REC architectures [78][93]. In [78], IP and REC are placed in one

pipeline stage, and they process MBs in an interleaved manner, shown as Fig. 8.19

(c). In [93], REC engine is placed between the IP stage and EC stage. The schedul-

ing is well-organized so that the reconstruction of intra predictors and generation of

MB residues can generated without the conflict and stalling cycles. The proposed

architecture can process 896K MBs at 280MHz, the highest operating frequency.

The normalized throughput is also 1.8× and 2.7× better than the previous works.
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Figure 8.25: Block diagram of CABAC.

The main reason of this achievement is the separation of IP and REC into two MB

pipeline stages makes the system processing throughput higher. In addition, DCT-

based rate-distortion optimization (RDO) rather than SAD-based RDO maintains the

video quality. Near 0dB quality loss of PSNR is achieved. The logic gate count of

the proposed architecture is similar to [93] because of the benefit of reconfigurable

architecture of intra predictor and reconstruction engine.

8.5 Frame-Parallel Pipeline-Doubled Dual Context-Based

Adaptive Binary Arithmetic Coding Stage

8.5.1 Introduction to Context-Based Adaptive Binary Arithmetic

Coding (CABAC): Algorithm and Architecture

Entropy coding is to compress data based on their probability distribution. It plays an

important role in video coding. In baseline profile, H.264/AVC adopts Context-Based

Adaptive Variable Length Coding (CAVLC) as entropy coding. In main or more

advanced profile, Context-Based Adaptive Binary Arithmetic Coding (CABAC) is

adopted. CABAC achieves 9% to 14% bit-rate savings over CAVLC [99], but its

computation is much more complicated. Furthermore, due to the sequential nature

of arithmetic coding, the hardware design is extremely difficult to exploit pipelining

or parallel techniques.

Figure 8.25 shows the block diagram of H.264 CABAC. The inputs of CABAC

are syntax elements (SE) and side information. Syntax elements are the essential
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Figure 8.26: Data flow of one-symbol arithmetic coder. (a) The functional block

of one-symbol arithmetic encoding. (b) The Optimized four-stage pipelined one-

symbol arithmetic coder.

data to be coded, such as MB type, prediction mode, residues, etc. Side information,

usually the information of neighboring coded blocks, helps estimate the probability

of symbol. These SEs must be transformed into binary symbols before entering

binary arithmetic encoder. The adaptive effect is achieved through the context (ctx)

assigned to symbol. These ctxs are modeled according to SE type, side information

and the binary index. Symbols with the same ctx have similar statistic property and

use the same adaptive probability state for estimation. Besides normal arithmetic

coding, bypass mode is introduced to speed up the encoding process. Then, symbol

along with its associated ctx and bypass flag enter binary arithmetic coder. Finally,

arithmetic coder generates output bitstream.

The data flow of one-symbol arithmetic coder is shown in Fig. 8.26. one-symbol

arithmetic encoder, which can encode a symbol per cycle, is optimized for short crit-

ical path. Among these functional blocks, arithmetic coder is the most critical part.

Due to the data dependency of continuous symbols, the critical path of the arithmetic

encoder is increased. By applying four-stage pipelining, processes without data de-
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Table 8.3: Statistics of symbol count per MB of sequences with 3840×2160 resolu-

tion.

Sequence Maximum Count Average Count

(symbols/MB) (symbols/MB in 1 slice)

Blue sky 1051 ≤300

Pedestrain area 1140 ≤200

Riverbed 923 ≤300

Rush hour 857 ≤200

Station2 1191 ≤250

Toys and calender 1465 ≤400

Tractor 1003 ≤300

Vintage car 1357 ≤500

Walking couple 1769 ≤400

pendency can be parallel computed. Table-dividing and data pre-computing schemes

make module critical paths more balanced. Then, multi-symbol architecture is de-

veloped based on one-symbol design. By solving the problem of multiple contexts,

our design can be extended to encode arbitrary number of symbols in one cycle.

8.5.2 Analysis of CABAC Symbol Rate

Due to limited cycles of an MB pipeline, an EC engine with one-symbol arithmetic

encoder can only process about 300 symbols in MB pipeline stage. Before defining

the target throughput of CABAC, the analysis of CABAC symbol rate is analyzed.

The group-of-picture (GoP) structure is {I, P, B1, B2, B1, P, B1, B2, B1}. B2 is the

hierarchical B frame which is predicted by B1. Symbol count per MB of sequences

with 3840×2160 resolution is analyzed and shown in Table 8.3. The maximum sym-

bol count of an MB are distributed from 857 to 1769 symbols. The average symbol

count in all of the test cases are fewer than 500 symbols. Figure 8.27 shows the

statistics of symbol count from 1st frame to 20th frame. In the case of sequence

“Walking couple,” the distribution highly depends on the slice type. The symbol
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Figure 8.27: CABAC symbol rate of sequence “Walking couple.”

count of I-frame and P-frame are much higher than that of B-frame. The conven-

tional one-symbol architecture is not feasible because it cannot meet the throughput

requirement of maximum symbol rate. If the EC engine cannot deal with all the sym-

bols in the limited cycles, the computation cores in other pipeline stages are stalled

and the utilization degrades. Therefore, multi-symbol CABAC architecture is neces-

sary.

8.5.3 Frame-Parallel Pipeline-Doubled Dual CABAC Architec-

ture

According to the analysis in the Section 8.5.2, the architecture of one-symbol arith-

metic encoder to two-symbol architecture, as shown in Fig. 8.28 (a). For Range

Stage, Low Stage and Output Stage, two one-symbol PEs are directly cascaded, with

range, low and BO as interconnections, respectively. However, we cannot simply

cascade two one-symbol State Stages because they are possibly the same. For ex-

ample, if ctx1 and ctx2 are the same, state and MPS of ctx2 should be replaced by

the updated ones of ctx1. Besides, only the updated values of ctx2 should be written

back to Ctx State registers. Fig. 8.28 (b) shows the architecture of two-symbol State
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Stage. In one-symbol case, State Stage is obviously the slowest stage. The situation

becomes better in two-symbol case. Note that, the 206:1 table lookups of two ctxs

are parallel-processed, with the same time as in one-symbol case.

Applying two-symbol CABAC architecture can enhance the throughput to dou-

bled. However, for some textured MBs, two-symbol CABAC architecture still does

not meet the throughput requirement. Therefore, frame-parallel pipeline-doubled

dual (FPPDD) CABAC is proposed. Figure 8.29 shows the MB pipeline scheduling
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...
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Cycles

Task

CABAC
View1
MB2

CABAC
View2
MB2

CABAC
View2
MB3

CABAC
View1
MB3

350
Cycle Budget of
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Figure 8.29: MB pipeline scheduling of FPPDD CABAC.



204

Throughput (Mega Symbols/Sec) 

Direct
Implementation

2-Symbol
Cascaded

2-Symbol
Cascaded

FPPDD CABAC 

544

280 3.88x

2x

1088

1000320

1920x1080p
Symbol Rate 

4096x2160p
Symbol Rate 

Figure 8.30: Throughput comparison with direct implementation and single CABAC
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of FPPDD CABAC. Dual CABAC computation cores are adopted, and each CABAC

core has doubled pipeline cycle budget of 700 cycles. Dual CABAC computation

cores process in an interleaved manner to be compatible with the proposed VPMBI

scheduling, so the MB scheduling is preformed smoothly without being stalled by

the pipeline-doubled CABAC stage. The throughput of the proposed architecture

is shown in Fig. 8.30. The throughput (mega symbol per second) of the FPPDD

CABAC architecture is 3.88× and 2× better than direct implementation and two-

symbol cascaded architectures, respectively. Only FPPDD CABAC can meet the

throughput requirement of 4096×2160p symbol rates.

8.6 Implementation Results

8.6.1 Chip Implementation

The detailed chip features and specifications are shown in Table 8.4. The core size

of the chip is 11.46mm2 (3.95mm×2.90mm), which contains 1732K gates using

90nm CMOS technology. This chip supports both H.264/AVC Multivew Extension

and High Profile at Level 5.1. In addition, view scalability, which depends on the

frame resolution, is supported for one to seven views. This chip supports maximum

throughput of 212M pixels/sec and 830k MB/s at 280MHz for 4096×2160p videos.
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Figure 8.31 shows the chip micrograph and the distribution of main modules.

8.6.2 Chip Comparison

Table 8.5 summarizes the the performance evaluation of the MVC encoder chip with

the state-of-the-art encoder chips [78][94][93]. With the VPMBI scheduling and the

8-stage MB pipelining, our work provides 3.4 to 7.7 times throughput better than the

previous works and supports the maximum frame resolution. The search range of

ME/DE is 4 to 64 times larger than the previous works while only 20.1KB on-chip

SRAM is used with the penalty of only 0.1dB quality degradation. The comparison

of power efficiency is shown in Fig. 8.32. The power efficiency is defined as mega

pixels per Watt. Note that the technology is scaled from 0.18μm and 0.13μm process

to 90nm process. The MVC encoder chip provides the power efficiency 10% to 153%

better than the previous works.

Figure 8.33 shows the evaluation of external memory bandwidth and on-chip

SRAM size among these works. The external memory bandwidth and on-chip SRAM

requirement for full search and hierarchical search algorithm are also illustrated. In

the three kinds of HD resolution, the MVC chip requires the least external memory
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Table 8.4: Chip Specifications

Technology TSMC 90nm 1P9M CMOS

Supply Voltage Core 1.2V, I/O 3.3V

Core Area 3.95mm×2.90mm

Logic Gate Count 1732K (2-input NAND gate)

On-chip SRAM 20.1KB

Encoding Features H.264/AVC Multiview Extension/High Profile@Level5.1

View Scalability 4096×2160p for 1 view

1920×1080p for up to 3 views

1280×720p for up to 7 views

Maximum Throughput 212Mpixels/sec, 830k MB/sec@280MHz

ME/DE Search Range [-256,+255]/[-256,+255] (horizontal/vertical)

Operating Frequency 522mW@280MHz for 4096×2160p/24fps/Single view

&Power Consumption 366mW@166MHz for 1920×1080p/30fps/Stereo views

317mW@144MHz for 1280×720p/30fps/Quad views

148mW@181MHz for 1920×1080p/30fps/Single view

58mW@136MHz for 1280×720p/30fps/Single view
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Figure 8.32: Comparison of power efficiency with the state-of-the-art encoder chips.

bandwidth and on-chip size. The proposed predictor-centered ME/DE algorithm is

most suitable for the hardware implementation. Compared with [93], the proposed

cache-based prediction core along with SW prefetching scheme reduces 39% exter-

nal memory bandwidth. Also, 83% to 94% on-chip SRAM size is saved compared

with the previous works scaled up to 4096×2160p resolution.

8.7 Summary

This chapter presents the design and implementation of an MVC encoder chip. The

VPMBI scheduling is proposed to overcome the design challenges of high process-

ing capability required for MVC and dealing with various MVC structures. The

cache-based prediction core with a search window (SW) prefetching scheme and a

predictor-centered ME/DE algorithm is proposed to save large on-chip SRAM and

external memory bandwidth. In addition, the architecture and scheduling of each MB

pipeline stage are analyzed and designed. The cache-based temporal/inter-view pre-

diction stage saves 95% computation with quality loss of less than 0.1 dB in PSNR.

The hybrid open-closed loop IP and pixel-forwarding REC stage overcomes the de-

sign challenge of data dependency and enhance the throughput of 1.8 to 2.7 times

better than the conventional architectures. The FFPPDD CABAC co-operated with
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the VPMBI scheduling provides 2 to 3.88 times throughput, and the encoding symbol

rate required for 4096×2160p resolution is achieved.

The proposed MVC encoder is the first reported MVC single-chip encoder. This

chip supports view scalability for encoding 1-view 4096×2160p, 3-view 1080p, and

7-view 720p videos for 3DTV and quad HDTV applications. The 212M pixels/s

throughput is 3.4 to 7.7 times higher than the state-of-the-art encoder chips. In ad-

dition, the highest power efficiency of 407M pixels/Watt is achieved with the pro-

posed VPMBI system scheduling, highly parallelism to reduce memory access, and

module-wise clock gating. 79% system bandwidth and 94% on-chip SRAM are

saved with cache-based prediction core. The search range is 4 to 64 times larger

than the previous works to maintain HD video quality.



Chapter 9

Conclusion

9.1 Principal Contributions

In this dissertation, multiview video coding (MVC) technology, which is the key

component in general three-dimensional television systems, is discussed from three

different levels: algorithm level, VLSI architecture level, and system design level.

At algorithm level, we develop an algorithm for color correlation, two fast prediction

algorithms for stereo and MVC, and a predictor-centered algorithm for quad full high

definition (QFHD) videos. These algorithms successfully reduce most computational

complexity while maintain the video quality. At VLSI architecture level, two proto-

type chips are implemented for the prediction cores for stereo and MVC, respectively.

According to the proposed architectures combined with the proposed algorithms,

the prototype chips overcome the design challenges of large on-chip memory size

and high off-chip memory bandwidth. At system design level, a bandwidth analysis

method for MVC VLSI systems is first proposed. In addition, design and implemen-

tation of the worldwide first reported MVC single-chip encoder are presented. The

detailed principal contributions are discussed in the following subsections.
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9.1.1 Efficient Algorithm Development for Multiview Video Cod-

ing

In this part, the computational efficiency of MVC systems is discussed. To over-

come the design challenge of huge computational complexity, the most computation-

intensive prediction part, which is composed of motion estimation (ME) and dispar-

ity estimation (DE), is analyzed. Therefore, the content-aware prediction algorithm

(CAPA) with inter-view mode decision is proposed. We utilize the characteristic of

high inter-view correlation which results from the close distance between cameras.

The mode distribution of neighboring view channels are analyzed first, and then the

CAPA is designed according to the analysis. View channels are classified into pri-

mary and secondary channels, and a secondary channel is predicted by a primary

channel with DE. High-quality ME, such as full search blocking matching algorithm

(FSMBA), is performed in primary channels only to ensure the coding quality. In

secondary channels, not only the motion vectors (MVs) but also macroblock (MB)

types can be derived from the neighboring primary channels. Only small refinement

ranges are required. In this way, 98.4–99.1% ME computational complexity can be

saved with tiny quality loss of 0.03–0.06dB. It indicates that the computational re-

dundancy indeed exists and is successfully explored and removed. The proposed

CAPA can be easily combined with other fast prediction algorithms or coding tools

to further enhance the coding efficiency.

In addition to the prediction part which removes the temporal and inter-view

redundancy in MVC systems, the pre-processing part also play an important role.

To overcome the design challenge of color mismatch between view channels, we

develop an illuminance and chrominance correlation algorithm. The proposed algo-

rithm is combined with ME flow so that the motion information can be reused. The

linear regression is adopted to the motion estimated pixel pairs to derive color corre-

lation parameters. Compared with the conventional histogram matching model, the

proposed algorithm has better coding efficiency up to 0.4dB. Besides, the data flow

of the proposed algorithm is suitable for VLSI implementation because it is proposed

in MB level rather than frame level.
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9.1.2 Algorithm and Architecture Co-Design of Prediction Core

for 3D/Quad High Definition Video Coding

In the second part, the algorithm and architecture co-design of prediction cores for

stereo and multiview/QFHD video coding are discussed, respectively. The stereo

video coding is implemented on the MPEG-4 platform. A new prediction algo-

rithm, joint prediction algorithm (JPA), is proposed. We develop a new coding tool

called joint block compensation in JPA. The joint block compensation, which utilizes

weighted sum of motion and disparity compensated block, effectively derive the bet-

ter coding efficiency than conventional methods. In addition, the corresponding JPA

architecture is also designed and implemented. The proposed architecture adopts hi-

erarchical search block matching algorithm (HSBMA) to save 89% oh-chip memory.

Different from previous ME architectures, the JPA architecture includes joint block

generator and bandwidth saving circuits. Therefore, both near-FSBMA quality and

bandwidth reduction is achieved. A prototype chip is fabricated with TSMC 0.18μm

technology to encode a D1 stereo video sequence in real-time with only 137K gates.

Compared with the previous HSBMA architecture, the proposed architecture sup-

ports more powerful processing capability (two DE and one ME operations in 0.033

second) with similar silicon area.

Next, we extend the design space of prediction architectures from stereo video

coding to multiview/QFHD video coding. Taking the implementation of multiview/

QFHD video processing architecture, FSBMA is no longer feasible due to its huge re-

quirement of both on-chip memory size, off-chip memory bandwidth, and processing

elements (PEs). Therefore, a predictor-centered algorithm is proposed to overcome

the design challenges which results from FSBMA. The proposed preserves more mo-

tion information as predictors to enhance the MV accuracy. The design challenge of

data dependency is also overcome by adopting the same coarse-grained MB predic-

tors for all MB types. 96% computational complexity for integer ME is saved accom-

panied with the penalty of quality degradation of only 0.045dB. Because of irregular

data access of the predictor-centered algorithm, we develop a cache-based prediction

core architecture. A rapid prefetching algorithm is proposed to overcome the design

challenge of cache miss penalty. 93% reduction of cache miss rate greatly enhance



214

the hardware utilization. With well-organized prediction pattern and scheduling, the

proposed architecture saves 39% off-chip memory bandwidth compared with previ-

ous works. A prototype chip is implemented with TSMC 90nm process with only

230K gates and 8KB SRAM. This chip supports ME for up to 4096×2160 resolution

and 24 frames per second (fps) with [−256,+255]/[−256,+255] horizontal/vertical

search ranges. Our design easily supports various HDTV specifications from 720p

to 2160p resolution.

9.1.3 System Analysis and Architecture Design of 4096×2160p

Multivew Video Single-Chip Encoder

In the last part, the system analysis and architecture design of 4096×2160p multivew

video single-chip encoder is presented. A new system bandwidth method is proposed

first to deal with the design challenges of limited bandwidth issues in a VLSI sys-

tem. We adopt the concept of the precedence constraint in graph theory for deriving

the processing order of frames in a complex MVC structure. Two frame-level data

reuse schemes, current block centric scheduling (CBCS) and search window centric

scheduling (SWCS) are proposed. The reuse schemes are classified according to

the access times of the data, CB or SW. Combined with level-C+ data reuse scheme

and the proposed inter-view data reuse scheme, hardware resource allocation can be

systematical defined with the trade-off between system memory bandwidth and on-

chip memory. Moreover, other possible frame-level data reuse schemes can be easily

analyzed by our methodology.

Finally, the system architecture design and implementation of a 4096×2160p

multivew video encoder chip which integrates the algorithms and architectures in Part

I and Part II is presented. The proposed encoder provides the greatest processing ca-

pability which supports view scalability from one-view 4096×2160p to seven-view

1280×720p resolution. Proposed view-parallel macroblock interleaved (VPMBI)

scheduling with eight-stage MB pipelined architecture successfully overcomes the

design challenges of processing requirement of limited pipeline cycles and various

complex MVC structures. The cache-based prediction core supports [−256,+255]/

[−256,+255] horizontal/vetical search rages while saves 95% computational com-
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plexity and overcomes the design challenges of large on-chip SRAM size and exter-

nal memory bandwidth. The hybrid open-closed loop intra prediction and pixel-

forwarding reconstruction circuits solves the data hazard and achieves 1.8 to 2.7

times throughput over conventional architectures. In addition, proposed frame-parallel

pipeline-doubled (FPPDD) CABAC realizes 1088M symbol rate to meet the process-

ing requirement of 4096×2160p videos. The prototype chip is fabricated on a 11.46

mm2 die with TSMC 90nm technology. The proposed architecture is an area-efficient

design with 1732K logic gate count and 20.1KB on-chip SRAM. The 212M pixels/s

throughput is up to 7.7 times higher than the previous H.264/AVC encoder architec-

tures. The proposed MVC encoder chip is the worldwide fastest published work in

the world (ISSCC2009).

To sum up, the techniques related to multiview video coding proposed in this

dissertation can be the essentials of future three-dimensional television systems.

9.2 Future Directions

We believe 3D video processing will be the mainstream in the future. Based on

the contributions of MVC systems discussed in this dissertation, the research can be

further extended at algorithm, architecture, and system levels as follows.

9.2.1 Algorithm Level

Development of Efficient Camera Calibration Algorithm for Pre-Processing of

Multiview Video Coding

In this dissertation, the input multivew video frames are assumed to be calibrated.

To extend the research space to be more practical, the un-calibrated multiple camera

with different view angles contains more information of a scene structure. If MVC

is applied to such a camera system, camera calibration is definitely an important

issue because it directly influences the coding efficiency of MVC. It is considered

as a pre-processing issue in a 3DTV system. Moreover, quality enhancement and

combination with color correlation are also attractive research topics.
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Multivew Video Plus Depth (MVD): Depth Encoding and View Synthesis Pre-

diction Algorithms

Multiview video plus depth (MVD), which regards the depth maps as the source

input, is the extension of MVC. It is considered as the next generation of coding

standard after MVC. Depth information can provide many functionalities in an MVD

system. If camera parameters are known, view synthesis prediction can help the

corresponding view to predict other views. In addition, the coding method of these

depth maps are also worthy of being discussed because of the different characteristics

from color videos. They are important and challenging research topics.

Development of Hardware-Oriented Virtual View Synthesis Algorithms

Free view-point and smooth view transition are critical functionalities for 3DTV ap-

plications. However, the view channels provided by a camera array are not always

sufficient. Therefore, the technology of virtual view synthesis is critical for connect-

ing the MVC decoder and 3DTV display side. The rendering quality of a synthesized

view is an important research issue because it directly effects users’ subjective per-

ception. It is considered as a post-processing issue in a 3DTV system. In addition,

the real-time interaction for user’ view selection is also a design challenge. For this

reason, how to design a hardware-oriented algorithm for virtual view synthesis is a

new and open research problems.

9.2.2 Architecture Level

Compression-Assistant Pre-Processing Architecture

Pre-processing is connected closely with MVC encoder, so the requirement of process-

ing capability is critical as well. Neither camera calibration which contains matrix

computation or color correlation which contains frame level computation can be

afforded by general-purpose processors. Therefore, the VLSI architecture for pre-

processing is worth designing. In addition, the on-chip and off-chip memory allo-

cation for frame-level and MB-level processing, combination with MVC encoder to

become compression-assistant hybrid architecture, are innovative research issues.
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High-Throughput Virtual View Rendering Architecture

Virtual view rendering will become the most significant feature of future 3DTV and

free-view point TV (FTV). Take human behavior into consideration, immediate feed-

back to view selection and high computational complexity for virtual view rendering

make hardware acceleration become necessary. Virtual view rendering is a frame-

level processing, how to optimize the data flow for task partitioning and pipelining

is an important issue. The architecture can be co-designed with hardware-oriented

virtual view synthesis algorithms.

9.2.3 System Level

3D/Ultra High Definition Multivew Video Decoder with View Scalability

Multiview video decoder is considered as the most critical part for 3DTV applica-

tions. Combined with high-throughput virtual view rendering architecture, MVC

decoder with view scalability is the main component in a future 3DTV set-up box.

The system architecture of the MVC decoder contains many research issues. First,

high resolution is the trend for developing TV, and ultra high definition TV with

8192×4096 resolution is regarded as a extreme target. To decode such videos in

real-time, external memory bandwidth and on-chip memory of the MVC decoder to

support the motion and disparity compensation are challenging design issues. Sec-

ond, MVC decoding is an MB-level processing while virtual view synthesis is a

frame processing. Data flow arrangement and scheduling are required to be well-

organized. Third, the component such as CABAC decoder, reconstruction, and trans-

form circuits, may no be afforded by conventional architectures under much higher

specifications and are necessary to be re-designed. This research will be very useful

for 3D video processing in home entertainment applications.

In summary, 3D video processing is a difficult research direction and contains

a lot of research topics. It will be urgently required in the future and lead a new

evolution of digital content industry.
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