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Abstract
Energy- and cost-efficiency designs in consumer electronics have been active research

topics in the past decades. This dissertation is highly motivated by the rapid growth

of data exchanges for both inter-device and intra-device communication, thus ad-

dressing energy conservation and cost reduction by targeting the communication

components of portable devices.

The study on communication subsystems aims at the design of a routing

protocol for residual-energy maximization. A polynomial-time optimal algorithm

is proposed for the multicast case. The aggregate case is proved to be NP-hard

and, unless P = NP, its minimization version cannot be approximated within a

ratio better than 2. A distributed algorithm and its realization, referred to as the

Maximum-Residual Multicast Protocol (MRMP), are then developed. In MRMP,

a transient multicast tree is derived based on the autonomous decisions of devices

in the network, where no global information needs to be collected a priori. The

derived tree is proved to be loop-free and theoretically optimal in the maximization

of minimum residual energy. The capability of MRMP was evaluated over NS2, for

which we have very encouraging results in essential performance metrics adopted

for routing protocol evaluation.

The study on communication architectures focuses on the proposing of a the-

oretical methodology for bus-layer minimization. Real-time tasks with chain-based

precedence constraints are explored on multi-layer bus systems with an objective to

minimize the communication cost. The target problem is proved to be NP-hard

and, unless P = NP, it cannot be approximated within a ratio better than 1.5. A

polynomial-time optimal algorithm is first proposed for a restricted case in which

one multi-layer bus, and unit execution and communication time are considered.

The result is then extended as a pseudo-polynomial-time optimal algorithm in the

considerations of multiple multi-layer buses, arbitrary execution and communication

time, and different timing constraints and objective functions. The capability of the

proposed algorithm was evaluated over an AMBA-like system topology to provide

more insights in system designs, compared to some popular heuristics.

Keywords: Energy efficiency, cost efficiency, routing protocols, scheduling algo-

rithms, data communication, networked embedded systems
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Chapter 1

Introduction

With the maturation of wireless communication and semiconductor technologies,

human beings already unconsciously enjoy the convenience and interest brought by

various consumer electronics in our daily life. Right because of the significant driv-

ing force from the social needs, low-power and low-cost design issues in embedded

systems have been attractive and active research topics in the decade. Energy con-

servation and cost reduction are critical since portable devices are always operated

with limited battery and usually optimized for specific functionality. Several tech-

nologies for energy conservation and cost reduction are being developed by targeting

specific components of the portable devices, such as the MPU/DSP and transceiver

[41]. The current technologies have gone a long way in this direction and the develop-

ment appears to continue. Energy-efficient task scheduling and data communication

are important topics in this area for limited resource management and arrangement.

This dissertation is motivated by the rapid growth of data exchanges for both inter-

device and intra-device communication, thus addressing optimization problems of

energy consumption and cost from the perspective on data communication.

1



1.1. MOTIVATIONS 2

1.1 Motivations

Routing is the process in which a route from some nodes to others is derived and

achieved for data communication in the networking system. Routing protocols de-

signed for autonomous networking systems of portable devices must consider energy

consumption of the devices in the network as a primary objective. Power-aware

routing metrics serve a heuristic in deriving routes with the best energy efficiency.

Identifying an appropriate routing metric, designing a routing algorithm for this

metric, and implementing it with a routing protocol are essential problems in data

communication. Communication architecture plays another important role in data

communication among individual nodes in on-chip systems. Cost has been a ma-

jor concern in the development of portable devices. Cost-efficient scheduling is

essentially a critical problem in minimizing system cost so as to meet performance

requirements at the system design stage.

1.1.1 Energy-Efficient Routing

An ad hoc network is an autonomous system of wireless devices, known as nodes,

connected by wireless links, where packets are transmitted via intermediate nodes,

instead of an established infrastructure. The energy consumption required for a

transmitter usually increases dramatically with the distance, and that for a receiver

is considered as a constant [10, 39]. Because such a node is usually battery-powered,

there is a strong demand in power-aware routing. With the popularity of mobile

devices, routing becomes increasingly challenging because of the dynamic nature

of network topologies and critical energy-efficiency considerations. The problem is

further complicated by the existence of a huge population of devices and the needs
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in good communication bandwidth utilization, such as the replacement of multiple

unicasts with a multicast. Example applications are advertisement in shopping malls

[58], tourist information distribution [16], taxi dispatching [34], and cooperative

congestion monitoring [59, 78].

1.1.2 Cost-Efficient Scheduling

As the number of data processing engines per system grows significantly in the next

few years, how to resolve the communication problem among tasks has become a

very challenging and important design issue. The overheads introduced by data

exchanging among tasks could easily offset the abundant computing power intro-

duced by many processing engines if related system design issues are not addressed

carefully. As powerful system architectures are proposed to resolve the overhead

problem, the design issues ironically become even more difficult because the com-

plexity in real-time task scheduling grows significantly. Designs based on experience

and/or empirical study could not provide rigid theoretic ground in the minimization

of system design cost. Such an observation motivates this work on the propos-

ing of optimal algorithms to minimize the bus cost of real-time embedded systems

with multi-layer buses and precedence constraints. For the rest of this dissertation,

we shall use terminologies cores, data processing engines, processing elements, and

processors interchangeably when there is no ambiguity.
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1.2 Objectives and Contributions

This dissertation targets energy-efficiency and low-cost issues in embedded system

designs. We are interested in the components for data communication: (1) commu-

nication subsystems and (2) communication architectures. Our study on communi-

cation subsystems aims at not only the identification of the asymptotical hardness

and performance of various power-aware routing metrics, but also the development

of a distributed routing protocol adaptable to network topologies and resources that

might change over time. For communication architectures, we focus on the propos-

ing of a generic and theoretical methodology for performance/cost exploration on

multi-layer bus systems.

1.2.1 Residual-Energy Maximization

The concept of Maximum-Residual Routing was first raised by in [72, 73], where the

minimum residual energy of nodes is maximized for each multicast. The objective is

to prolong the first node failure time when network topologies and data traffic may

change frequently in an unpredictable way. In this dissertation, Maximum-Residual

Multicasting and Aggregating are explored in heterogeneous wireless ad hoc net-

works. We propose a Prim-like algorithm for Maximum-Residual Multicasting and

prove its optimality when up-to-date topology and energy information are avail-

able. The proposed algorithm can be applied to many existing routing protocols,

especially those based on the link-state approach, e.g., [28, 35]. In protocol de-

signs, control messages for maintaining up-to-date topology and energy information

need additional energy consumption. We show by experiments that the proposed

algorithm for Maximum-Residual Multicasting intends to find the best route in a
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dynamic fashion to prolong network lifetime. The experimental results show that it

is excellent in the improvements of network lifetime and load balance, in comparison

with other routing metrics, e.g., [50, 72, 77, 85]. On the other hand, we show that

Maximum-Residual Aggregating is NP-hard and approximation algorithms for this

problem are unlike to exist. We then prove that, unless P = NP, its minimization

version cannot be approximated in polynomial time within a ratio of (2− ε) for any

ε > 0, where the ratio bound is with respect to the maximum remaining energy

before routing.

In protocol designs, the maintenance of global routing information is highly

challenging because of the dynamic nature of network topologies and energy re-

sources. The problem is exaggerated when applications with a huge population of

mobile devices are under consideration. We first propose a distributed algorithm

for Maximum-Residual Multicast and prove its optimality without the considera-

tions of node movements and control overheads. When mobility and control mes-

sage collisions are taken into consideration, it is shown that every derived route

remains loop-free and converges toward an optimal solution in the maximization of

the minimum residual energy. Based on the proposed algorithm, we then develop a

source-initiated on-demand routing protocol, referred to as Maximum-Residual Mul-

ticast Protocol (MRMP), which is adaptable to network topologies and resources

that may change over time. In MRMP, no periodic control message is employed to

collect routing information a priori or repair link breakages. Neither group member-

ship nor neighbor relationship is maintained at a node by explicit control messages.

When desiring a route, a source invokes a route-discovery procedure over the net-

work, and the individual decisions of intermediate nodes form a loop-free multicast

tree naturally. For the performance evaluation, the protocol was implemented over

NS2 [26], and simulations were conducted extensively with parameters set based



1.2. OBJECTIVES AND CONTRIBUTIONS 6

on a realistic commercial wireless device [2]. We have very encouraging results in

essential performance metrics adopted generally for routing protocol evaluation [22].

1.2.2 Bus-Layer Minimization

The multi-layer bus architecture provided by ARM [1] further improves the com-

munication concurrency and flexibility [54]. The increasing number of bus layers

implies the overheads of the cost per area, power consumption and design complex-

ity. In this dissertation, the problem of scheduling real-time tasks with chain-type

precedence constraints is explored over multi-layer bus systems with an objective

to minimize the bus cost, referred to as the tardiness-bounded layer minimization

problem. The objective is to minimize the total cost contributed by the needed

bus layers without any violation of timing constraints. The contributions of this

work start with fundamental but negative results on the NP-hardness of the tar-

get problem and its inapproximability ratio. To be more specific, we show that,

unless P = NP, it is not possible to have any approximation algorithm with an

approximation ratio better than 1.5. A polynomial-time optimal algorithm, based

on dynamic programming, is then proposed for a restricted case, when tasks only

have unit execution times, and any communication delay is of one time unit. The

algorithm is later extended as a pseudo-polynomial-time algorithm for general cases

when tasks have arbitrary execution times, communication delay can be of any time

units, any selected task and/or communication can be preemptive/non-preemptive,

and other timing cosntaints/objective functions are considered. The proposed algo-

rithm was evaluated against a list-scheduling algorithm [75], over an AMBA-based

system topology [53] with task generated by TGFF [80], to provide better insights

to this work.
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1.3 Organization

The rest of this dissertation is organized as follows:

Chapter 2 provides background information on energy-efficiency issues in

data communication and reviewed literature related to this dissertation.

Chapter 3 targets the asymptotical hardness of various power-aware routing

metrics and the comparison of their performance. In this chapter, a polynomial-time

optimal algorithm is proposed for Maximum-Residual Multicasting. It is then shown

that Maximum-Residual Aggregating is NP-hard and that, unless P = NP, its

minimization version cannot be approximated within a ratio of (2− ε) for any ε > 0.

The performance of the routing metric was evaluated by a series of experiments,

for which it demonstrated itself being effective and efficient in network lifetime and

load balance, in comparison with other routing metrics.

Chapter 4 focus on the development of a routing protocol adaptable to dy-

namic network topologies and resources. In this chapter, a distributed algorithm and

its realization, referred to as MRMP, are proposed for residual-energy maximization.

In MRMP, a transient multicast tree is established on demand and derived based on

the autonomous decisions of intermediate nodes. The derived tree is proved to be

loop-free and theoretically optimal in the maximization of minimum residual energy.

The performance of the MRMP was evaluated over NS2 with a series of simulations,

for which we have very encouraging results in essential performance metrics adopted

generally for routing protocol evaluation.

Chapter 5 aims at the proposing of a theoretical methodology for tack-

ling communication cost optimization for tasks with performance requirements and
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precedence constraints. The tardiness-bounded layer minimization problem is ex-

plored in embedded systems with multi-layer buses. In this chapter, we show the

NP-hardness of the problem and the best possible approximation ratio of approx-

imation algorithms. A polynomial-time optimal algorithm is first proposed for a

restricted case in which one multi-layer bus, and unit execution and communica-

tion time are considered. The result is then extended as a pseudo-polynomial-time

optimal algorithm in the considerations of multiple multi-layer buses, arbitrary ex-

ecution and communication time, and different timing constraints and objective

functions. The capability of the proposed algorithm was evaluated to provide more

insights in system designs, compared to some popular heuristics.

Chapter 6 concludes this dissertation and provides further research direc-

tions in energy and cost optimization in data communication.



Chapter 2

Related Work

This dissertation is inspired by exciting recent results of two research topics for

energy-efficiency in data communication: (1) energy-efficient routing and (2) cost-

efficient scheduling. A large number of researchers have been dedicated to power-

aware design of network protocols for the ad hoc networking environment. They

share a common objective to reduce energy consumption for communication sub-

systems and, consequently, prolong network lifetime. The main focus of the first

part in this chapter is on the survey of various power-aware routing metrics and

protocols for wireless ad hoc networks with special attention to Maximum-Residual

Routing. The second part reviews literature related to the problems and technolo-

gies on cost-efficient scheduling. With the appearance of emerging communication

architectures, this research topic has been attractive and active in the decades and

many research results over various communication architectures have been proposed

in the literature.

9
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2.1 Energy-Efficient Routing

The study on energy-efficient routing can be classified into static or dynamic rout-

ing. In static routing, a static network topology is considered, and the data traffic

is assumed to be known a priori, e.g., [13, 14, 39, 62, 69]. A well-known example

problem is Maximum-Lifetime Routing, where packets are routed according to a

pre-determined routing plan until the energy of some node drains away. In dynamic

routing, both network topologies and the data traffic may change dynamically in an

unpredictable way, and nodes may play the role as a source in some dynamic way.

In such a routing problem, we have no knowledge on future arrivals. An optimal

route is determined on demand based on the network status (e.g., network topology

and battery information) at the time being, when a source has packets to route.

In the past decade, various dynamic power-aware routing metrics have been

proposed for the prolongation of network lifetime, and a class of fundamental op-

timization problems were defined, e.g., [50, 72, 73, 77, 85]. Among those routing

metrics, Minimum-Energy Routing is proposed to minimize the total energy con-

sumption in packet routing. Minimum-Energy Routing can be explored in terms of

unicasting or multicasting. Minimum-Energy Unicasting is polynomial-time solvable

[73]. However, the minimization of the total energy consumption may result in the

rapid energy exhaustion of some specific nodes. In order to avoid such a problem,

researchers started proposing algorithms to explore Minimum-Energy Unicasting on

a sub-network that excludes nodes with remaining energy lower than a designated

threshold (e.g., Conditional Max-Min battery Capacity Routing [77]). Another ex-

ample approach is Max-Min ZPmin Routing [50], which derives a routing path by

avoiding to route packets via low-energy nodes, where the total energy consumption

is at most Z times that of Minimum-Energy Unicasting.
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Multicasting and aggregating are techniques suggested to solve the implosion

and overlap problems in packet routing. They attempt to minimize the number and

the size of duplicate packets and thus to reduce energy consumption. Multicasting

transmits packets from a source to multiple destinations by using a group address

for the destinations. Aggregating fuses packets coming from multiple destinations

enroute to a source. Minimum-Energy Multicasting and Minimum-Energy Aggre-

gating proved to be NP-hard [20, 42]. Some theoretical analysis was presented in

[7, 12, 17, 20, 42, 84], and heuristic algorithms were proposed in different variations.

Example results include the minimization of the maximum energy consumption of

nodes for routing packets [72], the minimization of the maximum energy consump-

tion of a path for forwarding packets to/from one of the destinations [85], and the

maximization of remaining energy before packets are routed [50, 77]. They will be

introduced in more detail and were adopted for performance comparison in Section

3.4.

In order to prolong network lifetime, the data packets should be routed so

that the energy consumption is balanced among the nodes in proportion to their

remaining energy, instead of routing to minimize the total energy consumption [15].

Therefore, keeping the minimum remaining energy of nodes as high as possible

appears to be a more applicable routing metric. In this dissertation, we explore the

maximization of the minimum remaining energy of all nodes after packets are routed.

The closest related work is that on the maximization of the minimum remaining

energy (or a function relative to remaining energy) before packets are routed [50,

77]. We use Figure 2.1 to illustrate the difference between the maximization of the

minimum remaining energy of nodes before and after routing. The gray areas in

the figure represent the antenna patterns of four heterogeneous nodes with their

communication ranges shown. Let the budget functions β() and β̂() respectively
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Figure 2.1: A simple ad hoc network

represent the remaining energy of each node before and after routing. Assume

that the weight on each edge represents the energy consumed for the corresponding

transmission and that the energy consumption for each reception is ε, where ε � B.

Consider the two routing paths P1 = s � w � v and P2 = s � u � v for node

s to send a packet to v. The minimum remaining energy of nodes before routing

on P1 and P2 is β(s) = β(w) = β(v) = B + ε and β(u) = B respectively. When

the maximization of the remaining energy before routing is considered, P1 is chosen

for routing. As a result, β̂(w) = 0. However, if the maximization of the remaining

energy after routing is considered, then P2 should be picked because the minimum

remaining energy (among all nodes) after routing is β̂(w) = 0 and β̂(u) = B−2ε via

P1 and P2, respectively. In this example, the number of packets from s to v (under

the metric on the maximization of the remaining energy after routing) is B

2ε
times

that when the maximization of the remaining energy before routing is considered.

The maximization problem of the minimum remaining energy among all

nodes after routing is referred to as Maximum-Residual Routing. The idea of

Maximum-Residual Routing was first proposed in [73]; however, designing a routing

algorithm for this metric and implementing it in a routing protocol were not ad-

dressed in the paper. This routing metric is intuitively believed to be effective for

prolonging network lifetime [63, 72, 73, 91], but has not been widely studied yet, in
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contrast with Minimum-Energy Routing and Maximum-Lifetime Routing. In [88], a

Dijkstra-like heuristic algorithm for Maximum-Residual Unicasting was proposed to

demonstrate its effectiveness in prolonging network lifetime. In [56], a Dijkstra-like

algorithm for Maximum-Residual Broadcasting was proposed and, in particular, its

optimality was also proved when energy consumption for receivers of nodes is the

same, i.e., homogeneous wireless ad hoc networks. However, an ad hoc network is

usually composed of various mobile devices and not necessarily all nodes desire to

be destinations of a session. In addition, they are essentially algorithms relying on

the knowledge of the entire topology and the remaining energy information of all

nodes, which is highly challenging in routing protocol design.

In the past decades, many excellent routing protocols have been proposed

for mobile ad hoc networks, e.g., [5, 23, 48]. Each of them tried to optimize some

routing and performance metrics for different application scenarios. Popular metrics

include the propagation delay and the delivery ratio, where many studies target

applications similar to multiplayer online gaming and teleconferencing [23, 83]. In

order to save the network bandwidth, multicast protocols were also widely explored,

e.g., [18, 27, 30, 36, 37, 47, 66, 86, 87]. Among those excellent solutions, MAODV [66],

ODMRP [47], and DDM [37] are examples of the best ones and were submitted

to the IETF MANET Working Group as candidates for standardization. MAODV

discovers tree-based routes on demand using a broadcast route-discovery mechanism.

MAODV is sensitive to node mobility because it actively tracks and reacts to changes

in routes so as to repair link breakages [66]. ODMRP is a mesh-based protocol that

provides alternative paths to adapt to topology changes. Control messages are

flooded periodically to refresh group membership and update routes, and redundant

routes are exploited for data delivery, which makes ODRMP scale not well with

network sizes [47]. In DDM, each source is responsible for the maintenance of each



2.2. COST-EFFICIENT SCHEDULING 14

multicast group. The list of destinations is placed in packet headers for self-routing

over an underlying unicast protocol. DDM is meant for small multicast groups

operating in dynamic networks of any size [37].

Routing over mobile ad hoc networks is complicated by the considerations

of energy efficiency [15, 50, 72, 73, 77], while shortest paths are not favored in routing.

Many approaches were presented in the literature. However, most of the existing

results rely on the knowledge of certain global information, such as the remaining

energy of all nodes and/or the minimum transmission power between every pair of

nodes. The maintenance problem of similar global information is highly challenging

in protocol designs because of the difficulty and cost in the maintenance of up-to-

date information. As a result, various assumptions, such as static network topologies

and/or fixed traffic patterns, are made to reduce the problem complexity in power-

aware routing.

2.2 Cost-Efficient Scheduling

In the last decades, researchers have been exploring architecture designs and task

scheduling methodologies for multi-core systems [19, 93]. One major and classical

model is the fully connected architecture, where the communication between ev-

ery two processors goes through a dedicated bus, and bus contention is ignored

[25, 81, 82, 89]. Due to the challenges on the scalability and cost, the multiple bus

architecture was proposed, where a set of processors is connected by a collection

of buses [60], as shown in Figure 2.2(a). Such an architecture introduces bus con-

tention in task scheduling problems[71]. In this direction, researchers have proposed

excellent theoretical results, e.g., [43, 57, 70]. Popular objectives in the optimization
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are such as the pin/wiring minimization (for the cost consideration) [43, 70] and the

makespan minimization (for the performance consideration) [57]. A popular and

practical communication architecture in recent years is the multi-bus architecture,

which have buses of different bandwidths connected by bridges/switches to provide

different quality-of-service degrees to processing elements of different performance

levels or purposes, as shown in Figure 2.2(b). With the popularity of such an ar-

chitecture for embedded-system designs, how to schedule task with performance

guarantees and bus-cost minimization becomes a very important design issue. Be-

cause of the difficulty in task scheduling, existing research results are mainly based

on heuristics or search-based solutions, e.g., [52, 61].

p1 p2 p3

p4 p5 RAM

(a) Multiple Bus

p1

p3 RAM

p2

b
ri

d
g
e

p4

(b) Multi-Bus

Figure 2.2: The multiple bus and multi-bus architectures

The multi-layer bus architecture provided by ARM [1] further improves

the communication concurrency and flexibility [54], as shown in Figure 5.1. The

multi-layer bus architecture is effectively utilized by many practitioners to fit the

characteristics and needs of various embedded systems [93]. Example cases include

MPEG decoding systems that adopt a high-speed bus to connect a digital signal

processor and a memory controller and another peripheral bus to connect an analog-

to-digital converter and serial ports, where traffics of different characteristics are

separated [79]. In many of such embedded systems, tasks are often compiled to

run on some specific (types of) processors and expected to execute with deadline

constraints. Although excellent design methodologies and EDA tools have been
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developed to address (hardware) architecture synthesis issues in processor allocation,

e.g., [9, 65], and bus partitioning, e.g., [46, 68], little work has been done in the

exploration of the trade-off between the cost and performance in system designs.

The trade-off issue has become even more critical with the increasing number of bus

layers because it implies the overheads of the cost per area, power consumption and

design complexity.



Chapter 3

Residual-Energy Maximization

In this chapter, Maximum-Residual Multicasting and Aggregating are explored in

heterogeneous wireless ad hoc networks. We propose a Prim-like algorithm for

Maximum-Residual Multicasting and prove its optimality when up-to-date topology

and energy information are available. The proposed algorithm can be applied to

many existing routing protocols, especially those based on the link-state approach,

e.g., [28, 35]. In practical implementation, control messages for maintaining up-to-

date topology and energy information need additional energy consumption. We show

by experiments that the proposed algorithm for Maximum-Residual Multicasting

intends to find the best route in a dynamic fashion to prolong network lifetime. The

experimental results show that it is excellent in the improvements of network lifetime

and load balance, in comparison with previous related work, e.g., [50, 72, 77, 85]. On

the other hand, we show that Maximum-Residual Aggregating is NP-hard and

approximation algorithms for this problem are unlike to exist. We then prove that,

unless P = NP, its minimization version cannot be approximated in polynomial

time within a ratio of (2 − ε) for any ε > 0, where the ratio bound is with respect

17
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to the maximum remaining energy before routing.

The rest of this chapter is organized as follows: In Section 3.1, the network

model under consideration is described. We then formulate the Maximum-Residual

Multicasting and Aggregating problems in a more formal way. Sections 3.2 and 3.3

provide a positive and negative result for the two problems, respectively. Section 3.4

summarizes the experimental results and provides observations. Section 3.5 gives a

brief summary.

3.1 Network Model and Problem Formulation

Maximum-Residual Routing is explored in a heterogeneous wireless ad hoc network

with nodes deployed in a 3-dimensional area. Each node is equipped with a wireless

transceiver. Transmission by a node can be received by all nodes that lie within

its communication range (depending on its antenna pattern and transmission power

levels). Reception of a node from different nodes cannot proceed together in one

reception. The energy consumption model is similar to that in [33]. The energy

consumed by a transmitter u is proportional to τ(u) + α × δ(u, v)κ, where τ(u) is

a constant based on the transmit amplifier, δ(u, v) is the Euclidean distance be-

tween nodes u and v, α ≥ 1 is the transmission-quality parameter depending on

the antenna designs, and κ ∈ [2, 4) is the distance-power gradient depending on the

environment conditions. The energy consumed by the receiver v, on the other hand,

is a constant γ(v), related to the time and the energy that its transceiver spends and

consumes in receive mode. Nodes may have different values of γ because wireless

devices may be equipped with different transceivers produced by different vendors.

Each node in the network could be either a source or a router. When having packets
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to multicast to or aggregate from a set of destinations, the source needs to establish

a multicast or an aggregate tree with the destinations for routing the packets. A

multicast tree is a directed tree having one source without any incoming edge and

all other nodes with exactly one. An aggregate tree is a directed tree having one

source without any outgoing edge and all other nodes with exactly one. Figures

3.1(a) and 3.1(b) show an example network topology on which a multicast tree and

an aggregate tree are determined, respectively.

(a) A multicast tree (b) An aggregate tree

Figure 3.1: A network topology example

The problems under discussion can be defined as follows: A network topol-

ogy G = (V, E) is a directed graph in which V is the set of nodes, and E is the set

of communication links between pairs of nodes. For each node u ∈ V , a budget β(u)

denotes the remaining energy of u before routing. When a source s has packets to

multicast or aggregate, for each directed edge (u, v) ∈ E, let a weight ω(u, v) de-

note the energy consumption of u for transmitting the packets to v and a constant

γ(v) denote the energy consumption of v for receiving the packets. Because of the

wireless medium, transmitting packets to multiple nodes lying in the communica-

tion range needs only one transmission, while receiving packets from multiple nodes

needs to consume energy for each reception. Therefore, the remaining budget of u
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(after routing on T ) can be defined as

β̂T (u) = β(u) − max
(u,v)∈T

ω(u, v)−
∑

(w,u)∈T

γ(u) ,

where (u, v) ∈ T and (w, u) ∈ T are the outgoing and incoming edges of u on T , re-

spectively. Note that each node, except for s, in a multicast tree T , has exactly one

incoming edge and may have several outgoing edges. The case is exactly the reverse

in an aggregate tree (refer to Figure 3.1). This is the reason why the asymptotic

hardness of the two problems is so different. For the convenience of discussions, let

β(V ) and β̂T (V ) denote min{β(u) | ∀ u ∈ V } and min{β̂T (u) | ∀ u ∈ V }, respec-

tively. In the following, we call a tree T rooted at a source a maximum-residual

multicast (or aggregate) tree if T spans all of the vertices in a given destination set

and β̂T (V ) ≥ β̂T ′(V ), where T ′ is any multicast (or aggregate) tree rooted at the

source that also spans all of the vertices in the destination set.

Maximum-Residual Multicasting (Aggregating) Problem

Input instance: A network topology G = (V, E), where each vertex u ∈ V has a

budget β(u) and a constant γ(u), and each edge (u, v) ∈ E has a weight ω(u, v). A

source s ∈ V and a destination set R ⊆ V .

Objective: A multicast (or an aggregate) tree T rooted at s that spans all vertices

in R such that β̂T (V ) is maximized.
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3.2 An Optimal Algorithm for Maximum-Residual

Multicasting

This section is to present our algorithm for Maximum-Residual Multicasting. Given

a network topology G = (V, E) with a budget function β, a weight function ω, a

reception function γ, a source s ∈ V , and a destination set R ⊆ V , an optimal

algorithm shown in Algorithm 1, referred to as MRMT, is proposed to produce a

maximum-residual multicast tree T from s to R. For convenience, we call a partition

of V a cut (U, V −U) and an edge (u, v) a stingy edge crossing the cut (U, V −U) if

u ∈ U and v ∈ V −U such that min{β(u)−ω(u, v)−γ(u), β(v)−γ(v)} is maximized.

An observation is that every spanned vertex, except for s, has to consume energy

for its reception. For the simplification of discussions, we add γ(s) to β(s) in the

beginning (Line 1) and subtract additional γ(s) from β(s) at the end (Line 9).

It can be imaged that an auxiliary source s′ with β(s′) = ∞ and an edge (s′, s)

with ω(s′, s) = 0 are introduced and have been spanned. Then, MRMT starts from

adding s into VT , a set of vertices spanned by T (Line 3), and goes on spanning other

vertices in V − VT until all the vertices in R are spanned (Line 4). At each step, a

stingy edge crossing the cut (VT , V −VT ) is added to T (Lines 5-7). When all vertices

in R are spanned, there are |VT | vertices spanned and exactly |VT | − 1 edges added

to T . Eventually, T forms a multicast tree. According to T , each vertex u in VT is

actually assigned the power level such that the packets can be multicasted from s to

R, and has a remaining budget β ′
T (u) = β(u)−max{ω(u, v) | ∀ (u, v) ∈ ET}− γ(u)

(Lines 8-9).

The time complexity of MRMT depends on the time required to find a

stingy edge to grow T . A straightforward method finds such an edge by searching
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Algorithm 1 MRMT: a polynomial-time optimal algorithm for Maximum-Residual
Multicasting

Input: A network topology G = (V, E) with a budget function β, a weight function
ω, and a reception function γ, a source s ∈ V , and a destination set R ⊆ V

Output: A maximum-residual multicast tree T = (VT , ET ) from s to R
1: β(s) ← β(s) + γ(s)
2: ET ← φ
3: VT ← {s}
4: while R � VT do
5: Find an edge (u, v) crossing the cut (VT , V −VT ) such that min{β(u)−ω(u, v)−

γ(u), β(v)− γ(v)} is maximized.
6: ET ← ET ∪ {(u, v)}
7: VT ← VT ∪ {v}
8: for all u ∈ VT do
9: β̂T (u) ← β(u) − max{ω(u, v) | ∀ (u, v) ∈ ET} − γ(u)

the adjacency lists of the vertices in V . Each step costs O(E) time, and we conclude a

total running time of O(|E||V |). It is not hard to see that MRMT can be improved

to run in O(|E| + |V | log |V |) time by using Fibonacci heaps, since MRMT bears

similarity to Prim’s algorithm for computing minimum-spanning trees [21], i.e., a

tree that spans all of the vertices in V with the minimum total weight of edges. The

optimality of MRMT, however, is not so obvious as the time complexity that can

directly be derived from Prim’s algorithm. A variant of Minimum-Spanning Tree is

referred to as Minimum-Steiner Tree, which is also required to span only a subset

of vertices and is proved to be NP-complete [29]. In the variant, a challenge is to

determine which vertices should serve as the intermediates so as to form an optimal

solution. It results in the NP-completeness of Minimum-Steiner Tree and would

be a challenge for Maximum-Residual Multicasting as well. The following theorem

proves that MRMT is an optimal algorithm for Maximum-Residual Multicasting.

Theorem 3.1 Algorithm MRMT always derives a maximum-residual multicast tree

from s to R.
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Proof. The theorem is proved by showing an invariant that each step of MRMT

always derives a subtree of some optimal solution. To be more specific, given a tree

that is a subtree of any maximum-residual multicast tree from s to R and has not yet

spanned all vertices in R, MRMT always includes a new edge that will not violate

the invariant. When all vertices in R are spanned, a maximum-residual multicast

tree is thus derived.

Let T be a subtree of some maximum-residual multicast tree T ∗ from s to

R, VT be the set of vertices that T spans, and (u, v) be a stingy edge crossing the

cut (VT , V − VT ). If T has not yet spanned all of the vertices in R, we show that

the inclusion of the stingy edge (u, v) to T will not result in the violation of the

invariant. Suppose that T ∗ does not contain (u, v) (if it does, we are done). We

show another maximum-residual multicast tree T ′ that includes T ∪ {(u, v)} can be

constructed from T ∗. We delineate two cases, depending on whether v ∈ T ∗ or not:

Case 1: Suppose v ∈ T ∗. We remove the incoming edge of v from T ∗

and then add the stingy edge (u, v) to T ∗. It is clear that T ′ is a legal multicast

tree that contains T ∪ {(u, v)} and spans all vertices in R. We now show that

β̂T ′(V ) ≥ β̂T ∗(V ). The removing of an edge will not let any vertex decrease its

budget, and the inclusion of the edge (u, v) only has a budget impact on u. Note

that the budget of v does not change in this case. Because T ∗ spans all vertices

in R, T ∗ must contain an edge (x, y) that crosses the cut (VT , V − VT ). Moreover,

min{β(x)− ω(x, y)− γ(x), β(y)− γ(y)} ≤ min{β(u)− ω(u, v)− γ(u), β(v)− γ(v)},

since (u, v) is a stingy edge that crosses the cut (VT , V − VT ). It means that β(u)−

ω(u, v) − γ(u) ≥ min{β(x) − ω(x, y) − γ(x), β(y) − γ(y)} ≥ β̂T ∗(V ). Therefore, we

conclude that β̂T ′(V ) ≥ β̂T ∗(V ).

Case 2: Suppose that v /∈ T ∗. We just add the stingy edge (u, v) to T ∗. The
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inclusion of the new edge (u, v) only affects the budgets of u and v. The correctness

of β(u) − ω(u, v) − γ(u) ≥ β̂T ∗(V ) follows directly from the analysis in Case 1.

On the other hand, since v /∈ T ∗, the remaining budget of v on T ′, i.e., β̂T ′(v), is

β(v) − γ(v). There must be an edge (x, y) ∈ T ∗ crossing the cut (VT , V − VT ) such

that min{β(u)−ω(u, v)−γ(u), β(v)−γ(v)} ≥ min{β(x)−ω(x, y)−γ(x), β(y)−γ(y)}.

In other words, β(v)−γ(v) ≥ β̂T ∗(V ). Because T ∗ is a maximum-residual multicast

tree, T ′ must be another maximum-residual multicast tree that contains T∪{(u, v)}.

Throughout, MRMT always adds stingy edges to T . Since the initial tree

T = s must be a subtree of some maximum-residual multicast tree, and MRMT

terminates when the derived subtree spans all vertices in the destination set, MRMT

derives a maximum-residual multicast tree from s to R.

We must point out that the multicast tree derived by MRMT may have

some redundant edges to prune without losing the spanning of all vertices in R.

Redundant edges can be pruned by simply traversing the multicast tree to prune

edges from the vertices if neither themselves nor their descendants are in R. It

can be done in O(|V |) time. Note that edge pruning does not result in the budget

decreasing of any vertex, and the derived multicast tree after the above edge pruning

remains a maximum-residual multicast tree.

3.3 A (2−ε)-Inapproximability Result for Maximum-

Residual Aggregating

Unlike Maximum-Residual Multicasting, Maximum-Residual Aggregating is unfor-

tunately NP-hard. In this section, we present the hardness of Maximum-Residual
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Aggregating.

Lemma 3.1 Maximum-Residual Aggregating is NP-hard.

Proof. We prove this lemma by a reduction from the decision version of Hamiltonian

Path, which is known to be NP-complete [29]. The input to the Hamiltonian Path

problem is an undirected graph G = (V, E). The output is YES if and only if G has

a simple path that contains every vertex in V. In order to distinguish directed edges

from undirected edges, let us denote the undirected edge incident on u and v in G

by [u, v].

(a) Hamiltonian Path (b) Maximum-Residual Aggregating

Figure 3.2: An input instance example

For any given instance G = (V, E) of Hamiltonian Path, an example shown

as Figure 3.2(a), we show how to construct, in polynomial time, an instance 〈G =

(V, E), β, ω, s, R, γ〉 of Maximum-Residual Aggregating such that G has a Hamilto-

nian path if and only if G contains an aggregate tree T with β̂T (V ) = k, where k is

a non-negative constant. The construction is as follows: First, we add a new vertex

a /∈ V. Let V = V ∪ {a} and E = {(u, v), (v, u) | ∀ [u, v] ∈ E} ∪ {(u, a) | ∀ u ∈ V},

as shown in Figure 3.2(b). Then, we assign the corresponding values to each vertex

and edge. For each (u, v) ∈ E, let ω(u, v) = w, where w ≥ 0. For each u ∈ V , let

γ(u) = r, where r > 0. Let β(a) = B−w and β(u) = B for each u ∈ V −{a}, where
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B = w + |V| × r. Let s = a and R = V − {s}. The instance can be constructed in

a polynomial time of |V| and |E|.

To complete the proof, we now show that G has a Hamiltonian path if

and only if G contains an aggregate tree T with β̂T (V ) = B − w − r. Suppose

that G has a Hamiltonian path. Since (u, v) and (v, u) ∈ G if [u, v] ∈ G, G must

contain an aggregate tree T in which every vertex has at most one outgoing edge

and at most one incoming edge. Thus, β̂T (V ) = B − w − r. On the other hand,

suppose that G has no Hamiltonian path. Any aggregate tree T of G must contain

a vertex with at least two incoming edges, and thus β̂T (V ) ≤ B−w− 2r. Since this

construction can be done in polynomial time, the existence of a polynomial-time

algorithm for Maximum-Residual Aggregating implies the same for Hamiltonian

Path. We conclude that Maximum-Residual Aggregating is NP-hard.

Since Maximum-Residual Aggregating is NP-hard, there is no polynomial-

time optimal algorithm, unless P = NP. Moreover, approximation algorithms for

this problem are equally unlike to exist. Indeed, since the optimum can be arbitrary

close to zero, the approximation ratio of any polynomial-time algorithm becomes

arbitrarily large. A simple observation allows us to sidestep this problem and pro-

vide a meaningful baseline for approximation algorithms: The optimal solution to

maximize the minimum remaining budget, i.e., β̂T (V ), is equivalent to the optimal

solution to minimize the maximum budget utilization, i.e., B − β̂T (V ), for some

sufficiently large constant B. We are interested in approximation algorithms for

the minimization of the maximum budget utilization with respect to the maximum

remaining budget before routing, i.e., B = max{β(u) | u ∈ V }, and refer to the

problem as the minimization version of Maximum-Residual Aggregating. Note that

an α-approximation algorithm for the minimization version does not translate into
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an α-approximation algorithm for Maximum-Residual Aggregating (and vice versa).

Theorem 3.2 The minimization version of Maximum-Residual Aggregating cannot

be approximated in polynomial time within a ratio of (2 − ε) for any ε > 0, with

respect to the maximum remaining budget before routing B, unless P = NP.

Proof. The proof follows from Lemma 3.1. By multiplying β̂T (V ) with −1 and

the adding of B, the reduction in Lemma 3.1 can be rephrased as follows: G has a

Hamiltonian path if and only if G contains an aggregate tree T with B − β̂T (V ) =

w + r.

This theorem can be proved by contradiction. Suppose that there were a

polynomial-time ρ-approximation algorithm A for the problem, for some approxi-

mation ratio ρ < 2. We show how to use the hypothetical algorithm A to decide

whether G has a Hamiltonian path. Because A is an approximation algorithm with

a ratio ρ, A will output an aggregate tree T with B − β̂T (V ) ≤ ρ(w + r) if G has

a Hamiltonian path; otherwise, A will output T with B − β̂T (V ) ≥ w + 2r. It im-

plies that A can be used to decide whether G has a Hamiltonian path if ρ < w+2r
w+r

.

Hence, unless P = NP, no polynomial-time algorithm can be guaranteed to derive

an aggregate tree T with B− β̂T (V ) ≤ (w+2r
w+r

− ε)× (B− β̂T ∗(V )), for any ε > 0 and

any optimal solution T ∗. The ratio bound approaches (2− ε), as w
r

approaches 0.

Note that the negative results hold for general network topologies. In some

specific applications, nodes are applied in suburban areas with omnidirectional an-

tenna patterns. In that case, a network topology is obtained by considering circular

communication ranges assigned to nodes in the 3-dimensional Euclidean space. It

remains open whether this geometric special case can be solved in polynomial time,

despite the NP-hardness of its general graph version.
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3.4 Performance Evaluation

In Section 3.2, an optimal algorithm is proposed for Maximum-Residual Multicas-

ting. The problem explored in this work needs the information of the network

topology and the remaining energy of nodes up to a certain precision. However, the

network topology and the remaining energy information of nodes may change with

time. In practice, the algorithm can be applied to use in existing link-state routing

protocols with similar implementations/designs, e.g., STAR [28] and OLSR [35],

where network topology information is collected and maintained in an up-to-date

way by broadcasting the link-state costs of adjacent nodes to other nodes [5]. The

broadcasting of energy information can be done in a similar way, except that we

have to define a notification threshold on the remaining energy changing of nodes.

The smaller the threshold, the more precise the energy information but the heavier

the control traffic. We explore the impacts of the notification threshold values on

the performance of the algorithm in the experiments.

3.4.1 Algorithms for Comparison

We evaluated the capability of the proposed algorithm MRMT in the prolongation

of network lifetime, in comparison with four multicast algorithms [50, 72, 77, 85]

presented as follows:

• The maximization of the minimum remaining energy of nodes before routing

[50, 77], i.e., the maximization of minu∈T β(u), is to avoid routing packets over

nodes that have low remaining energy, where T denoted the derived routing

tree. The Bellman-Ford algorithm was revised for the derivation of routing
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trees for the performance evaluation (referred to as MMEMT ).

• The minimization of the maximum energy consumption of nodes for rout-

ing packets [72], i.e., the minimization of maxu∈T{β(u) − β̂T (u)}, is to avoid

the consumption of too much energy at a single node for routing the pack-

ets. Prim’s algorithm was revised in performance evaluation (referred to as

MSMT ).

• While Minimum-Energy Multicasting has proved to be NP-hard [7, 12, 20],

excellent heuristics were proposed to minimize the total energy consumption

in the network for multicasting, i.e., the minimization of
∑

u∈T (β(u)− β̂T (u)).

The heuristic algorithm BIP, proposed in [85], was adopted in performance

evaluation (referred to as BIPMT ).

• Another algorithm for comparison is on the minimization of the maximum en-

ergy consumption of any path [85], i.e., the minimization of maxv∈R{
∑

u∈s�v(β(u)−

β̂T (u))}, where s � v is the path from s to v in T . It is to minimize the

total energy consumed in forwarding packets to one of the destinations. Dijk-

stra’s algorithm was adopted in the derivation of a routing tree (referred to as

SPMT ).

3.4.2 Experimental Setups and Performance Metrics

The experimental environment consisted of a specified number of nodes (|V | =

10, 20, ..., 100). Nodes were randomly placed in a 3-dimensional rectangular area

(100× 100× 20). Each node was equipped with an omnidirectional antenna (trans-

mission range 0-40) and a power supplier (battery capacity 1 × 108). When having

packets to multicast to a set of destinations, a source had to establish a session with
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the destinations. In the experiments, we assume that the number of packets routed

in a session was fixed and equal to 100 (but the algorithms can be used without this

restriction). We adopted an energy consumption model similar to the model in [33].

The energy consumed for transmitting all the packets of a session within distance δ

was set as 1%×403 +1× δ3, where 1%×403, i.e., 1% of the energy consumption for

the transmitter at the maximum transmission power, was consumed by the transmit

amplifier. The impacts of different energy values consumed in receiving all the pack-

ets of a session was also reported in the experiments (γ = (1%, 2%, ..., 10%)×403).

For a network, one node was randomly chosen as the source every time, and the

source had packets that need to establish 1-100 sessions to multicast to a destina-

tion set (randomly chosen from the rest). The uniform distribution was adopted for

the random choices in the experiments. This process was repeat until any node had

its energy exhausted.

In addition to data packets, extra control messages were needed to advertise

energy information when MRMT and MMEMT were adopted as routing algorithms,

since MRMT and MMEMT considered the remaining energy of nodes to derive

routing trees (while the other three did not). The control messages allowed all

nodes in the network to have an identical view so that all nodes can determine

consistent routes in a distributed way. A threshold Δ was set for the notification of

the change in the remaining energy of a node. Whenever the remaining energy of a

node decreased by an amount equal to Δ, the node broadcasted a control message

(with size equal to that of a data packet) to all reachable nodes so as to update

the energy information. The impacts of different notification thresholds were also

explored (Δ = (5, 10, ..., 50)× 103).

For the fairness in performance comparison, every routing algorithm was
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evaluated over the same data sets. In the study, two performance metrics were

adopted: (1) Network Lifetime (measured in terms of the average number of sessions

a node can establish) and (2) Load Balance (measured in terms of the standard

deviation of the remaining energy of nodes). Other performance metrics adopted

generally for routing protocol evaluation, e.g., propagation delay and delivery ratio,

highly depend on the routing protocol which the routing algorithms are incorporated

with, and are not studied here. For each routing algorithm, the experimental results

were derived as an average value of those of 100 independent experiments.

3.4.3 Experimental Results

Figures 3.3(a) and 3.3(b) show the network lifetime and the load balance impacted

by the network size (|V | = 10, 20, ..., 100) under γ = 1%×403 and Δ = 10×103. As

shown in Figure 3.3(a), the network lifetime increases, in general, as the number of

nodes increases. The main reason behind the observation is that a smaller network

size in the same 3-dimensional space may result in fewer alternatives in routing

packets and earlier draining away of energy of some nodes. As the network size

increases in the same 3-dimensional space, a higher node density of nodes may

result in more available paths between nodes, and more energy-efficient routes could

be determined. When |V | ≥ 50, MRMT could improve the network lifetime by 48%

to 220%, compared with different other algorithms. Because of a similar reason,

the standard deviation of the remaining energy of nodes decreases as the number of

nodes increases, as shown in Figure 3.3(b). When |V | ≥ 50, MRMT could reduce

the variance by 39% to 98%, compared with different other algorithms. These

observations imply that the attempt in keeping the minimum remaining energy as

high as possible has a more balance degree in the remaining energy of nodes and a



3.4. PERFORMANCE EVALUATION 32

 2000

 4000

 6000

 8000

 10000

 12000

 14000

 16000

 18000

 20000

 10  20  30  40  50  60  70  80  90  100

A
ve

ra
ge

 N
um

be
r 

of
 S

es
si

on
s

Number of Nodes (|V| = 10, 20, ..., 100)

MRMT

BIPMT

MSMT

SPMT

MMEMT

(a) Network Lifetime

 0

 5e+006

 1e+007

 1.5e+007

 2e+007

 2.5e+007

 3e+007

 3.5e+007

 10  20  30  40  50  60  70  80  90  100

S
ta

nd
ar

d 
D

ev
ia

ti
on

 o
f 

R
em

ai
ni

ng
 E

ne
rg

y

Number of Nodes (|V| = 10, 20, ..., 100)

MRMT

BIPMT

MSMT

SPMT

MMEMT

(b) Load Balance

Figure 3.3: Impacts of the network size (γ = 1% × 403, Δ = 10 × 103)

longer network lifetime. The attempt also tends to do an even better job when a

network becomes more dense.

Figures 3.4(a) and 3.4(b) show the network lifetime and the load balance

of different algorithms when different amounts of energy consumption for receiving

packets were considered, i.e., γ = (1%, 2%, ..., 10%)×403) with |V | = 50 and Δ =

10×103. As shown in Figure 3.4(a), the network lifetime decreases when the energy

consumption for reception increases. Because more energy was consumed for each

reception, we observed quicker exhaustion of node energy. Nevertheless, it is worth

mentioning that MRMT achieves different degrees of improvement with different

γ values. When γ = 1% × 403 and 10% × 403, MRMT could improve the network

lifetime by 70% to 161% and 29% to 76%, respectively, compared with different other

algorithms. We have to point out that the setup value of the notification threshold

(i.e., Δ = 10 × 103) may play a big role in these experiments. An improper setup

of the notification threshold might result in heavy energy consumption for control

traffic, and the exhaustion of node energy would be accelerated (see the following

experiments on the impacts of notification thresholds). As shown in Figure 3.4(b),

the amount of energy consumption for reception has an insignificant impact on the

load balance issue. MRMT and MMEMT can significantly reduce the variance in
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Figure 3.4: Impacts of the energy consumption for reception (|V | = 50, Δ = 10×103)

the remaining energy of nodes (with better load balancing), compared with other

algorithms. It is because MRMT and MMEMT consider the remaining energy

of nodes when determining routes, and they attempt to route packets in a load-

balancing way. Moreover, MRMT further outperforms MMEMT in the load balance

since MRMT considers the energy consumption for transmissions (i.e., the weights

of edges in a network topology), but MMEMT does not.

Figures 3.5(a) and 3.5(b) show the network lifetime and the balance of

remaining energy of nodes with respect to the notification thresholds, i.e., Δ =

(5, 10, ..., 50) × 103 with |V | = 50 and γ = 1% × 403. As shown in Figure 3.5(a),

MRMT has the best performance improvement when Δ = 10× 103. The reason for

the improvement hiking from Δ = 5 × 103 to Δ = 10 × 103 is that the notification

threshold was unduly small under the network setting when Δ = 5 × 103, and

it may result in frequent dissemination of control messages. We must point out

that the larger value the notification threshold is, the more out-of-date remaining

energy information is used in determining routes. That is why the network lifetime

decreases as the notification threshold increases when Δ ≥ 10×103. With the same

reason, out-of-date information may result in improper routing of packets over nodes

with lower remaining energy. That also results in the increasing of the variance of
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Figure 3.5: Impacts of notification thresholds (|V | = 50, γ = 1% × 403)

the remaining energy of nodes. As shown in the experiments, the setup of the

notification threshold has no impacts on BIPMT, MSMT, and SPMT because they

do not consider the remaining energy of nodes and have no control messages for

such information collection.

The experimental results show the importance in the design of protocols

in the information maintenance of the remaining energy of nodes. The network

lifetime and the balance in the remaining energy of nodes can be thus significantly

improved. Another interesting observation is: The consideration of energy con-

sumption in packets transmissions is more influential in the prolongation of network

lifetime, while the consideration of remaining energy of nodes is more influential in

the improvement of load balance. Based on the experimental results, we surmise

that Maximum-Residual Routing would also have excellent performance when the

delay in the partitioning of the network is considered (instead of the delay in the

first node failure time). It is because the partitioning of the network results from

a series of node failures, and this routing metric tends to prolong the node failure

time.
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3.5 Summary

This chapter targets power-aware routing in heterogeneous wireless ad-hoc networks.

The routing metric to maximize the minimum remaining energy of nodes after pack-

ets of a session are routed is referred to as Maximum-Residual Routing. The objec-

tive is to keep the minimum remaining energy of all nodes as high as possible so as

to delay the first failure time of nodes in the network. In this paper, we propose an

algorithm for Maximum-Residual Multicasting and prove its optimality when up-to-

date topology and energy information are available. The proposed algorithm is easy

to implement and can be applied to use in existing link-state routing protocols for

wireless ad-hoc networks, especially for those considering shortest-path routing by

using Dijkstra’s algorithm. We prove that Maximum-Residual Aggregating is NP-

hard and that, unless P = NP, its minimization version cannot be approximated in

polynomial time within a ratio of (2−ε) for any ε > 0, with respect to the maximum

remaining energy before routing. We have conducted extensive simulations to bet-

ter understand the properties of the routing metric. Based on the experiments, we

provide some interesting observations and conclude that using our routing metric to

find routes is very beneficial because (1) network lifetime is significantly improved

and (2) variance in remaining energy is significantly reduced, compared with other

work [50, 72, 77, 85].



Chapter 4

Distributed Residual-Energy

Maximization

In this chapter, we are interested in Maximum-Residual Routing, where the mini-

mum residual energy of nodes is maximized for each multicast. The objective is to

prolong the first node failure time when network topologies and data traffic may

change frequently in an unpredictable way. This concept is first raised by Singh, et

al. [72, 73], where no algorithm design and protocol implementation are presented in

the work. Other closely related results are a heuristic algorithm for unicasting [88]

and an optimal algorithm for broadcasting [56]. They are essentially algorithms re-

lying on the knowledge of the entire topology and the remaining energy information

of all nodes. Unlike the past work, we consider applications with a huge population

of mobile devices such that no global information can be efficiently maintained at

any node. We first propose a distributed algorithm for Maximum-Residual Multicast

and prove its optimality without the considerations of node movements and control

overheads. When mobility and control message collisions are taken into considera-

36
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tion, it is shown that every derived route remains loop-free and converges toward an

optimal solution in the maximization of the minimum residual energy. Based on the

proposed algorithm, we then develop a source-initiated on-demand routing protocol,

referred to as Maximum-Residual Multicast Protocol (MRMP), which is adaptable

to network topologies and resources that may change over time. In MRMP, no peri-

odic control message is employed to collect routing information a priori or repair link

breakages. Neither group membership nor neighbor relationship is maintained at a

node by explicit control messages. When desiring a route, a source invokes a route-

discovery procedure over the network, and the individual decisions of intermediate

nodes form a loop-free multicast tree naturally. For the performance evaluation,

the protocol was implemented over NS2 [26], and simulations were conducted exten-

sively with parameters set based on a realistic commercial wireless device [2]. We

have very encouraging results in essential performance metrics adopted generally for

routing protocol evaluation [22].

The rest of this chapter is organized as follows: Section 4.1 provides formal

formulation of the problem. In Section 4.2, a distributed algorithm is proposed, and

its essential properties are proved. The routing protocol and design issues are then

addressed in Section 4.3. Simulation results and analysis are reported in Section

4.4. Section 4.5 is the conclusion.

4.1 Network Model and Problem Formulation

Depending on the duration of each multicast request and the network mobility

degree, each multicast request might need to be partitioned into multiple sessions.

The problem is formulated as the maximization of the minimum remaining energy
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of nodes in the network after each multicast session, where the remaining energy

of a node after each multicast is referred to as its residual energy for the rest of

this chapter. The goal is to derive a route so as to maximize the minimum residual

energy (of nodes in the network) without collecting and storing the detailed topology

and the remaining energy information of the whole network at any node. Note that

a route derived for a session could be considered valid within some time interval,

because it dose not rely on any information collected a priori by periodic control

messages.

The network model under considerations can be formulated as a directed

graph G = (V, E), where each node u ∈ V is associated with its remaining amount

of energy, denoted as β(u). We consider directed edges between nodes because of the

possibility for different nodes in consuming different energy in packet transmissions

(with different communication ranges). Each directed edge (u, v) ∈ E is associated

with a weight ω(u, v) to denote the amount of energy needed for a node u to transmit

one session of data packets to another node v, and a constant γ(v) denotes the

energy consumption of receiving one session of data packets for node v. Note that

the transmission of a node by wireless medium can be received by all of the nodes

within its communication range. With such a consideration, the residual energy of

a node u over a multicast tree T can be defined as follows:

β̂T (u) =

⎧⎪⎨
⎪⎩

β(u) − max{ω(u, v) | ∀ (u, v) ∈ T} if u is the source node,

β(u) − max{ω(u, v) | ∀ (u, v) ∈ T} − γ(u) otherwise.

The above formula implies that each node in T , except the leaves, transmits exactly

one session of data packets. Each node in T , except the source, receives exactly one

session of data packets. A node is the source if it initiates the multicast of the data

packets. A node is a leaf in a multicast tree if it receives data packets but does not
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send them to others.

Given an ad hoc network G, we choose to find a proper multicast tree T

to deliver data packets from a source to a set of destinations (reachable from s)

so as to maximize the minimum residual energy of all of the nodes in G, i.e., the

maximization of min{β̂T (u) | ∀ u ∈ G}. Note that the residual energy of the nodes

not in T remains unchanged in this multicast, i.e., ∀ u /∈ T , β̂T (u) = β(u). To

simplify the presentation, we can consider only those nodes in T (instead of in G).

We shall prove later that an optimal solution that maximizes the minimum residual

energy of nodes in T can also maximize the minimum residual energy of all the nodes

in G. The minimum residual energy of nodes in T is referred to as the residual energy

over T and denoted as β̂(T ) = min{β̂T (u) | ∀ u ∈ T}. The problem is formally

defined as follows:

The Maximum-Residual Mutlicast Problem:

Suppose that there is an ad hoc network G = (V, E), where each node u ∈ V is

associated with an amount β(u) of its remaining energy and a constant amount γ(u)

of energy in receiving one session of data packets, and each directed edge (u, v) ∈ E

is associated with a weight ω(u, v) to transmit one session of data packets from u

to v. Given a source s ∈ V and a destination set R ⊆ V , the problem is to find a

multicast tree T ⊆ G that is rooted at s and includes all nodes in R such that β̂(T )

is maximized. The tree is referred to as a maximum-residual multicast tree.
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4.2 A Distributed Optimal Algorithm for Maximum-

Residual Multicasting

In this section, a distributed routing algorithm is proposed to resolve the maximum-

residual multicast problem, and its essential properties, especially optimality, are

proved.

4.2.1 Algorithm Description

We propose to revise the Chandy-Misra algorithm [76], which is a well-known dis-

tributed version of the Bellman-Ford algorithm and is originally designed to derive

shortest-path trees [8, 21]. Based on each multicast tree T derived by the to-be-

proposed algorithm, every node is able to adjust its power level in packet transmis-

sions so that the residual energy over a network G = (V, E) is maximized for a given

multicast session S. Let the source and the destination set of S be denoted as s

and R, respectively. Given each node v ∈ V under considerations, π[v] and m[v] are

used to keep track of its predecessor and an estimation on the residual energy over

a path from s to itself during the execution of the algorithm, respectively.

Algorithm 2 MRMA

Procedure source s
1: if s has a session S of data packets to multicast to nodes in R then
2: Create an entry indexed by (s,S) at s;
3: m[s] ← β(s);
4: π[s] ← NIL;
5: Broadcast msg〈s,S, β(s), m[s], 0〉 to all of its neighbors

The proposed algorithm is referred to as the Maximum-Residual Multicast

Algorithm (MRMA) and is shown in Algorithm 3: When a session S is initiated,
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MRMA is invoked (Line 1). An entry associated with S is created at s by setting

m[s] and π[s] as β(s) and NIL (Lines 2-4), respectively. Because s is the source, the

residual energy over the path of only s remains as β(s) (i.e., its remaining amount of

energy). A control message is then broadcasted to all of the neighbors of s (Line 5).

For each node u, its control message carries the source identification s, the session

number S, its remaining energy β(u), an estimation m[u] on the residual energy

over a path from s to itself, and the energy consumption γ(u) for u in receiving one

session. Note that s does not need to consume energy for the reception, and thus

the last field in its control messages is set as 0.

Procedure a node v other than s
6: if v receives msg〈s,S, β(u), m[u], γ(u)〉 from a neighbor u then
7: if no entry is indexed by (s,S) at v then
8: Create an entry indexed by (s,S) at v;
9: m[v] ← 0;

10: π[v] ← NIL;
11: if m[v] < min{m[u], β(u)− ω(u, v)− γ(u), β(v)− γ(v)} then
12: m[v] ← min{m(u), β(u)− ω(u, v)− γ(u), β(v)− γ(v)}
13: π[v] ← u
14: Broadcast msg〈s,S, β(v), m[v], γ(v)〉 to all of its neighbors

When a node v receives a control message from a neighbor u (Line 6), it

should first check up whether an entry exists for the corresponding session. If not,

an entry is created by setting the initial values of m[v] and π[v] as 0 and NIL,

respectively (Lines 7-10). Lines 11-14 will result in the update of m[v] and π[v]

and the broadcast of a control message to all of its neighbors if a path from s to

v (through u) with higher residual energy is found: u is a better predecessor of

v in terms of residual energy maximization if the current value of m[v] is smaller

than min{m[u], β(u) − ω(u, v) − γ(u), β(v) − γ(v)}, where m[u] is the estimate on

the residual energy over the current path from s to u in T , (β(u) − ω(u, v)− γ(u))

denotes the residual energy of u over a path through the edge (u, v), and (β(v)−γ(v))

denotes the residual energy of v. Note that v has all of the information needed in
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making the decision, except the amount of energy consumed by u to transmit the

packets of this session to v, i.e., ω(u, v). This information cannot be carried in

the control message, because u has no knowledge about this information. We will

explain later how v can derive this information in the protocol design.

Figure 4.1: The execution of MRMA on an example network

MRMA is better illustrated by an example, as shown in Figure 4.1. The

two values following each node symbol are the amounts of its remaining energy and

its energy consumption of receiving one session (originated from s), e.g., “s : β(s) :

γ(s)”. Suppose that all of the other nodes are the destinations of the session under

discussion. The dotted edges indicate the possible links between pairs of nodes.

Note that asymmetric links may exist because of directed edges. The weight lying

on each direct edge denotes the amount of energy consumed by the transmitter to
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transmit the session to the receiver. Each solid edge between two nodes indicates

the predecessor relationship of the two nodes, and the value inside each node denotes

the estimate on the residual energy over the current path from s to itself. Any node

shown in the gray color indicates that there are control messages queued in the node

for broadcasting. The node marked with a bold circle is a node which broadcasts a

control message at that time moment.

In Figure 4.1(a), source s invokes MRMA by setting its estimate as the

amount of its remaining energy 85 and broadcasting a control message. When nodes

u and x receive the message from s, their estimates m[u] and m[x] are set as 75 and

65, respectively, as shown in Figure 4.1(b). Figure 4.1(c) shows the estimate m[y]

of node y after it receives the control message from x. Note that the link between

x and u is asymmetric, and the control message from x is thus not received by u.

Figure 4.1(d) shows the result after node u broadcasts its control message. Note

that the estimate m[x] of x increases to 73, and its predecessor π[x] is reassigned

to u. In Figure 4.1(e), node y broadcasts its control message, but nothing occurs.

Because of the reassignment of m[x] and π[x] in Figure 4.1(d), node x broadcasts

a control message to its neighbors again, as shown in Figure 4.1(f). As a result,

m[y] increases to 73 while π[y] remains the same. Such a reassignment also causes

node y to broadcast a control message again. Finally, as shown in Figures 4.1(f)

and (h), no further changes occur after v and y broadcast their control messages.

As we can see in Figure 4.1(h), a multicast tree can be derived by the predecessor

relationship among nodes. Such a relationship can be used to let a predecessor node

know the proper power level to send data packets to its successors. We shall address

the remaining technical issues in a later section for a routing protocol design.
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4.2.2 Properties

For the rest of this section, we shall show some essential properties of the proposed

algorithm, especially the optimality of a derived route as a maximum-residual multi-

cast tree. Note that the control overhead is highly dependent on the protocol design

and is not considered here, where the assessment of the control overhead is done in

the performance evaluation. Before further discussions, some terminology is defined:

The residual energy over a path p is the minimum residual energy of the nodes on p

(if the packets are routed through p), i.e., β̂(p) = min{β̂p(u) | ∀ u ∈ p}. A path p∗

from s to v in G is called a maximum-residual path if the residual energy over p∗ is

no less than that over any path p from s to v in G, i.e., β̂(p∗) ≥ β̂(p). The residual

energy over a maximum-residual path from s to v is then denoted as μ(s, v). A route

T derived at any time instance t by MRMA is defined as a subgraph (of the given

network G) that is composed of the nodes already visited by control messages at

t and the set of directed edges for the predecessor relationship, i.e., T = (VT , ET ),

where VT = {v ∈ V | π[v] ∈ V } ∪ {s}, and ET = {(π[v], v) ∈ E| v ∈ VT − {s}}.

Theorem 4.1 A route T = (VT , ET ) derived at any time instance throughout MRMA

is a multicast tree rooted at s.

Proof. We prove this theorem by showing that T satisfies the properties of a

multicast tree: T is acyclic, and every node v ∈ VT −{s} has exact one predecessor.

It stands to reason that every node in T , except for s, has exact one predecessor

because v is in T if and only if v has a non-NIL predecessor π[v]. We now show

that T is acyclic.

It is proved by a contradiction: Let T have a cycle c = 〈v1, v2, ..., vk〉, where
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vk = v1. That is, π[vi] = vi−1, ∀ 2 ≤ i ≤ k. Without loss of generality, let us assume

that the cycle occurs immediately after π[vk] ← vk−1 is done. Let us examine m[vi],

∀ 2 ≤ i ≤ k − 1, right before π[vk] ← vk−1. The last update to m[vi] was done by

the assignment m[vi] ← min{m[vi−1], β(vi−1) − ω(vi−1, vi) − γ(vi−1), β(vi) − γ(vi)}.

It implies that m[vi] ≤ m[vi−1] at that moment. Note that even if m[vi−1] changes

its value since then, it should never decrease. Thus,

m[vi] ≤ m[vi−1], ∀ i = 2, 3, ..., k − 1 . (4.1)

Because the cycle occurs immediately after vk selects vk−1 as its predecessor, we

should also have an inequality before then:

m[vk] < min{m[vk−1], β(vk−1) − ω(vk−1, vk) − γ(vk−1), β(vk) − γ(vk)} ≤ m[vk−1] .

(4.2)

By comparing the inequality (4.2) with the k − 2 inequalities (4.1), we reach a

conclusion:

m[vk] < m[vk−1] ≤ m[vk−2] ≤ ... ≤ m[v1] .

It is a contradiction because vk = v1. As a result, T is acyclic and a multicast tree.

Lemma 4.1 For any node v ∈ V visited by control messages, m[v] ≤ μ(s, v) always

holds throughout MRMA.

Proof. This lemma is proved by a contradiction: Suppose that b is the first node

with m[b] > μ(s, b), and it occurs immediately after b receives a control message

broadcasted from another node a. At that time instance, we should have π[b] = a
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and

m[b] = min{m[a], β(a) − ω(a, b) − γ(a), β(b) − γ(b)}. (4.3)

The residual energy over a maximum-residual path p∗b from s to b is one

no less than that over any other path from s to b. To be more specific, it is no

less than the residual energy over one particular path formed by concatenating a

maximum-residual path p∗a from s to a and the edge (a, b). Therefore,

μ(s, b) ≥ min{μ(s, a), β(a)− ω(a, b) − γ(a), β(b) − γ(b)}. (4.4)

Because m[b] > μ(s, b), Equations (4.3) and (4.4) imply that m[a] > μ(s, a),

which contradicts the choice of b as the first node for which m[b] > μ(s, b).

Lemma 4.2 Given any node v reachable from s, there exists a time instance t

during the execution of MRMA such that m[v] ≥ μ(s, v) since time t.

Proof. This lemma can be proved by an induction on the number of hops: Consider

a node v, and let p = 〈s = v0, v1, ..., vk = v〉 be a maximum-residual path from s to

v in G. We shall show that there exists a time instance such that m[vi] ≥ μ(s, vi)

thereafter, for all 0 ≤ i ≤ k.

Inductive Base: After the initialization, we have m[s] = β(s). The only

path from s to s is the node s itself. By definition, μ(s, s) = β̂(s) = β(s). Because

m[s] never decreases, m[s] ≥ μ(s, s) thereafter.

Inductive Step: For the induction hypothesis, suppose that there exists a

time instance such that m[vk−1] ≥ μ(s, vk−1) thereafter. There is a control message

broadcasted from vk−1 to v whenever m[vk−1] is reassigned. Let t be the time instance
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immediately after v receives the control message broadcasted from vk−1 because of

m[vk−1] ← μ(s, vk−1). At time t, we have

m[v] = min{m[vk−1], β(vk−1) − ω(vk−1, v) − γ(vk−1), β(v) − γ(v)}. (4.5)

By the induction hypothesis, m[vk−1] ≥ μ(s, vk−1). Let p′ = 〈v0, v1, ..., vk−1〉. It is

clear that μ(s, vk−1) ≥ β̂(p′) because μ(s, vk−1) is no less than the residual energy

over any path from s to vk−1.

By replacing m[vk−1] with β̂(p′) in Equation (4.5), the following inequality

is derived:

m[v] ≥ min{β̂(p′), β(vk−1) − ω(vk−1, v) − γ(vk−1), β(v) − γ(v)}

= β̂(p).

Because p is a maximum-residual path from s to v, β̂(p) = μ(s, v). Therefore,

m[v] ≥ μ(s, v) since t.

Theorem 4.2 MRMA will terminate within some finite time. Let T be a multicast

tree derived by MRMA when it terminates, and TR be T by including only those

nodes in R and their ancestors. TR is a maximum-residual multicast tree.

Proof. In MRMA, a node v broadcasts control messages if and only if m[v] is

reassigned. The value of m[v] never changes once m[v] = μ(s, v) (based on Lemmas

4.1 and 4.2). It implies that MRMA terminates within some finite time.

We shall prove that the three properties of a maximum-residual multicast

tree hold for TR: (1) TR is a multicast tree rooted at s; (2) TR includes all of the

nodes in R; (3) β̂(TR) ≥ β̂(T ′), for any multicast tree T ′ from s to R. The first



4.2. A DISTRIBUTED OPTIMAL ALGORITHM FOR MAXIMUM-RESIDUAL
MULTICASTING 48

property follows directly from Theorem 4.1. The second property also holds, because

all of the nodes in R are in T (implied by Lemma 4.2) and are not excluded by TR.

It remains to show that β̂(TR) ≥ β̂(T ′).

The correctness of the third property is trivial when R = {φ}, i.e., T = s.

To prove it for the other cases, we shall show that there exists a node d ∈ R such

that β̂(TR) ≥ μ(s, d) ≥ β̂(T ′). Without loss of generality, suppose that x is a node

with the minimum residual energy in TR, i.e., β̂(TR) = β̂TR
(x). If x is a leaf, then x

itself is a node in R, and we choose x as d. Otherwise, the outgoing edge of x with

weight ω(x, y) = max{ω(x, v) | ∀ (x, v) ∈ TR} must be in a path from s to some

leaf nodes in R. We choose anyone of them as d. Let us say that the path from s to

the chosen node d in TR is p. Then, we have β̂TR
(x) = β̂p(x). Because x is in p, the

residual energy of x over p is certainly no less than the residual energy over p, i.e.,

β̂p(x) ≥ β̂(p). Based on Lemmas 4.1 and 4.2, we know that β̂(p) = m[d] = μ(s, d).

We can conclude that β̂(TR) ≥ μ(s, d).

On the other hand, we know that T ′ must contain a path p′ from s to the

chosen node d (because it includes all of the nodes in R). It implies that β̂(T ′) ≤

β̂(p′). Note that the residual energy over p′ is no larger than that over a maximum-

residual path from s to d, i.e., β̂(p′) ≤ μ(s, d). In other words, β̂(T ′) ≤ μ(s, d).

Theorem 4.3 A maximum-residual multicast tree TR is an optimal solution that

maximizes the minimum residual energy of all of the nodes in G.

Proof. Let us consider a node x with the minimum residual energy in G (after

the session of data packets is routed over TR). There are two cases: (1) If x /∈ TR,

the residual energy of x remains unchanged, and β̂TR
(x) = β(x). TR is an optimal
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solution because the minimum residual energy of nodes in G must be no larger than

β(x) by routing on any multicast tree. (2) If x ∈ TR, then there exists a node in

T ′ (also in G) whose residual energy is no larger than β̂TR
(x). Note that we have

proved that β̂(TR) ≥ β̂(T ′) for any multicast tree T ′ from s to R. Therefore, the

minimum residual energy of nodes in G can be maximized by routing over TR.

The proofs show that the route derived by MRMA is theoretically optimal.

In reality, the optimality of derived routes may not hold due to the collisions of

control messages or the movements of nodes. When mobility and collisions are taken

into consideration, the following theorem shows that every derived route remains

loop-free and, if no link breakage occurs, it converges toward an optimal solution, in

the sense that β̂(Tj) ≥ β̂(Ti) if tj ≥ ti, where Tj and Ti are the routes respectively

derived at tj and ti after all nodes are visited by control messages.

Theorem 4.4 Considering mobility and collisions, every derived route during MRMA

remains loop-free, and it converges toward a maximum-residual multicast tree if no

link breakage occurs.

Proof. In MRMA, the estimate of node v changes and its predecessor is reassigned

to node u if and only if m[v] < min{m[u], β(u) − ω(u, v) − γ(u), β(v) − γ(v)}. It

implies that the estimate of a node never becomes smaller than that of any of its

descendants, and that the predecessor relationship of nodes in a derived route forms

directed (simple) paths. Thus, loop freedom always holds for any derived route.

Let Tj and Ti be the routes derived at tj and ti, respectively, after all nodes

are visited by control messages. For any route T , we already proved in Theorem 4.3

that the residual energy over T is equal to the estimate of a node with the minimum

residual energy, i.e., β̂(T ) = min{m[u] | ∀u ∈ T}. Because the estimate of any node
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never decreases, if no link breakage occurs, the minimum residual energy over Tj is

no less than that over Ti.

4.3 A Maximum-Residual Multicast Protocol

In this section, we develop a power-aware multicast protocol which is adaptive to dy-

namic network topologies and resources for large-scale mobile ad hoc networks. The

Maximum-Residual Multicast Protocol (MRMP), a realization of routing algorithm

MRMA, is a pure source-initiated on-demand routing protocol which establishes

routes if and only if they are desired by sources. MRMP uses a broadcast route

discovery mechanism, as used in other on-demand routing protocols [38, 47, 64, 66],

with special designs to adapt to large-scale mobile ad hoc networks with energy-

energy considerations. In MRMP, a route is established by autonomous decisions of

intermediate nodes, instead of being determined by the source with global informa-

tion. Furthermore, no node regularly maintains routes to others. No periodic control

message exists for neighborhood and group management, and no control message is

initialized for route repairs. A route (once established) is considered valid within

some time interval (relative to the moving velocity) because it is determined on de-

mand based on the network status at the time being, rather than on any information

collected a priori.

Since MRMA is realized by MRMP, control messages and table entries of

MRMP directly correspond to their counterparts of MRMA. There are three major

stages in MRMP: Whenever a source needs a route, the source requests for a route

discovery within the network so that each node decides its predecessor, as shown in

Figure 4.2(a). The destination nodes and their ancestors then inform their predeces-
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(a) Route Discovery (b) Route Establishment

(c) Data Forwarding

Figure 4.2: The Maximum-Residual Multicast Protocol (MRMP)

sors of the proper power levels during route establishment, as illustrated by Figure

4.2(b). Figure 4.2(c) shows the forwarding of data packets by nodes at proper power

levels on the established route. In the following sections, we shall go into detailed

design issues.

4.3.1 Routing Tables

In MRMP, two tables are maintained at each node: The Group Table and the Route

Table. The Group Table is used to maintain the group information of the node,

where each source represents a group. A node becomes a destination of a group if

the corresponding source is added into its Group Table. Note that which groups a



4.3. A MAXIMUM-RESIDUAL MULTICAST PROTOCOL 52

node joins is maintained by each node itself autonomously. No control message is

needed to inform others of changes in its Group Table.

The Route Table is used to record the proper power level to transmit the

data packets of each session. This table consists of routing entries, where each entry

is associated with a session (i.e., the counterpart of an entry in MRMA). An entry

remains valid until it is removed because of the table space limitation. The fields of

an entry are as follows:

• Source ID (i.e., s)

• Session Number (i.e., S)

• Transmission Power

• Remaining Energy (i.e., β)

• Estimate (i.e., m)

• Predecessor (i.e., π)

• Adjust Ratio

• Membership Flag

• Entry Status

An entry is indexed by a unique pair of Source ID and Session Number, where an

example implementation of Source ID is the IP address of the source that origi-

nates this session, and Session Number can be a sequence number maintained in

the source to distinguish different sessions. Transmission Power records the proper

power level of the node to transmit the data packets of the associated session. Note

that Transmission Power is a replacement of the role of Next Hop in a traditional

route table, and it is set during the route establishment, as described later in Sec-

tion 4.3.3. Remaining Energy is set as the amount of the remaining energy of the

node when this entry is created (and it remains the same thereafter). Estimate,
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Predecessor, and Adjust Ratio, are used to keep track of a temporary decision

in route discovery and are subject to changes. Estimate and Predecessor are set

according to MRMA. Adjust Ratio indicates the ratio of the maximum transmis-

sion power of its current predecessor such that itself can receive data packets from

the predecessor successfully. The calculation of this ratio relies on some informa-

tion provided by the Physical (PHY) layer, and it will be discussed in Section 4.3.2.

Membership Flag indicates the relationship between the node and the session associ-

ated with this entry. This flag can be set as either IN GROUP (i.e., a destination of the

session), ON TREE (i.e., an intermediate node that helps to forward the session), or

NO RELATION (i.e., a node unrelated to the session). Entry Status denotes the cur-

rent stage of the entry: RTF DISCOVERY (i.e., route discovery), RTF ESTABLISHMENT

(i.e., route establishment), or RTF READY (i.e., data forwarding). Furthermore, each

entry is associated with two timers, referred to as dtimer and etimer. They are

used to trigger stage changes of the entry.

4.3.2 Route Discovery

A route-discovery procedure is invoked when a source has data packets to send. The

source creates an entry in its Route Table with Membership Flag and Entry Status

initialized as ON TREE and RTF DISCOVERY, respectively. The dtimer associated with

this entry is then activated. Route discovery begins with a broadcast of a request

message (REQ) from the source to all of its neighbors with its maximum transmission

power (this corresponds to Line 5 of MRMA). The data frame of an REQ contains
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the following fields:

〈 source ID, session number, packet size,

number of packets, remaining energy, estimate 〉

The pair of the first two fields is used to identify the REQs employed for a specific

session. packet size and number of packets respectively denote the number of

bits in a data packet and the number of packets in the session. The last two fields

are used to carry the values of the remaining energy and the estimate recorded in

the associated entry.

When a node v receives an REQ from a neighboring node u, a correspond-

ing entry is created in the Route Table of v if it does not exist (refer to Lines

7-10 of MRMA). Node v starts participating in the route discovery by setting

Membership Flag as NO RELATION and Entry Status as RTF DISCOVERY and ac-

tivating dtimer. The routing information is then extracted from the REQ to test

whether Estimate can be increased (see Line 11 of MRMA). If it can be increased,

Estimate, Predecessor, and Adjust Ratio are updated (refer to Lines 12-13 of

MRMA), and then the REQ is rebroadcasted to neighbors with the last two field

replaced by the Remaining Energy and the new Estimate of node v (see Line 14

of MRMA). This process is repeated until the dtimer expires.

One technical issue is on the determination of Estimate, which relies on the

energy consumed by u to receive the session, i.e., γ(u), and to transmit the session

to v, i.e., ω(u, v), and the energy consumed by v to receive the session, i.e., γ(v).

In order to derive the required energy amounts, a solution is to place additional

information (to inform v) in the PHY header of each REQ of u. When an REQ is

passed down to the Medium Access Control (MAC) layer, node u predicts the time
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that its transceiver will spend in transmit and receive modes according to its data

rate and the session size [26, 31], denoted by txtime and rxtime, respectively. When

the REQ is further passed down to the PHY layer, additional information is placed

in the PHY header regarding how much energy will be consumed by the transceiver

in transmission for txtime time if its maximum power level is adopted, and that in

reception for rxtime time, denoted by max tx consumption and rx consumption

respectively.

When node v receives the REQ from u, γ(u) is namely rx consumption.

In a similar way, γ(v) can be derived at node v based on the information carried

in the REQ and its own device characteristics. The derivation of ω(u, v) utilizes a

measurement Received Signal Strength Indication (RSSI) in wireless environments to

measure the received signal strength [31, 40]. Because the signal strength measured

at node v (denoted by Pr) is proportional to the transmission power adopted by

node u (denoted by Pt) [6], Adjust Ratio is thus set as
P ′

t

Pt
= Pmin

Pr
, where P ′

t and

Pmin denote respectively the proper power level that node u should adopt and the

receive sensitivity of node v (i.e., the faintest strength of signals receivable by v).

Moreover, the energy consumption is related to the adopted power level and can

be calculated according to an equation, such as ω(u, v) = (max tx consumption) ×

(Adjust Ratio).

4.3.3 Route Establishment

As the dtimer of an entry expires, the etimer is activated and the Entry Status is

set to RTF ESTABLISHMENT. For those REQs (devoted to this session) that arrive late

are simply discarded. Route establishment is to let each node (if needed) inform its

predecessor of the Adjust Ratio kept in its Route Table so that the predecessor will
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use a proper power level to transmit the session. Each destination or intermediate

node sends exactly one reply message (RPY) to inform its predecessor. After a

destination (/intermediate) node sends its RPY, it changes its Membership Flag to

IN GROUP (/ON TREE). The data frame of an RPY contains the following fields:

〈 source ID, session number, adjust ratio 〉

No hand-shaking mechanism is provided for multicasting or broadcasting

in the MAC layer. In order to prevent the only one RPY sent by a node from

collision, the destination field in the IP header of the RPY is set as the address

of the predecessor, rather than the broadcast address used in REQs. In this way,

each RPY is considered as a one-hop unicast packet by the MAC layer, and a hand-

shaking mechanism, such as RTS/CTS [45], can be used to reserve the medium for

the duration required to send the RPY, thus mitigating collision. Even if collision

occurs, the MAC layer will automatically retransmit the RPY to further improve the

probability of successful reception. During route establishment, a node may receive

multiple RPYs, and the maximum value of Adjust Ratio must be kept. When the

etimer expires, the field Transmission Power in the corresponding entry is set as

its maximum transmission power level multiplied by the kept Adjust Ratio.

One technical issue is on the existence of asymmetric links, e.g., the edge

between x and y in Figure 4.1, so that the RPY of a node can not be sent back

to its predecessor. The implementation of MRMA should be revised by considering

the support of some underlying layers, such as the Logical Link Control (LLC)

layer, which maintains the Address Resolution Protocol (ARP) table for mapping

IP addresses to MAC addresses [45]. The ARP table is taken as an example because

the table caches only the MAC addresses of those nodes reachable by one hop.
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Consider the following scenario as an example implementation: Let a node v receive

an REQ from a neighboring node u. The REQ is dropped as usual if u is not a better

choice (refer to MRMA); otherwise, v tries to resolve the address of u by looking

up its ARP table and broadcasting an ARP packet to its neighbors if necessary. If

the addresses is resolved, then v updates its predecessor to u; otherwise, the routing

entry remains unchanged because u may not be directly reachable by v.

4.3.4 Data Forwarding

When the etimer of an entry expires, the Entry Status is set as RTF READY and the

routing entry is considered active. When an entry of a source is active, the source

begins to transmit the data packets of the associated session using the Transmission

Power in the entry.

When a node receives a data packet of a session, the node checks up its

Route Table to determine the next action: (1) If no entry associated with this

session exists, the data packet is simply dropped. (2) If the associated entry is not

active yet, the data packet is queued, and its further action is delayed until the

entry becomes active. (3) If the associated entry is active already, the data packet is

transmitted with the corresponding Transmission Power. Note that forwarding is

not needed by this node if the Transmission Power is set as 0 (default value as the

entry created). (4) Furthermore, if the Membership Flag of the associated entry

is set as IN GROUP, then the data packet should be passed to the upper layer and

considered as being received by a destination.

One technical issue is on the receiving of multiple duplicates of a data packet

by a node. Such a phenomenon is referred to as overhearing in wireless communica-
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tion. Overhearing may result in extra energy consumption and has yielded a serial

of research. A typical approach is to turn the transceiver into sleep mode during

the required by other nodes to complete their communication [90]. The duration

is usually indicated in the Network Allocation Vector (NAV) of RTS/CTS frames

[31]. Nevertheless, RTS/CTS (in 802.11 MAC) is devoted to unicast only, neither

to multicast nor to broadcast [31]. To mitigate overhearing in multicast, a similar

concept is adopted in the network layer. A Announce to Send (ATS) control mes-

sage (with the duration indicated in its frame) is broadcasted immediately before

the to-be-sent data packets so that nodes can decide to receive the incoming data

packets or go into sleep mode. Note that the approach relies on the support of sleep

mode, and thus ATS is considered as an optional control message.

4.4 Performance Evaluation

The purpose of this section is to evaluate the applicability of MRMP in terms of

scalability and mobility with essential performance metrics adopted generally for

routing protocol evaluation.

4.4.1 Experimental Setups and Performance Metrics

We implemented MRMP over NS2 (version 2.31) [26], a network simulator pop-

ularly used in the evaluation of routing and multicast protocols, and conducted

extensive simulations. The main objective of the simulations is to demonstrate the

performance of MRMP in large-scale mobile ad hoc networks. NS2 provides only

omnidirectional antennae in its current version, and the real-world RF radiation may
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not behave so ideally with disk-shaped radiation patterns. We implemented a user-

configurable antenna module to evaluate the capability of MRMP with asymmetric

communication links (resulted from irregular radiation patterns). The experimental

results of MRMP with omnidirectional and irregular antennae are respectively de-

noted by MRMPO and MRMPI. We also conducted simulations on MAODV [66],

a multicast protocol that was intended for use in mobile ad hoc networks by the

IETF MANET Working Group [67]. The adopted MAODV implementation was

implemented by Thomas Kunz et al. [92]. Because MAODV only supports the

use of symmetric links [66], we did not evaluate it with irregular antennae. How-

ever, for fairer comparison purposes, we implemented a power adaptation module

in MAODV so as to use proper power for transmission. The experimental results of

MAODV with and without power adaptation are respectively denoted by MAODVF

and MAODVP. We refer interested readers to some performance studies of several

representative multicast protocols in [44, 48, 83].

The simulations were studied over networks with different numbers of nodes.

Nodes were randomly placed in a 500×500 m2 rectangular area and then kept mov-

ing freely within this area. The Random Walk Mobility Model [51] with various

maximum velocities was adopted for the mobility pattern, where the scenario gen-

erator of NS2 was used to generate topology scenarios. Each node in the study

was equipped with an 802.11 adaptor in the ad hoc mode, and its specifications is

listed in Table 4.1, referred to Intel� PRO/Wireless 2011 LAN PC Card [2]. Un-

listed specifications had the default values of NS2. Each node had a battery with a

capacity of 2160 joules (being able to be idle for 5 hours).

In this study, we measured the radiation pattern of an F-shaped antenna

(embedded in the Chipcon CC2420 RF transceiver [3]) by Ansoft HFSS [1], which is
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Specification Setting

Network Standard IEEE 802.11b

Antenna Type Omnidirectional or Irregular

Frequency 2.4GHz ISM Band

Data Rate 11Mbps

Media Access Control CSMA/CA

Propagation Model TwoRayGround

Max Transmission Power 18dBm

Receiver Sensitivity -62dBm

Average Communication Range (at Max Power) 100m

Average Carrier Sense Range (at Max Power) 120m

Transmitter Power Consumption 6.0 watt (= 0.5A × 12V)

Receiver Power Consumption 2.04 watt (= 0.17A × 12V)

Idle Power Consumption 0.12 watt (= 0.01A × 12V)

Table 4.1: A wireless adaptor specification

one of the most popular and powerful software used for antenna design/analysis. An

irregular radiation pattern is often represented as gain values of signals with angles

relative to directions (along that the signal radiates). Figure 4.3 shows the footprint

details of the antenna and the gain values of its radiation pattern. The sampled gain

values were stored in a table for quick look-up, and linear interpolation was used

to estimate those between the finite sampled values. NS2 assumes that nodes are

placed on the same xy-plane. The average and the standard deviation of the gain

values (after normalization) on the selected plane were 0.839 and 0.1, respectively.

The average communication range (at the maximum transmission power) was set

as 100m (for comparison with the omnidirectional case), and the maximum and

minimum communication distances (according to the gain values) were about 141m

and 76m, respectively.

For each topology scenario, the first 100 nodes were chosen as sources. All

of the nodes joined the only one multicast group at the beginning of the simulation

and remained as members throughout the whole simulation. This setup is because

it was simply impossible to run NS2 simulations of MAODV over networks of a

certain scale within a reasonable amount of time. Control messages for membership
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(a) Footprint details (b) The radiation pattern

Figure 4.3: An F-shaped antenna

maintenance in MAODV would lead to traffic flooding in the simulations when the

number of nodes or groups in the network was over some value. Because of the

single group setting, all of the remaining nodes were assigned as destinations of

each multicast. Each source originated a 1MB media stream with a data rate of

0.5 Mbps. Each media stream was composed of 500 UDP packets that were 2048

bytes in length. Each source was randomly selected in the 100 sources to multicast

a media stream per minute until there was one node that exhausted its energy. The

uniform distribution was adopted for the random source selection. Each topology

and traffic scenarios were generated for a 5-hour simulation. In order to evaluate

the protocol scalability with respect to the network size, simulations were conducted

over static networks of 100 to 1000 nodes. The maximum node velocity was varied

from 1m/s to 10m/s in networks of 100 nodes1 to evaluate the protocol applicability

to the node mobility. dtimer and etimer of MRMP were both set as (0.1×|V |) ms

so that there was sufficient time for a node to exchange (0.4 × |V |) REQs with its

neighbors or for (0.15×|V |) mutual-interfere nodes to send their RPYs sequentially.

ATS was disabled in the simulations because the current 802.11 module of NS2 does

1Running large-scale simulations in NS2 was very time-consuming. Simulating a network of 200
nodes (or more) that kept moving for 5 hours cannot terminate in some reasonable time.
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not support sleep mode. The parameter setting of MAODV was the same as that

in [92].

Four performance metrics were considered in routing protocol evaluation.

Beside the consideration of energy efficiency, three metrics were also adopted based

on popular routing metrics, as suggested by the IETF MANET Working Group [22]:

• Network Lifetime: measured by the average number of data packets (exclud-

ing duplicates) a node can transmit and receive before the first node exhausts

its energy. This demonstrates the effectiveness of a routing protocol (and its

routing metric) in the prolongation of network lifetime.

• Delivery Ratio: the ratio of the number of data packets successfully delivered

to the destinations to the number of data packets supposed to be received. It

shows the capability of a routing protocol to successfully deliver data packets

to destinations.

• Control Overhead: the average number of control bits transmitted per data

bit delivered. The control overhead includes not only the control messages in

the network layer but also those in the MAC layer. This measures the bit

efficiency of a routing protocol in expending control overhead to delivery data.

• Propagation Delay: the average time delay required for a data packet to

be propagated from the source to a destination, including the route discovery

period. It presents the efficiency of a protocol in data routing.
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Figure 4.4: Network Lifetime

4.4.2 Experimental Results

Figure 4.4 shows the network lifetime with respect to the network size and node

mobility. As shown in Figure 4.4(a), the network lifetime decreases as the num-

ber of nodes increases, which might violate the intuition that dense networks might

have more alternative routing paths such that more energy-efficient routes can be

found by MRMP to prolong the network lifetime. Such a phenomenon is due to the

overhearing problem. As mentioned early, the current 802.11 module of NS2 does

not support the sleep mode. This result also shows the strong motivation in en-

ergy conservation research in the MAC layer. In the simulations, MAODV receives

more duplicated data packets, because every node uses much larger transmission

power and more nodes lie in its communication range as the node density increases.

MAODV with power adaptation indeed saves some unnecessary energy, but its rout-

ing metric still encourages it to use large power for transmission. The results show

that MRMPO outperforms MAODVF and MAODVP in terms of network lifetime by

2 to 9 times, as the network size increases from 100 to 1000 nodes, where the over-

hearing problem exists. The performance difference between MRMPO and MRMPI

is within a small margin. We observed that the shapes of radiation patterns have

no significant impact on the performance of MRMP, when most of the RPYs of
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nodes can be delivered to their predecessors successfully. However, some extreme

radiation patterns (e.g., those of highly-directional antennae) would result in unac-

ceptable performance and might be unsuitable for multicasting. Note that MRMP

is very effective in the prolonging of the network lifetime, even with the overhearing

problem. It is because MRMP attempts to route data packets so that the energy

consumption is balanced among the nodes in proportion to their remaining energy.

Furthermore, as we can see in Figure 4.4(b), the velocity of a node has no

significant impacts on the network lifetime. The main reason behind the observation

is that mobility does not affect the number of packets which the given battery capac-

ity can afford for a node to receive. However, MAODV may react to link breakages

by initiating control messages (and thus consuming extra energy) for route repairs,

so the network lifetime slightly decreases as the velocity increases. Route repairs

occur more frequently in MAODVP because of its smaller communication ranges,

compared with MAODVF. In addition, we have to point out that the network life-

time dramatically decreases as the velocity increased from 0m/s to 1m/s, compared

with the results in Figure 4.4(a). This is mainly resulted from the fact that nodes

may leave the communication ranges during data transmissions (because commu-

nication ranges is fixed once the multicast tree was constructed), and thus fewer

nodes apportion the energy consumed for the transmissions. Besides, nodes might

receive more duplicated packets and thus consume more energy once they run into

the communication ranges of other nodes. Figure 4.4(b) shows that MRMPO is over

2.6 times more effective than MAODVF and MAODVP in the prolongation of the

network lifetime when the maximum velocity is over 1m/s.

Figure 4.5 shows the impacts of the network size and node mobility on the

delivery ratio. As shown in Figure 4.5(a), MRMP scales very well with respect to
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Figure 4.5: Delivery Ratio

the data delivery. The delivery ratio is roughly 96%. Unlike MRMP, MAODV is

very sensitive to the network size. The delivery ratio drops abruptly around from

47% to 8% as the number of nodes increases from 100 to 1000 because of a high

collision probability. Note that MAODVF always and MAODVP probably use the

maximum power levels for data transmission, which causes heavy potential collisions.

Another reason is that packets are dropped once buffer overflow occurs. It is usually

harder for a node to occupy the medium when more nodes are competing for the

medium (within the communication ranges of each other). We also observed that

periodical messages used in MAODV for neighbor and group maintenance result

in serious collisions. This also supports the disuse of periodical control messages

in routing protocols for large-scale networks. In Figure 4.5(b), the delivery ratios

slightly decrease as the velocity increases. It is because nodes are more likely to

outrun communication ranges. This is also the reason why MAODVP is inferior to

MAODVF in terms of data delivery. We have to point out that the delivery ratio

of MRMP decreases significantly to 71%, compared with the counterpart in Figure

4.5(a). It is because MRMP uses the exact power for data transmission, and it could

result in the outrunning problem. We observed that the delivery ratio can be much

increased by increasing the transmission power of each node slightly. However, how

much power to increase is, in fact, related to the moving pattern of the application
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scenario, and further study on moving patterns could be a good research topic.
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Figure 4.6: Control Overhead

Figure 4.6 shows that MRMP is very efficient in terms of control overhead

in data delivery, unrelated to the network size or the node mobility. It is because

MRMP does not depend on any periodical control messages for neighbor or group

maintenance. Control messages are employed only if a route is desired to send data

packets. The control overhead of MRMP is less than 0.08% of the entire traffic,

as shown in Figure 4.6(a) and 4.6(b). In Figure 4.6(a), the control overheads of

both MAODVF and MAODVP are much heavier than that of MRMPO, and they

increases substantially in general, as the number of nodes increases. Nodes might

produce more control messages in a dense network than in a sparse network. The

main reason for such high overheads is, nevertheless, the low delivery ratios shown

in Figure 4.5(a), and the control overhead can be up to 7.6%. Because of a similar

reason, the control overheads of MAODVF and MAODVP in Figure 4.6(b) increase

as the delivery ratios decrease. Moreover, MAODVP has higher control overhead

than MAODVF because of its lower delivery ratio and more vulnerable links.

Figure 4.7 shows that MRMPO is over 4 times more efficient than MAODVF

and MAODVP in data routing. This result might be contrary to the intuition that

MAODV ought to be more efficient than MRMP because MAODV attempts to min-
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Figure 4.7: Propagation Delay

imize the number of hops. The reason for the phenomenon is that carrier sensing

is done by a node to compete with its neighbors on the medium usage before the

beginning of a transmission. A large communication range implies a potentially

large number of competitors in the network. Furthermore, control messages are

usually treated as high priority packets and inserted in the beginning of the pri-

ority queue. As a result, periodic message broadcasting for neighbor maintenance

in MAODV could greatly delay the data propagation. Moreover, the propagation

delay of MAODV seems not increasing with the node density so much as expected,

as shown in Figure 4.7(a). It might be due to the fact that older packets are dropped

because of buffer overflow and not taken into consideration in the performance mea-

surement. Thus, propagation delay will not increase unlimitedly as node density

increases. In Figure 4.7(a), the average time required by MRMP (/MAODV) to

deliver a packet to a destination is about 15ms (/66ms). Figure 4.7(b) shows that

the propagation delay tends to decrease as the velocity increases. This is because a

node is more likely to outrun the communication range at a higher velocity, and it

might result in routing tree breakages. The breakages may make nodes that are far

away from the source difficult to receive the data packets. The average time in data

propagation is consequently under estimated. This is also the reason why MAODVP

is superior to MAODVF. The propagation delay of MRMP decreases not so much
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because of its high delivery ratio. In Figure 4.7(b), the average propagation delays

of MRMPO, MAODVF, and MAODVP are about 9ms, 41ms, and 33ms, respectively.

4.5 Summary

This chapter proposes a power-aware routing protocol, namely the Maximum-Residual

Multicast Protocol (MRMP), in the maximization of the minimum residual energy of

nodes in large-scale mobile ad hoc networks. MRMP is a source-initiated on-demand

multicast protocol, where no periodic control message is needed in the information

collection of the network topology and remaining energy. Each multicast tree for

a multicast is derived based on the autonomous decision of each individual inter-

mediate node and is proved to be theoretically optimal. MRMP has demonstrated

itself being effective and efficient in power-aware routing over NS2 based on pa-

rameter setting of Intel� wireless devices [2] and performance metrics concerned by

the IETF MANET Working Group [22]. The proposed distributed methodology is

also applicable to various related optimization problems (such as the minimization

of the total energy consumption of any path from a source to a destination) and

provides useful insights when network resources (such as bandwidth) might change

over time.



Chapter 5

Bus-Layer Minimization

This chapter explores real-time task scheduling with chain-based precedence con-

straints in embedded systems with multi-layer buses1. The objective is to minimize

the total cost contributed by the needed bus layers without any violation of timing

constraints. The contributions of this work start with fundamental but negative re-

sults on the NP-hardness of the target problem and its inapproximability ratio. To

be more specific, we show that, unless P = NP, it is not possible to have any approx-

imation algorithm with an approximation ratio better than 1.5. A polynomial-time

optimal algorithm, based on dynamic programming, is then proposed for a restricted

case, when tasks only have unit execution times, and any communication delay is

of one time unit. The algorithm is later extended as a pseudo-polynomial-time

algorithm for general cases when tasks have arbitrary execution times, communica-

tion delay can be of any time units, any selected task and/or communication can

be preemptive/non-preemptive, and other timing cosntaints/objective functions are

considered. The proposed algorithm was evaluated against a list-scheduling algo-

1Note that there do exist many applications with chain-based precedence constraints such as
JPEG and MPEG decoding [3, 4].

69
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rithm [75], over an AMBA-based system topology [53] with task generated by TGFF

[80], to provide better insights to this work.

The rest of this chapter is organized as follows: Section 5.1 describes the

system model under consideration and defines the problem. In Section 5.2, funda-

mental but negative results of this problem are first presented. Optimal algorithms

with restricted and general cases are then presented in Sections 5.3 and 5.4. Simu-

lation results and analysis are reported in Section 5.5. Section 5.6 is the conclusion.

5.1 System Model and Problem Formulation

5.1.1 System Model

A multi-layer bus system consists of heterogeneous processing elements that com-

municate with one another via multi-layer buses (or traditional buses), such as those

based on the Advanced Micro-controller Bus Architecture (AMBA) [53]. Each bus

has one or more layers, and each bus layer (similar to a traditional bus) is capable

of data communication. Multiple buses of such a system are connected by one or

more bridges (or switches), as shown in Figure 5.1. For the simplicity of presen-

tation, this work focuses its discussions on multi-layer bus systems in which every

processing element, except the shared memory and bridges, is a processor. However,

the to-be-proposed methodology could be applied to systems with any processing

elements that require bused interconnection. Multiprogramming is supported on

every processor, where tasks could be pending for execution. Each processor has

multiple half-duplex ports, and each of the ports is connected with a bus layer. A

processor is allowed to launch one transaction onto a bus layer (or receive one from
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a bus layer) at a time. A shared memory unit consists of multiple interleaved banks,

and each of them is connected to a bus layer to allow for simultaneous accesses. A

bridge is a crossbar that supports simultaneous data exchanges among buses.
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Figure 5.1: The multi-layer bus architecture

An application program consists of multiple tasks running on different pro-

cessors. There is a precedence constraint between tasks, and their precedence rela-

tionship form a precedence graph. Nodes and edges denote tasks and their precedence

relationship, respectively. Tasks running on processors are referred to as processor

tasks. Tasks running on a shared memory unit denote memory access activities and

are referred to as memory tasks. When a transaction is crossing a bridge, it is as-

sumed to have a corresponding task running on the bridge, referred to as a bridge

task. If two tasks run on two different processors (or brighes/memory), and there is

an edge between them, then the edge denotes a transaction. There is a communica-

tion delay for a transaction. If the two tasks run on the same processors, then the

edge between them denote a null transaction, i.e., a transaction without any delay.

Tasks are associated with deadlines (that could be ∞). In this dissertation, we are

interested in precedence graphs with a constant number of chains (referred to as

precedence chains), as shown in Figure 5.1. We first assume that all of the tasks and
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transactions are preemptive in scheduling to derive the basic results, and we shall

show how to extend the results for non-preemptive scheduling (Section 5.4.2).

5.1.2 Problem Definition

In this chapter, we are interested in the minimization of the needed bus layers of

a given multi-layer bus system and the satisfaction of its deadline and precedence

constraints. The system model under consideration can be formulated as follows:

An application program is represented by a directed graph G, in which

each node u and edge (u, v) of G denote a task and a transaction between their

corresponding nodes u and v, respectively. A system topology is represented by a

hypergraph H , where a node x denotes a processor/memory/bridge, and a hyper-

edge (x1, x2, ..., xk) denotes the bus connecting the k nodes2. Every task u ∈ G

is pre-allocated to a processor/memory/bridge x ∈ H by a function ρ(u), and u is

associated with two non-negative integers e(u) and d(u) to denote its execution time

and deadline, respectively. Note that the execution time of a memory (or bridge)

task represents the time required for the corresponding memory access (or bridge

crossing). A transaction (u, v) is a null transaction if ρ(u) = ρ(v); otherwise, it is a

transaction with a non-negative delay f(u, v). The corresponding bus is denoted as

β(u, v).

A schedule is a mapping of the tasks and transactions of an application

program onto a given system topology. A schedule is valid if the following four

conditions are true: (1) No two processor tasks run on the same processor in the

same time unit, (2) the number of transactions being active on the same bus in the

2A hypergraph is a generalization of a graph, where an edge can be incident on more than two
nodes [32].
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same time unit is no more than its available layers, (3) no task or transaction could

run unless all of its preceding tasks/transactions finish, and (4) a bridge task and its

two (adjacent) transactions must run one after another without any interruption.

The first two conditions are to reflect the constraints in physical resource usage of

processors and buses. The third one is the enforcement of the given precedence

constraints. The fourth one reflects the physical constraints of bridges. Note that

there is no condition regarding memory tasks. A valid schedule is feasible if the

maximum tardiness of tasks is bounded by a given threshold Tmax. The tardiness of

a task u in a schedule S is the amount of time that its completion time exceeds its

deadline: That is max
∀u∈G

{max(0, S(u)+e(u)−d(u))}, where S(u) denotes the starting

time of task u in schedule S.

The Tardiness-Bounded Layer Minimization Problem

Instance: Consider a precedence graph G with a constant number of chains to be

scheduled on a given system topology H . Each task u ∈ G is associated with an

execution time e(u) and a deadline d(u), and it is pre-assigned to a node of H by a

function ρ. Each transaction (u, v) ∈ G is associated with a delay f(u, v) and a bus

β(u, v) (if it is applicable). Let each layer of a bus b in H require a positive cost

ω(b) and Tmax be a given tardiness threshold.

Objective: The objective is to find a feasible schedule S with max
∀u∈G

{max(0, S(u) +

e(u) − d(u))} ≤ Tmax such that
∑

∀ b∈H

ω(b) × |b| is minimized.
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5.2 A (1.5 − ε)-Inapproximability Result

Before solutions to the tardiness-bounded layer minimization problem are presented,

we shall show some important properties of the problem, namely its NP-hardness

and inapproximability ratio. We first prove the NP-hardness of the problem by a

reduction from the decision version of the three-chain two-processor problem, which

is known to be NP-complete [82], and then show by a gap-reduction that this

problem cannot be approximated in polynomial time with a ratio better than 1.5,

unless P = NP.
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(a) The three-chain two-processor problem
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Figure 5.2: A reduction example

Lemma 5.1 The tardiness-bounded layer minimization problem is NP-hard.

Proof. The input instance of the three-chain two-processor problem has three

precedence chains G′ to be scheduled on two identical processors, where any task

u ∈ G′ can run on any one of the processors for e′(u) time, provided the precedence

order is satisfied. Note that the communication delay between the two processors

is ignored in the problem. The problem output is YES if and only if there exists a
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schedule for G′ with the makespan (i.e., the completion time) no more than a given

threshold tmax.

Given an instance 〈G′, e′, tmax〉 of the three-chain two-processor problem, as

shown in Figure 5.2, we shall show how to construct, in polynomial time, an instance

〈G, H, ρ, β, e, d, f, ω, Tmax=0〉 of the tardiness-bounded layer minimization problem

such that G′ has an in-time schedule if and only if G has a zero-tardiness schedule

on a system topology with the cost no more than 2ω. The construction procedure

is as follows: For every chain c′ = (v1 → v2 → ... → vk) of G′, a corresponding

chain c = (u0 → u1 → ... → uk) of G is created. The corresponding parameters

of c are set based on those of c′. The execution time and deadline of every task

are set as 0 and tmax, respectively, i.e., e(ui) = 0 and d(ui) = tmax, ∀ ui ∈ c. The

communication delay of a transaction (ui−1, ui) is set as the execution time of task

vi, i.e., f(ui−1, ui) = e′(vi), ∀ (ui−1, ui) ∈ c. Let H be a system topology that

consists of two processors p0 and p1 connected by a multi-layer bus b, where each

layer costs ω. The tasks of c are assigned to the two processors in an alternative

way, i.e., ρ(ui) = p(i%2), ∀ ui ∈ c. Since two consecutive tasks of a chain are

assigned to different processors, all the transactions must be done over the bus b,

i.e, β(ui−1, ui) = b, ∀ (ui−1, ui) ∈ c.

To complete the proof, we shall show that a zero-tardiness schedule S on

H with cost ≤ 2ω can be used to derive an in-time schedule S ′ to G′ in polynomial

time, and vice versa. Because each task of G has zero execution time, and every

transaction (ui−1, ui) corresponds to a task vi of G′, the assignment of (ui−1, ui) on

a bus layer in S implies that the corresponding task vi is assigned to run on the

corresponding processor with the same amount of time in S ′. If all of the tasks in

S can finish their executions no later than tmax on H with cost ≤ 2ω, then there
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exists one corresponding schedule S ′ with the makespan no more than tmax. With

similar argument, the other direction can be shown. Since the three-chain two-

processor problem is NP-complete, we conclude that the tardiness-bounded layer

minimization problem is NP-hard.

Theorem 5.1 The tardiness-bounded layer minimization problem has no (1.5− ε)-

approximation algorithm, for any ε > 0, unless P = NP.

Proof. We prove this theorem by contradiction. Suppose that there exists a

polynomial-time α-approximation algorithm A for the tardiness-bounded layer min-

imization problem, for some ratio α < 1.5. We shall then show how to use the

hypothetical algorithm A to solve the three-chain two-processor problem. We have

proved in Lemma 5.1 that G′ has an in-time schedule S ′ if and only if G has a zero-

tardiness schedule S on H with cost ≤ 2ω. If G′ has an in-time schedule, then A

will output a zero-tardiness schedule for G on H with cost ≤ α×2ω, because A is an

approximation algorithm with a ratio α. Otherwise, A will output a zero-tardiness

schedule with more than two layers or fail to output a zero-tardiness schedule, de-

pending on whether any solution exists or not. In that case, the cost is at least

3ω. It implies that A can be used to decide whether G′ has an in-time schedule if

α × 2ω < 3ω, i.e., α < 1.5. Hence, unless P = NP, the tardiness-bounded layer

minimization problem has no (1.5 − ε)-approximation algorithm, for any ε > 0.
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5.3 A Dynamic-Programming Approach

5.3.1 A Basic Algorithm

In this section, we first propose a dynamic-programming algorithm for a restricted

case of the tardiness-bounded layer minimization problem: Let each task be of one

unit execution time (called a unit task), and every transaction be associated with

one unit of communication delay (called a unit transaction). We assume that there

is only one multi-layer bus (but may be multiple traditional buses, considered as

single-layer buses) in the system. We will later extend the result to general cases in

the following sections. Before we proceed with further discussion, some terminology

is defined first:

Consider a precedence graph G of multiple precedence chains to be sched-

uled on a given system topology H . A partial chain of a precedence chain is one by

removing all of the preceding and succeeding edges/nodes of some specified nodes

or edges. Note that a partial chain may end and/or start with an edge. A chain

of no edge and node, i.e., a null chain, is a partial chain of any precedence chain,

and a precedence chain is a partial chain of itself. A partial graph consists of partial

chains. A partial graph Gp is called a prefix of G if all of the preceding nodes/edges

of a node u in G are also in Gp, when u is in Gp. For Gp, there is one unique

suffix Gs of G such that G = Gp ∪ Gs (i.e., a prefix and its suffix are comple-

mentary graphs). A task or transaction is available with respect to Gp if it can

be executed right after all of the tasks/transactions in Gp are done. Let Û denote

the maximum set of the tasks/transactions that are available with respect to Gp.

An example Û = {(u1, u2), v2} of a prefix Gp is shown in Figure 5.3. A set U of

tasks/transactions available with respect to Gp is referred to as valid with respect to
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Gp if they can be scheduled at the same time without violating the four conditions

(defined in Section 5.1.2). Let λ(U) denote the number of unit transactions of U

that need to be transferred via the bus b, i.e.,
∑

∀(u,v)∈U

{1 | β(u, v) = b & f(u, v) = 1}.

Let A(Gp) denote the set of all the possible sets U valid with respect to Gp. In the

example of Figure 5.3, A(Gp) = {{v2}, {v2, (u1, u2)}}.

Gp

Gs

p1

p3

p2

u1

u2

r

v1

r q1

p1 p2

q1

v2

Figure 5.3: An illustration of terminology

The to-be-proposed algorithm is based on dynamic programming, as fol-

lows: Let L(t, Gs) be the minimum number of layers needed by a suffix Gs of a

given precedence graph G from time t, where the corresponding prefix Gp is already

scheduled.

L(t, Gs) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

0, if Gs = φ;

∞, else if A(Gp) = φ or max
∀ u∈Û

{t + e(u) − d(u)} > Tmax;

min
∀ U∈A(Gp)

max(L(t + 1, Gs − U), λ(U)), otherwise.

The objective is to derive L(0, G), i.e., the minimum number of layers needed to

schedule G from t = 0. L(t, φ) is equal to 0 for any t ≥ 0 because the scheduling

of the null graph does not need any layer. Given a suffix Gs, let Gp denote its

complementary prefix, and U be any set in A(Gp). When A(Gp) = φ, there is no
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set valid with respective to Gp and thus exists no valid schedule. The number of

needed layers is set as ∞. Moreover, if there exists a task u ∈ Û that fails to meet

the tardiness bound Tmax at time t, i.e., t + e(u)− d(u) > Tmax, then the number of

needed layers is also set as ∞. Otherwise, the number of layers needed to schedule

U at t depends on the number of transactions that need to be transferred via bus

b, i.e., λ(U). If U is scheduled at t, then the rest of Gs, i.e., (Gs − U), has to be

scheduled from t + 1. As a result, the number of layers needed to schedule Gs from

t (with the scheduling of U at t) is the maximum of L(t + 1, Gs −U) and λ(U). By

considering all of the possible sets valid with respect to Gp, the best is selected as

L(t, Gs).

Algorithm 3

Input: A precedence graph G, a system topology H , and a tardiness threshold Tmax

Output: The minimum number of layers for a feasible schedule of G on H
1: for all 0 ≤ t, i1, ..., iC ≤ n do
2: M [t, i1, ..., iC ] ← −1
3: return L(0, G)

Procedure L(t, Gs)
1: if M [t, i1, ..., iC ] ≥ 0 then
2: return M [t, i1, ..., iC ]
3: if Gs = φ then
4: M [t, i1, ..., iC ] ← 0
5: else if A(Gp) = φ or max

u∈Û

{t + e(u) − d(u)} > Tmax then

6: M [t, i1, ..., iC ] ← ∞
7: else
8: M [t, i1, ..., iC ] ← ∞
9: for all U ∈ A(Gp) do

10: z ← max(L(t + 1, Gs − U), λ(U))
11: if z < M [t, i1, ..., iC ] then
12: M [t, i1, ..., iC ] ← z
13: return M [t, i1, ..., iC ]

Let C and n be the numbers of precedence chains and tasks/transactions,

respectively. Algorithm 3, which implements the dynamic-programming formula

in terms of recursion, maintains an entry in a (C + 1)-dimensional table M for
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the solution to each subproblem. Let the solution of L(t, Gs) be stored in entry

M [t, i1, i2, ..., iC ], where ij is the number of tasks/transactions of the jth partial chain

of Gp = G − Gs. Note that each dimension needs at most (n + 1) different index

values because 0 ≤ t, i1, i2, ..., iC ≤ n. Each table entry is initialized as −1 to indicate

that the corresponding subproblem has not yet been solved. Whenever Procedure

L(t, Gs) is invoked, the procedure simply returns the previously derived solution in

the corresponding entry if the entry has been updated. Otherwise, the solution to

the subproblem is derived based on the presented dynamic-programming formula

and returned. On the other hand, once the entire table is derived, a corresponding

feasible schedule S can be constructed by tracing the table according to the dynamic-

programming formula: We begin with the table entry that corresponds to L(0, G)

and schedule, at time 0, a set U0 ∈ A(φ) that minimizes the solution stored in

the table entry. We then compute the sets to be scheduled at the successive times

recursively. In other words, we schedule, at time t, a set Ut ∈ A(∪t−1
i=0Ui) that

minimizes the solution in the table entry for L(t, G − ∪t−1
i=0Ui). Because we have at

most n sets to determine, and each of them takes constant time O(1) in making

a decision (refer to the following time complexity analysis), the construction of a

schedule S based on M can be done in O(n) time.

5.3.2 Properties

For the rest of this section, we shall analyze the time complexity of Algorithm 3 and

prove its optimality in scheduling unit tasks and unit transactions on any system

topology with only one multi-layer bus.
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Lemma 5.2 The time complexity of Algorithm 3 is O(nC+1), where C is the num-

ber of chains of a given precedence graph.

Proof. The time complexity of the implementation depends on the number of table

entries and the time required to derive the solution to a subproblem. Since each

dimension of the (C +1)-dimensional table contains n+1 possible index values, the

table has O(nC+1) entries. Each entry is initialized and stored with the solution

to the corresponding subproblem only once (if it happens). The derivation to the

solution of each subproblem refers to all of the entries that corresponds to the sets

in A(Gp). Since each set U ∈ A(Gp) contains at most C tasks/transactions, A(Gp)

contains at most 2C possible sets, i.e., |A(Gp)| ≤ 2C . The verification of the validity

of a set with respect to Gp (i.e., in A(Gp) or not) takes O(C) time. For a set

U ∈ A(Gp), counting the number of transactions via bus b, i.e., λ(U), takes O(C)

time as well. Moreover, it takes O(C) time to verify whether the scheduling of any

task in Û at t fails to meet the tardiness threshold. Thus, the solution derivation of

any subproblem takes O(C + C × 2C) = O(1) time. In summary, table M can be

constructed in O(nC+1) time.

Theorem 5.2 Algorithm 3 solves the tardiness-bounded layer minimization prob-

lem, when there is only one multi-layer bus, and every task/transaction is of unit

execution/communication time.

Proof. This theorem follows directly from the correctness of the dynamic-programming

formula: L(t, Gs). The correctness of the formula is proved by an induction on the

number of tasks/transactions in Gs.
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As the induction basis, the null graph does not require any bus layer re-

gardless of when it is scheduled. Thus, L(t, φ) = 0, for any t ≥ 0. For the induction

hypothesis, suppose that the formula is always correct for a suffix with at most (n−1)

tasks/transactions. We shall show that, for any suffix Gs with n tasks/transactions,

the formula is also correct. For any suffix Gs to be scheduled from some time t,

let Gp be its complementary prefix, and Û be the set of all the tasks/transactions

available with respect to Gp. If A(Gp) = φ or max
u∈Û

{t + e(u) − d(u)} > Tmax, then

there is no feasible schedule with Gs scheduled from t. Thus, the number of layers

needed is considered as ∞. Otherwise, let U be any set in A(Gp). Since U is valid

with respect to Gp, its tasks/transactions can be scheduled at the same time, and

the number of layers needed depends on the transactions that are via the multi-layer

bus b. All the tasks/transactions of U must finish by time t + 1 (because they are

of unit times), so the rest of Gs, i.e., (Gs − U), can be scheduled from t + 1. Since

(Gs − U) contains at most n − 1 tasks/transactions, by the induction hypothesis,

L(t+1, Gs−U) is the minimum number of layers for scheduling (Gs−U) from t+1.

Therefore, the minimum number of layers needed with U scheduled at time t is the

maximum one of the two numbers. Since A(Gp) contains all of the sets U valid with

respect to Gp, we have L(t, Gs) = min
U∈A(Gp)

max(L(t + 1, Gs − U), λ(U)).

5.4 Extension of the Basic Algorithm

5.4.1 Arbitrary Execution and Communication Time

This section is meant to extend Algorithm 3 to derive an optimal solution to any in-

stance of the tardiness-bounded layer minimization problem, where tasks/transactions

may have arbitrary execution/communication time. We will further extend the re-
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sults of this section to the problem with more than one multi-layer buses in a later

section. Note that the tardiness-bounded layer minimization problem is shown to

be NP-hard. The extended version of Algorithm 3 is a pseudo-polynomial time

algorithm. We shall show that the time complexity of the algorithm is a polynomial

time function of the total execution time and communication delay.

Gp

Gs
p2p1

p4

unit task

unit transaction

null task

null transaction

unit group

null group

p3

q1

q2

q1

p2
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v2

v3

w1

w2

w3

Figure 5.4: Splitting and grouping of a given precedence graph

An extended version of Algorithm 3 runs as follows: Given a precedence

graph of n tasks/transactions, we first need to transform the graph into a prece-

dence graph such that every task/transaction has an execution/communication time

no more than one. Every task that has the execution time e(u) is split into e(u) unit

tasks, and the deadline of the ith unit task is set as d(u) − e(u) + i, ∀ 1 ≤ i ≤ e(u).

Every transaction (u, v) of the communication delay f(u, v) is split into f(u, v) unit

transactions. We then insert null tasks/transactions into split transactions/tasks so

that tasks are separated by transactions in the resulted precedence graph. Because of

the existence of null tasks/transactions (either innate or inserted), a sequence of null

tasks and/or transactions may be available, at the same time, with their succeeding

unit task or transaction respect to some prefix because null tasks and transactions

could be done “simultaneously” and in no time (such as null tasks/transactions u1,
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(u1, u2), u2, and (u2, u3), and their succeeding unit task u3 in Figure 5.4). Moreover,

because a bridge task and its proceeding and succeeding transactions must run with-

out any interruption (i.e., Condition 4 in Section 5.1.2), a unit task/transaction may

have to run with its preceding null tasks/transactions consecutively (and without

any interruption) in the same time unit (such as null tasks/transactions (v1, v2), v2,

and (v2, v3), and the unit bridge task v3 in Figure 5.4). Let a unit task/transaction

and the longest sequence of null tasks/transactions that must run consecutively

with the task/transaction in the same time unit be referred to as a unit group. Each

sequence of null tasks/transactions between unit groups (if exists) is called a null

group, and the time required to run a null group and a unit group are 0 and 1,

respectively. The deadline of every group is set as the minimum deadlines of its

tasks (or ∞ if no task is included). The number of layers needed by each group

is set as either 0 or 1, depending on whether it includes a unit transaction that

need to be transferred via bus b. Let A∗(Gp) be the maximum subset of A(Gp),

where every set U∗ ∈ A∗(Gp) consists of some null and/or unit groups. To be more

specific, if a task or transaction of some group is in U∗ ∈ A∗(Gp), then any other

task or transaction of the group must also be in U∗. The extended algorithm is

Algorithm 3 in which A(Gp) is replaced with A∗(Gp), and a group is considered as

a task/transaction during the execution of the algorithm.

Lemma 5.3 The time complexity of the extended algorithm is O(�C+1), where � is

the total execution time and communication delay of the n tasks/transactions of a

given precedence graph.

Proof. We can assume that n ≤ �; otherwise, the case is polynomial-time solvable.

We shall show that the algorithm can be implemented in O(�C+1) time. First, it takes
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O(�) time to split and group a given precedence graph into O(�) null and unit groups.

The time complexity of the extended algorithm depends on the number of table

entries and the time required to derive a subproblem solution. Since each dimension

of the table has O(�) index values, there are O(�C+1) table entries. It remains to

show that a subproblem L(t, Gs) can be solved in O(1) time. A set U∗ ∈ A∗(Gp)

can contain at most two groups of each precedence chain. It implies that there

are at most 3C possible combinations, i.e., |A∗(Gp)| ≤ 3C . Thus, the computation

of a subproblem refers to at most 3C entries, each of which corresponds to a set

U∗ ∈ A∗(Gp). Because a set U∗ contains at most 2C groups, the corresponding

verification of U∗ ∈ A∗(Gp) and the counting for λ(U∗) can both be done in O(C)

time. Moreover, it takes O(C) time to verify whether the scheduling of any group

in Û at t fails to meet the tardiness threshold. Thus, the derivation of a subproblem

solution takes O(C + C × 3C) = O(1) time, where C is the number of chains and a

constant.

Theorem 5.3 The extended algorithm solves the tardiness-bounded layer minimiza-

tion problem with one multi-layer bus.

Proof. This theorem can be proved by a mathematical induction in a way similar

to the proof of Theorem 5.2 , if all of the sets i.e., ∀ U ∈ A(Gp), are considered

during the algorithm execution. We shall show that the consideration of the subset

A∗(Gp) ⊆ A(Gp) is sufficient for the derivation of an optimal solution. That is, for

any set U ∈ A(Gp), there exists a set U∗ ∈ A∗(Gp) such that max(L(t + 1, Gs −

U∗), λ(U∗)) ≤ max(L(t + 1, Gs − U), λ(U)).

For any set U ∈ A(Gp), let us pick a set U∗ ∈ A∗(Gp) such that U∗ is not

only a superset of U but also contains the same unit tasks/transactions as U does.
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Note that such a set U∗ must exist, because every task/transaction of U must be

in some group, and A∗(Gp) contains all possible combinations of groups (available

with respect to Gp). Since U∗ is a superset of U , the layers required to schedule

(Gs − U∗) from some time t + 1 is clearly no more than that required to schedule

(Gs−U), i.e., L(t+1, Gs−U∗) ≤ L(t+1, Gs −U). Moreover, U∗ contains the same

unit tasks/transactions as U does. It implies that the layers required to schedule all

of the tasks/transactions of U∗ at time t equals to that required to schedule all of

the tasks/transactions of U , i.e., λ(U∗) = λ(U).

5.4.2 Multiple Multi-Layer Buses and Non-Preemptive

Tasks/Transactions

The purpose of this section is to further extend the algorithm presented in Section

5.4.1 to cases with a constant number of multi-layer buses and/or non-preemptive

tasks/transactions.

Considering a system topology with K multi-layer buses, let the buses be

denoted as b1, b2, ..., and bK . Given a precedence graph of C precedence chains, it

is not possible to have more than C transactions that are active at the same time.

In other words, no bus in any optimal solution can be associated with C layers. We

can simply fix the number of layers for every bus, except b1, and run the algorithm

to minimize the number of layers required by b1. With such an approach, we can

find out the best combination with the minimum cost by running the algorithm

with different layer combinations of the other K − 1 buses. The time complexity is

O(CK−1 × �C+1) = O(�C+1), when K is a constant.

In Section 5.4.1, tasks and transactions are preemptive. We shall show
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how to extend the algorithm when tasks and/or transactions are non-preemptive

in their execution: Suppose that some transactions or tasks are non-preemptive.

A set U available with respect to Gp is valid if the four conditions defined in Sec-

tion 5.1.2 are satisfied, and all of the unit tasks/transactions spilt from an original

task/transaction that is non-preemptive must run without any interruption. With

the revised definition of the sets in A(Gp), the optimality of the algorithm is pro-

vided for the support of the non-preemption model, and the proof of the optimality

can be done in a similar way. Note that the introduction of an additional condition

does not increase the number of possible sets valid with respect to a prefix, and and

the time complexity remains as O(�C+1).

5.4.3 Different Timing Constraints and Objective Functions

Algorithm 3 and its extensions in the previous sections are meant to solve the

tardiness-bounded layer minimization Problem, which is to find a feasible schedule

with the maximum tardiness of tasks is bounded by a given threshold Tmax such that

the bus cost is minimized. In this section, we shall show how to extend Algorithm

3 when different timing constraints and/or objective functions are considered. We

use two examples to illustrate the way for further extensions:

Suppose that we intend to find a feasible schedule with the makespan is

bounded by a given threshold tmax such that the bus cost is minimized. The

dynamic-programming formula presented in Section 5.3.1 for Algorithm 3 can be
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revised as follows:

L(t, Gs) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0, if Gs = φ;

∞, else if A(Gp) = φ or t > tmax;

min
∀ U∈A(Gp)

max(L(t + 1, Gs − U), λ(U)), otherwise.

Note that the only difference between this formula and that in Section 5.3.1 is the

consideration of the number of needed layers as ∞ if a suffix Gs is to be scheduled

from some time t > tmax.

Suppose that the number of layers of every bus of a given system topology is

fixed. When we intend to find a valid schedule such that the maximum tardiness of

tasks is minimized, the formula presented in Section 5.3.1 can be revised as follows:

T (t, Gs) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0, if Gs = φ;

∞, else if A(Gp) = φ,

min
∀ U∈A(Gp)

max(T (t + 1, Gs − U), max
∀ u∈U

{t + e(u) − d(u)}), otherwise.

Let T (t, Gs) be the maximum tardiness of tasks by scheduling a suffix Gs from time

t (when its complementary prefix Gp is already scheduled). Note that T (t, φ) = 0,

∀ t ≥ 0. If A(Gp) = φ, then no set is valid with respect to Gp, and the tardiness

should be considered as ∞. Otherwise, the maximum tardiness of a schedule, where

some set U ∈ A(Gp) is scheduled at t and (Gs − U) is scheduled from t + 1, can

be derived by comparing the tardiness of their tasks. By considering all of the

possible sets U ∈ A(Gp), the best is selected as T (t, Gs). The optimality of these

two extensions can be proved in a similar way, and they also have implementations

with O(�C+1) time complexity.
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5.5 Performance Evaluation

5.5.1 Experimental Setups and Performance Metrics

The purpose of this section is to evaluate the proposed algorithm, denoted as

OPT, in comparison with another heuristics-based approach so that the motiva-

tion and insights in the adoption of an optimal algorithm are better identified. A

list-scheduling algorithm with the consideration of communication contention was

revised and adopted for performance evaluation [75], denoted as LSA. Note that a

list-scheduling algorithm was adopted because list scheduling was widely adopted in

the scheduling of a precedence graph over a target system topology [55, 74], where

tasks are sorted according to some priority scheme and assigned to an appropriate

processor one by one in the order of their priorities. Least Laxity First was used

as a priority scheme, because of its popularity in related study [49]. The major

performance metric was the bus cost of derived topology configurations, provided

a given tardiness threshold Tmax was not violated. The impacts of different Tmax

values were also explored in the performance evaluation. The default Tmax value of

the experiments was set as 0.

An AMBA-based system topology with 9 nine processing elements and one

shared memory unit was considered in the experiments. There were three multi-

layer buses interconnected by a bridge, as shown in Figure 5.1. The Advanced High-

Performance Bus (AHB) was adopted to connect the shared memory unit, i.e., r,

and three processors, i.e., p1, p2, and p3, to provide good support to the shared mem-

ory bandwidth. The Advanced System Bus (ASB) served as a secondary system bus

for three processors p4, p5, and p6, and the Advanced Peripheral Bus (APB) pro-

vided a communication interface for three peripheral devices p7, p8, and p9. Because
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a high-performance bus is usually more expensive than a low-performance bus, the

ratio of the costs of the three buses was set as 3κ : 2κ : 1κ, where κ is referred to as

the weight factor, and the impacts of different κ values were reported. The default

κ value was set as 2. Note that the AHB dominated the total cost when the κ value

was large. To provide a baseline for the experimental results with different κ values,

the results were normalized by 3κ + 2κ + 1κ.

The precedence graphs under investigation were generated by TGFF [24,

80]. Every generated graph consisted of four precedence chains, and they con-

sisted of 100-150 tasks/transactions. Each task was pre-assigned to a processing

element/memory/bridge and associated with an execution time randomly selected

in the range between 1 and 3. Each transaction was associated with a bus, and

its associated communication delay was randomly selected in the range between 1

and 3. The deadline of each task v was set as d(v) = d(u) + f(u, v) + e(v) + δ,

where u denoted the preceding task of v, and δ was an integer randomly selected

between 0 and some slack time Δ. The impacts of different Δ values were explored

in the performance evaluation. The default Δ value was set as 2. The random

number generator was provided by TGFF. To emulate more realistic workloads of

an AMBA-based system, TGFF was requested to generate workloads in which some

certain percentage of them were associated with the highest-performance bus AHB,

denoted as WAHB. Different WAHB values were explored to show the impacts of

local bus contention.

All of the experiments were run on a platform with dual Intel� Xeon Quad-

Core 2.5GHz CPUs and 24GB 667MHz DDR2 RAM, and the results were derived

as an average value over 100 independent experiments.
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5.5.2 Experimental Results
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Figure 5.5: Average number of layers needed by each bus

Figure 5.5 shows the numbers of layers needed by each of the three buses

under LSA (i.e., LSA-AHB, LSA-ASB, and LSA-APB) and under OPT (i.e., OPT-

AHB, OPT-ASB, and OPT-APB) with respect to different tardiness thresholds,

slack times, and relative workloads over AHB, where the preemptive task/transaction

model was considered. As shown in Figure 5.5(a), the number of needed layers de-

creased as the given tardiness threshold increased. Nevertheless, it is worth men-

tioning that LSA did not decrease so dramatically as OPT did. It was because

OPT always optimized the layer requirement, while LSA was likely to get unneces-

sary layers when it scheduled transactions heuristically. The results show that LSA

could use over 1.3 times of the number of layers for each bus than OPT did when
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0 ≤ Tmax ≤ 6. As expected, the number of needed layers decreased, in general, as

the deadline was relaxed, as shown in Figure 5.5(b). We observed that the number

of needed layers determined by LSA did not decrease monotonously as the deadline

was relaxed. The reason behind the observation was that LSA was a greedy algo-

rithm that tended to postpone task executions to the future so as to minimize the

number of needed layers for the present time. Some tasks might become very urgent

in execution unexpectedly and, consequently, the number of needed layers might not

absolutely depend on the relaxing degree of the deadline. The results show that LSA

could use over 1.3 times of the number of layers than OPT did when 2 ≤ Δ ≤ 14.

As shown in Figure 5.5(c), the number of layers needed by AHB increased while

those needed by ASB and APB decreased, in general, as the relative workload over

AHB increased. We must point out that the number of needed layers determined by

OPT changed significantly with the changing of the workloads, and it means that

the buses were heavily congested. OPT was very efficient in bus usage. The results

show that LSA could use over 1.2 times of the number of layers than OPT did when

45% ≤ WAHB ≤ 75%.

Figure 5.6 shows the impacts of the relative weights of buses on the bus

cost under the preemptive task/transaction model. As we can see in Figures 5.6(a),

5.6(b), and 5.6(c), the bus cost increased as the relative weight of AHB increased. It

was mainly resulted from the fact that AHB usually needed more layers than other

buses (due to the heavy workload), and AHB would dominate the bus cost when

it was of a large relative weight. Moreover, the degree of the increasing depended

on the difference in the numbers of needed layers between AHB and other buses

(refer to Figure 5.5). It was also the reason why the bus cost achieved different

degrees of increasing values with different tardiness thresholds (/slack times/relative

workloads). Figure 5.6(a) shows that, when Tmax = 0 and κ ranged from 0 to 5, LSA
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Figure 5.6: Impacts of the relative weight of buses

could spend additional cost by 31% to 19% to satisfy a given tardiness threshold,

compared with an optimal topology configuration. When Δ = 2, Figure 5.6(b)

shows similar results because the two experiments shared the same setting (i.e.,

Tmax = 0 and Δ = 2). Figure 5.6(c) shows that LSA could spend additional cost by

30% to 23%, when WAHB ≈ 45% and κ ranged from 0 to 5. Note that the additional

cost reduced as κ increased, because the difference in the number of needed layers

determined by OPT for each bus in those cases was more notable.

Figure 5.7 shows the bus costs of topology configurations derived by LSA

and OPT, when the preemptive (i.e., LSA-P and OPT-P) and non-preemptive

(i.e., LSA-NP and OPT-NP) task/transaction models were considered, respectively.

As can be seen in Figures 5.7(a), 5.7(b), and 5.7(c), the bus cost under the non-

preemptive task/transaction model was higher than that when the preemptive one
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Figure 5.7: Preemptive task/transaction model vs. non-preemptive task/transaction
model

was considered. Such a phenomenon was expectable, because a valid schedule un-

der the non-preemptive task/transaction model was also valid under the preemptive

one, and not vice versa. Moreover, LSA was more sensitive to the non-preemptive

task/transaction model than OPT did. The reason was that the tasks/transactions

spilt from any non-preemptive task/transaction had to run without any interrup-

tion. It was hard for a greedy algorithm to make a “good” decision. It was observed

that LSA was even more sensitive when tasks/transactions were of longer execution

times/communication delays. Figures 5.7(a), 5.7(b), and 5.7(c) show that the non-

preemptive task/transaction model could cause OPT (/LSA) to increase the bus

cost up to 2.3% (/3.9%), 2.3% (/8.1%), and 2.8% (/9.6%) respectively, compared to

that under the preemptive one. In Figure 5.7(c), the reason for the reducing in the
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bus cost when 60% ≤ WAHB ≤ 75% under the preemptive task/transaction model

was that the cost reducing for ASB and APB was more significant than the cost

increasing for AHB when the workloads over on ASB and APB were low (refer to

Figure 5.5(c)).

Algorithm Tmax Δ WAHB

LSA 4.52 × 10−4 4.01 ×10−4 3.29 ×10−4

OPT 1.63 14.60 2.24

Table 5.1: Average running time (second) required per graph

Table 5.1 shows the average running time required to derive a topology con-

figuration for a precedence graph in the experiments with respect to the tardiness

threshold (Tmax), slack time (Δ), and relative workload (WAHB), respectively, un-

der the preemptive task/transaction model. Note that the time required for data

input/output was excluded from the results. The results show that LSA was much

more efficient than OPT in terms of the running time. Solutions could often be

resolved by LSA in a millisecond, and different parameter settings had no signifi-

cant impacts on its running time. In contrast, OPT took more time to resolve a

problem instance in the experiments with respect to the slack time than those in

the other two experiments. The reason was that the search space of solutions appar-

ently increased as the deadline was relaxed (because fewer branches in the recursion

tree were trimmed, due to deadline misses). The average run time of OPT ranged

from 1.63 seconds to 14.60 seconds with respect to different experiment settings.

In terms of system designs, the running time was considered short. Moreover, the

search space would not unlimitedly increase (once no solution is trimmed from the

recursion tree). We observed that OPT took 24 minutes to search the whole recur-

sion tree (when the deadlines of tasks were set as ∞). It implies that there were

lost of unfeasible solutions trimmed by OPT in the recursion tree (due to deadline

misses). We also observed that OPT was more efficient when the non-preemptive
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task/transaction model was considered. It was because the solution space under

this model was a subset of that under the preemptive one.

5.6 Summary

This paper proposes a dynamic-programming approach for scheduling real-time

tasks with chain-based precedence constraints over multi-layer bus systems. We

first show the NP-hardness of the target problem and the non-existence of any ap-

proximation algorithm with ratio better than 1.5, unless P = NP. As opposed to

heuristic approaches, the proposed approach is proved to be optimal in the provision

of performance guarantees with the minimum cost, and its time complexity is shown

to be pseudo-polynomial in the total execution time and communication delay. In

addition to the results, we show how to revise the proposed approach for problems

with different timing constraints and/or objective functions. The capability of the

proposed approach was evaluated over an AMBA-based system topology [53] with

tasks generated by TGFF [80], so as to better identify the motivation and insights

in the adoption of an optimal algorithm. The experimental results show that the

proposed approach is very effective in the bus cost minimization, and its running

time only ranges from seconds to minutes for the experimental settings. The ra-

tionale behind the efficient performance is that unfeasible schedules often dominate

the space of possible solutions and are excluded by the proposed approach.



Chapter 6

Concluding Remarks

6.1 Conclusion

This dissertation explores energy and cost efficiency in data communication. It is

dedicated to the provision of not only algorithms with guaranteed optimality but

also fundamental negative results for the target problems. It also provides extensive

studies on the performance evaluation of the proposed algorithms with a series of

experiments. With not only theoretical analysis, the proposed algorithms are also

shown to be applicable and practical in the optimization of energy consumption and

cost.

In the first part of this dissertation, we focus on energy-efficient routing for

inter-device data communication. This part studies power-aware routing so as to

maximize the minimum remaining energy of all nodes after routing. The routing

metric, referred to as Maximum-Residual Routing, aims at maintaining the mini-

mum remaining energy as high as possible so as to delay the fist failure time of nodes
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in the network. In this part, a polynomial-time optimal algorithm is proposed for

Maximum-Residual Multicasting when up-to-date topology and energy information

are available. We then show that Maximum-Residual Aggregating is NP-hard and

that, unless P = NP, its minimization version cannot be approximated within a ra-

tio of (2− ε) for any ε > 0. The proposed routing algorithm for Maximum-Residual

Multicasting can be applied to existing routing protocols, especially those based on

the link-state approach. We have conducted extensive simulations to better under-

stand the properties of the routing metric. Based on the experiments, we provide

some interesting observations and conclude that using the routing metric to find

routes is very beneficial because (1) network lifetime is significantly improved and

(2) variance in remaining energy is significantly reduced, compared with other work

[50, 72, 77, 85].

The second part of this dissertation continues the study of the first part

and considers applications with a huge population of mobile devices such that no

global information can be efficiently maintained at any node. We first propose

a distributed algorithm for Maximum-Residual Multicast and prove its optimal-

ity without the considerations of node movements and control overheads. When

mobility and control message collisions are taken into consideration, it is shown

that every derived route remains loop-free and converges toward an optimal solu-

tion in the maximization of the minimum residual energy. Based on the proposed

algorithm, we then develop a routing protocol, namely the Maximum-Residual Mul-

ticast Protocol (MRMP), which is adaptable to network topologies and resources

that may change over time. MRMP is a source-initiated on-demand multicast pro-

tocol, where no periodic control message is needed in the information collection of

the network topology and remaining energy. Each multicast tree is derived based

on the individual decisions of intermediate nodes and the decisions form a loop-free
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multicast tree naturally. MRMP has demonstrated itself being effective and efficient

in power-aware routing over NS2 based on parameter setting of Intel� wireless de-

vices [2] and performance metrics concerned by the IETF MANET Working Group

[22]. The proposed distributed methodology is also applicable to various related

optimization problems (such as the minimization of the total energy consumption of

any path from a source to a destination) and provides useful insights when network

resources (such as bandwidth) might change over time.

In the third part of this dissertation, we focus on cost-efficient scheduling

for intra-device data communication. This parts explores real-time task schedul-

ing with chain-based precedence constraints in embedded systems with multi-layer

buses. The objective is to minimize the total cost contributed by the needed bus lay-

ers without any violation of timing constraints. The contributions of this work start

with fundamental but negative results on the NP-hardness of the target problem

and its inapproximability ratio. To be more specific, we show that, unless P = NP,

it is not possible to have any approximation algorithm with an approximation ratio

better than 1.5. A polynomial-time optimal algorithm, based on dynamic program-

ming, is then proposed for a restricted case in which one multi-layer bus, and unit

execution and communication time are considered. The result is then extended

as a pseudo-polynomial-time optimal algorithm in the considerations of multiple

multi-layer buses, arbitrary execution and communication time, and different tim-

ing constraints and objective functions. The capability of the proposed algorithm

was evaluated over an AMBA-based system topology [53] with tasks generated by

TGFF [80], so as to better identify the motivation and insights in the adoption of

an optimal algorithm. The experimental results show that the proposed algorithm

is very effective in the bus cost minimization, and its running time only ranges from

seconds to minutes for the experimental settings. The rationale behind the effi-
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cient performance is that unfeasible schedules often dominate the space of possible

solutions and are excluded by the proposed algorithm.

6.2 Future Research Directions

Energy- and cost-efficiency in data communication have a wide spectrum and might

involve with multiple engineering disciplines. In the near future, we shall explore

the problems that are closest to those studied in this dissertation and remain open.

Future research directions might also consider the implementation and application of

the proposed methodologies to existing systems/tools. More research on networked

embedded systems with the considerations of energy- and cost-efficiency might prove

very rewarding in the future.

6.2.1 Residual-Energy Maximization

We shall further explore whether the techniques used in more efficient minimum-

spanning-tree algorithms can be applied to Maximum-Residual Multicasting. We

shall also exploit approximation algorithms for the minimization version of Maximum-

Residual Aggregating with an objective to approach the ratio 2 and identify the

asymptotic hardness of the geometric version. For another direction, we shall ex-

plore the multi-source maximum-residual multicast problem, where multiple sources

are considered simultaneously. Note that such a problem is NP-hard even with

global topology and energy information. Good studies over different mobility pat-

terns, such as Random-Waypoint, Gauss-Markov, and City Section Mobility Models

[11], might also help a lot in power-aware routing problems.
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6.2.2 Bus-Layer Minimization

We shall further extend the work by considering more complicated precedence con-

straints that could cover a wider spectrum of applications. We shall also apply the

proposed methodology to existing electronic design automation (EDA) tools, such

as [52], in the optimization of the system cost at an early stage in system designs.
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