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Abstract

With the rapidly growing amount of information, especially in the era of Web 2.0,
users experience the problem of information overload. Based on an accurate user pro-
file, we can eliminate unwanted items and recommend the items to the user who in-
terests. Though user profiles have been stuidied for a long time, constructing profiles
based on fags is.a new research topic which emergesin'recent three years. Utilizing a
user’s set of tags to_profile the user is reasonable because tagging associates an object
with a set of words which represent the semantic concepts activated by the object from

the user’s perspective. =

Nowadays, Common similarity ﬁlé;s_ure; Between profiles just consider the same
attributes only. But two tags méy have semantic similarity even ifthey are not the same
tag. In this thesis, we propose semantic tag—base;l profilesto €nrich profiles based on
tag concepts we proposed. Eéch tag concept is buiit from a core tag which connects
other tags holding similar semantic meanings with- the core tag. Furthermore, we pro-
pose an adaptive similarity measure for semantic tag-based profiles which integrates
semantic similarity between tags.

Our evaluation is based on the data set crawled from Delicious, which is the most
popular social bookmarking web site. The data set contains 20,578 users and 80,000
bookmarks after filtering the crawled data. From the results by empirical evaluation

and user study, we show semantic tag-based profiles are better than tag-based profiles.
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Chapter 1

Introduction

1.1 Motivation

The phenomenal rise of social media-in fecént years is transforming the average people
from content readers to content publishé}s. People share a variety of media contents
with their friends or the general public on éé)cial media sites. For example, people share
bookmarks on Delicious’, videos on Youtube’, and photos oﬁ Flickr®. On social media
sites, fagging is an important feature which enables péople to easily add metadata to
content, and these additional metadata can be used to improve search mechanisms or

better structure the data for browsing.

On social networking sites, users who we are familiar with are often the ones who

we share valuable information with; on social media recommender sites, users with

"http:/delicious.com
Zhttp://www.youtube.com
3http://www.flickr.com
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similar tastes are often the ones who provide recommendations to help us make better
choices. Regardless of the type of connection between people involved, at the heart of
developing these systems is an attempt to identify overlap between user profiles that

appropriately reflect the preference and behavior of the user.

However, a typical personal profile consisting of simple demographic data, such as
the name, affiliation, or interests, provides an inadequate description of the individual,
as they are often incomplete, mostly subjective and cannot reflect dynamic changes.
Tagging is fundamentally about sense-making which.is a process in which information
is categorized and labeled and, critically, througﬁ which meaning emerges. Observing
that the rich online media collected by an individual provide important insights about
the person, we capitaliie on such data:by profilinga user with an aggregation of tags

associated with his social media.

Accurate profiling of a user allows sys-‘.cerﬁ developers to provide personalized ser-
vices such as more_precise information ﬁﬁ_ering and more accurate information re-
trieval results. Yet identifying overlapping: cc_)nnections between users based on their
profiles allows for the désign of a'wider range of more advanced services to be offered.
In real life, connections with the right'people often allow us to have a competitive ad-
vantage over others, whether it be getting a job offer, developing a sales strategy, or
simply seeking for a good advice. Similar scenarios are observed in the online world.
For example, collaborative filtering recommender systems [1] draw on the similarity

between user ratings to make predictive recommendations. With connecting to the

more similar users, the recommended items could attract the target user more.
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1.2 Research Objectives

In this thesis we propose the semantic tag-based user profile to represent a user’s in-
terests particularly. We believe that the profile enriched by semantic relations between
tags better reflect the preferences and knowledge of the user. In addition, we propose
a similarity measure for semantic tag-based profiles to solve the problem on calculat-
ing the similarity between tag-based profiles by cosine similarity. In the absence or
sparsity of rating information, similarity between semantic tag-based profiles can pro-
vide more diversified and more serendipitous recommendation results. Furthermore,
similarity relations between users allows for the construction ofa social network struc-
ture, on which techniques in social network analysis'may be-applied to observe and

fine-tune the overall eyolving system.

1.3 Thesis Structure

In what follows, we will start'by briefly reviewing related research in social tagging
systems, semantic similarity-including WordNet [22.] and CoﬁceptNet [8] with related
similarity measures [15, 30], and-user profiling with similarity measures between pro-
files. In Chapter 3, we then formally define a tag-based user profile, a tag concept, and
a semantic tag-based user profile consisting of a set of tag concepts with a similarity
measure for semantic tag-based profiles sequentially. In Chapter 4, we first give a syn-
opsis of how a tag-based profile can be constructed. Then we propose approaches to
measure semantic similarities between tags based on WordNet, ConceptNet, or Google

snippets. These approaches are fundamental to the construction of a tag concept, and
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a semantic tag-based user profile consists of a set of tag concepts. Then we propose an
approach to measure a similarity between semantic tag-based user profiles. In Chapter
5, We introduce the data set we crawled and the analysis of the data. We construct
three semantic tag-based user profiles for a user, which are based on WordNet, Con-
ceptNet, and on Google snippets separately. The baseline is a tag-based user profile

for the same user to compare with our proposed approaches by 5-fold cross evaluation.




Chapter 2

Related Work

In this chapter, we present a brief introduction of recent researches related with tagging,

semantic similarity with related resources, and-uset profiling.

2.1 Social Tagging Systems

2.1.1 Tagging

Tagging is commonly used on social media sites to add comments about the media
content, or to help organize and retrieve relevant items. Tagging associates an object
with a set of words, which represent the semantic concepts activated by the object at
the cognitive level. While categorization is a primarily subjective decision process,

tagging is a social indexing process.

Web 2.0 web sites allow users to do more than just retrieve information, and tagging

5
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is one of the supplied services for users. Delicious' (del.icio.us formerly) is the most
popular social bookmarking web service site for storing, sharing, and discovering web
bookmarks. The first version was published in 2003 and now it has more than 5 million
users and 180 million unique URLs?. Each user can save, manage and share web pages
online without restricting to one personal computer only. A user can tag each URL he
liked with freely chosen terms and then save it in his bookmark collection. Later, the
user can retrieve all bookmarks tagged by a specific term. Furthermore, he also can
acquire the bookmarks tagged by otherwusers with.the same tag. Users also can see the
“hotlist” of bookmarks from the homepége of Deiicious. “Popular” and “recent” pages

are also existed for users to discover the useful and interesting bookmarks they like.

Users have to spend additional.time thinkingsand annotating, their items with suit-
able tags, so why do users tag? Ames and Naaman [2] made a user study of ZoneTag?
users, which i1s a camera-phone applicatiq;l used'to upload photos taken by the phone
to Flickr*, which is_the biggest image hosti{;g web site. They offergd a'simple taxon-
omy of motivations for tagging along two aiﬁlensions, sociality (which includes self,
social) and function (which includes organization, communication), described in Table
2.1. By interviewing the participants,they suggested that Iﬁost of our participants were
motivated to tag by organization for the general publie (search, self-promotion), with

self-organization (for later retrieval) and social communication (for friends, family,

and the public) tied for second.

"http://delicious.com
Zhttp://blog.delicious.com/blog/2008/11/delicious-is-5.html
Shttp://zonetag.research.yahoo.com

“http://www.flickr.com
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Function
Organization | Communication
Self Retrieval Context for self
Sociality ‘ Sf':arch ‘ Memory.
Social Contribution, attention | Content descriptors
Ad hoc photo pooling Social Signaling

Table 2.1: A taxonomy of tagging motivations [2]

2.1.2 Folksonomy

Differing from formal taxonomies and classification schemes, social tagging systems
lack a predefined terming-structure. They relyon shared-and emergent social struc-
tures and behaviors, as well as related conceptual and linguistic, structures of the user
community. The term folksonomy 18, usually used to refer. to the structure of tags in

these tagging systems.

Collaborative tagging systems allow_usérs to choose.their own words as tags to
describe their favourite Web résources, resulting in an emerging classification scheme

now commonly known'as a folksonomy.

Folksonomies are use_r-coﬁtributed data aggregéted. by collaborative tagging sys-
tems. In these systems, users are allowed to choose terms freely to describe their
favourite Web resources. A folksonomy is generally considered to consist of at least
three sets of elements, namely users, tags and resources.

To model networks of folksonomies at an abstract level, Peter Mika [21] repre-
sented such a system as a tripartite graph with hyperedges by extending the traditional
bipartite model of ontologies (concepts and instances) by incorporating actors in the

model. The set of vertices is partitioned into the three (possibly empty) disjoint sets
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web2.0 design java

tips (research| tools

¥ ‘qf I c‘b’hmender systems

and defeated colla%';gﬂye ﬁlignng _
. "':I"I. r';_ ‘
[1]. FolkRank needs a pﬁ@t)cnce Vec.tor todetel%ﬁj'ﬁe th t@ﬂl‘c and it may have any

distribution of weights. Typlcal_ 'a‘ i @,}qtquieﬂx’,‘srlall set of entries is set to a high
value, and the remaining weight is equally distributed over the other entries. And a
topic can be defined in the preference vector not only by assigning higher weights to
specific tags, but also to specific resources and users. These three dimensions can even

be combined in a mixed vector. Similarly, the ranking is not restricted to resources, it

may as well be applied to tags and to users.
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2.1.3 Usage Patterns

Tagging has been studied by researchers in recent years, and some common patterns of
collaborative tagging are revealed. Golder and Huberman [6] found that many book-
marks in Delicious reach their peak of popularity as soon as they reach Delicious, and
some bookmarks are “rediscovered” and then experience a rapid jump in popularity
after a long time. They also found that the frequency of a tag is a nearly fixed pro-
portion of the total frequency of all tags used in a bookmark after the first 100 users
empirically. This stability has impertant implications for the collective usefulness of

individual tagging behavior:

Power-law distribution is also an important observation on, tagging systems. A

power law is a relationship between two scalar quantities x and-7 of the form:

y T (2.1)

where o and ¢"are constants characterizing the given powetdaw. Without loss of

generality, Eq. 2.1 can also.be written as:
logy.= alog x +:log an (2.2)

In the form of Eq. 2.2, a fundamental property of power-law becomes apparent.
which power laws are straight lines when plotted in log-log space. Halpin ef al. [7]
found that relative position of a tag ordered by used frequency in a bookmark and
number of times the tag is used are power-law relationship. In the data set with 1.4
million URLSs collected from Li ef al. [14], they also observed power-law distributions

of the URL-saved frequency, the user-saved frequency, and the tag-used frequency.
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+
rr—rr  —r 1

|
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# of bookmarks # of bookmarks # of boockmarks

Figure 2.2: The power-law distribution of the URL-saved frequency, the user-saved
frequency, and the tag-used frequency [14]

2.2 Semantic Similarity -

2.2.1 Introduction

From psycholoegical experiments, Dbugléi L_ Medin et al. [19] showed that semantic
similarity is context-dependent. For exan‘ibl.__e., a.:.s.nake and aparrot were judged much
less similar when no €xplicit contéxt was given than when the context of pets was pro-
vided. For another exa_rqpl_e, if the context is “the oﬁtside covering of living objects,”
then skin and bark are more _s‘imiiar than skin and hair;.ho_wever,. the opposite is true if

the given context is body parts.

They also proposed that semantic similarity may be asymmetric with respect to di-
rection of similarity comparison. To say that surgeons are like butchers means some-
thing different than to say butchers are like surgeons. The former criticizes surgeons
and the latter compliments butchers. Nevertheless, experimental results about investi-
gating the effects of asymmetry suggested that the average difference in ratings for a

word pair is less than 5 percent.
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Two different strategies have been tried calculating semantic similarity. One is
based on co-occurrence, and the other is on substitutability. Syntagmatic word asso-
ciations, which arise from the co-occurrence of words in discourse and are attributed to
association by contiguity. And paradigmatic word associations, which arise from the
substitutability of words in discourse and are attributed to mediated association, i.e. to

associations mediated by common contexts.

Consider the first strategy based on'co-occurrence:

1. List all the words that occurin a set of contexts of item A.
2. List all the words that oceur in a comparable set of contexts of item B.

3. Calculate some normalised coefficient representing the proportion of words com-

mon to the.two lists.

The more likely-it is that words co-oceurring with A also co-occur with B, the more

similar the two sets of.contexts are judged to be.

An advantage of measures based on Co-0ceurrence isthat they are easily calculated
with the help of modern eomputers, but from Rubenstein and Goodenough’s viewpoint
[26], this measure of contextual similarity confirmed the contextual hypothesis only for

short distances in semantic space.

The second strategy is based on substitutability:
1. Collect a set of sentences using item A.

2. Collect a set of sentences using item B.
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3. Delete A and B, shuffle the resulting contexts.

4. Challenge subjects to sort out which is which.

The more contexts there are that will take either item, the more similar the two sets

of contexts are judged to be.

This approach for estimating the similarity of sets of contexts has been called “the
method of sorting”. A subject’s task is to arrange sets of linguistic contexts for two (or
more) words into groups of contexts all capable of accepting the same missing word. If
two words were perfect synonyms, it woﬁld be irﬁpossible to-discriminate the contexts

of one from the contexts of theother.

The problem with ce-occurrene€ measures is*not merely that they dismember the
contexts they are supposed to represent.. Asmore serious problem is that they do not
approach these tasks the way people do -;\;Vhé-itefver a word’s contextual representation
may be, it is certainly not a collection of othT(_;r words. If the argument.advanced here is
correct, people’s knowledge of how to use é W_ord is organized to enable them to recog-
nize rapidly the contexts it goes into. Consequently, measures éf contextual similarity
based on substitutability come-closer'to.the desired:goal. But the disadvantage of mea-

sures based on substitutability is that there is no quick and easy computer algorithm
for calculating them.

Tags are composed of words that have inherent semantic meanings. In the next sub-
sections we introduce two different semantic resources, WordNet® and ConceptNet®,

and approaches proposed by researchers for measuring semantic similarity between

Shttp://wordnet.princeton.edu
®http://conceptnet.media.mit.edu
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words.

2.2.2 WordNet

Introduction

WordNet [22] is arguably the most popular and widely used semantic resource in the
computational linguistics community today. It groups English words into sets of syn-
onyms called synsets, provides short and general definitions, and records the various
semantic relations between-the synsets. As of 2006;-the-database of the newest ver-
sion 3.0 contains about 150,000 words organized in over. 115,000 synsets for a total of

207,000 word-sense pairs.

WordNet partitions the lexicon infb_fﬁoyns, verbs, adjectives, and adverbs. Nouns,
verbs, adjectives, and adverbs are orgar-ﬁuz_g:d iﬁto synonymssets, called synsets. A synset
represents a concept in' which éll words.haye similar meaning. Thus, words in a synset
are interchangeable _ip some syntax. Knowledge ina synset includes the definition of

these words as well as pointers to-other related synsets:.

WordNet is organized by semantic relations. Since a semantic relation is a relation
between meanings, and since meanings can be represented by synsets, it is natural to
think of semantic relations as pointers between synsets. Most relations in WordNet are
“is a” (IS-A) relations, and relations are constructed in a hierarchic structure as in Fig.
2.3. The IS-A hierarchical structure of the knowledge base is important in determining
the semantic distance between words, and researchers apply the attributes from the

hierarchical structures in the functions for calculating semantic similarity. Otherwise,
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they also retrieve information contents of each word from corpora and regard them as
parameters in similarity functions.

For evaluating performances of similarity functions researchers invented, they needed
a benchmark for comparing with other researchers’ results fair. In the following we
will first introduce the benchmark data set briefly and related approaches for calculat-

ing semantic similarity.

entity, something

life form, being ...

T Ty

animal, person, human, ...
beast, ... // \\
adult, male, female, juvenile,

grownup male person  female person  juvenile person

professional, male child, female child, girl,  child, kid,
professional person  bey, child child, little girl minor, ...

educator,
pedagogue

teacher,
instructor

Figure 2.3: A fragment of the semantic hierarchy of WordNet

The Benchmark Data Set for Similarity Measures

George A. Miller said, “What people know when they say that they know a word is

not how to recite its dictionary definition - they know how to use it (when to produce
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it and how to understand it) in everyday discourse.” We can know explanation about
various meanings of a word, but we cannot know similarity between words from the

definition.

Semantic similarity is usually estimated by asking people to rate pairs of words
with respect to their likeness of meaning. The first benchmark data set was built by
Herbert Rubenstein and John B. Goodenough in 1965 [26]. The data set contained 65
pairs of ordinary English nouns originally for synonymy judgment. 51 undergraduate
subjects were asked for judging similarity between each pairs with a value from 0.0 to

4.0, where 0.0 represents no similarity-of meaning and 4.0 perfect synonymy.

In 1991, George A. Miller ef al. [23] reproduced the experiment described above.
From the result of the experiment, three sections were sectioned by similarity value of
word pairs, including the high level between 3 and 4, the intermediate level between 1
and 3, and the low level between 0 and'-:'l.::'They selected 10 pairs of nouns from each

section, 30 pairs.of nouns from the original list totally. 38 undergraduates were paid to

serve as subjects for rating each pair of nouns with the same.range of similarity value.

The result are li.si.:ed in-Table 2.2 with those corresponding similarity values ob-
tained by Rubenstein and Goodenough in 1965. The t\;vo sets of ratings were in good
correspondence, and the Pearson correlation coefficient is 0.97. It means that peo-
ple are not only able to agree reasonably well about the semantic distances between

concepts, but their average estimates remain remarkably stable over 26 years.
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Noun Pair H Miller [23] \ Rubenstein [26] ‘
car - automobile 3.92 3.92
gem - jewel 3.84 3.94
journey - voyage 3.84 3.58
boy - lad 3.76 3.82
coast - shore 3.70 3.60
asylum - madhouse 3.61 3.04
magician - wizard 3.50 3.21
midday - noon 342 3.94
furnace - stove 3.11 3.11
food - fruit 3.08 2.69
bird - cock 3.05 2.63
bird - crane L7 2.63
tool - implement 2.95 3.66
brother - monk 2.82 274
lad - brother 1.66 241
crane - implement 1.68 2.37
journey - car B . [ 1.55
monk - oracle - 10 091
cemetery - woodland = 170.95 1.18
food - rooster i 0.89 1.09
coast - hill e 0.87 1.26
forest - graveyard 0.84 1.00
shore - woodland. 0.63 0.90
monk - slave 0.55 0.57
coast - forest 0.42 0.85
lad - wizard 042 0.99
chord - smile 0.13 0.02
glass - magician 0.11 0.44
rooster - voyage 0.08 0.04
noon - string 0.08 0.04

Note: Mean ratings on a scale from 0 to 4 by 38 subjects in
Experiment I (Oswego) compared with mean ratings reported by
Rubenstein and Goodenough (R and G) of 30 noun pairs.

Table 2.2: The benchmark data set for similarity measures



2.2. SEMANTIC SIMILARITY 17

Categories of Approaches for Measuring Semantic Similarity

Several methods for determining semantic similarity between words have been pro-
posed in the literature and most of them have been tested and on WordNet. Semantic

similarity methods are classified into four main categories:

e Edge Counting Methods: Measure the similarity between two words (concepts)
as a function of the length of the path linking the words and on the position of

the words and their subsumer in the taxonomy:.

¢ Information Content Methods: Measure the difference in information content of
the two words as a function of their probability of occurrence in a corpus. This
approach is‘independent;of the,corpus and also guarantees-that the information
content of each 'word is less than Eﬁe infermation content of its subsumed words.

[25]

e Feature-based Methods: Measurethe similarity between two words as a function
of their properties: (€.g., their definitions or flosses™in-WordNet) or based on

their relationships to'other similar words in the‘taxonomy.

e Hybrid methods: Combine the above ideas.

G. Varelas et al. [32] presented a comparative evaluation of various semantic sim-
ilarity methods. In accordance with previous research, they evaluated the results ob-
tained by applying the semantic similarity methods invented by former researchers, and
then calculated the Pearson correlation coefficient between the result of each method

and the rating values from Miller’s experiment [23]. The results are listed in Table 2.3.
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’ Method \ Category \ Correlation ‘
Wu [33] Edge Counting 0.74
Li[15] Edge Counting 0.89
Resnik [25] | Information Content 0.79
Tversky [31] Feature 0.73
Jiang [12] Hybrid 0.83

Table 2.3: Evaluation results of semantic similarity methods

From the results in Table 2.3, the feature-based method from Tversky [31] gives the
poorest performance against human ratings. Resnik’s [25] information content method
provides a better similarity measure with a correlation of 0.79. Jiang and Conrath [12]
proposed a hybrid method;andthey combined information content with edge counting
using a formula that-also took into consideration local density, node depth, and link
type, which obtained a correlation of 0.83. The best'result is Li‘er al.’s method [15],

and we will describe the method in Sec. 3._1-.2_.

2.2.3 ConceptNet
Introduction

Commonsense knowledge collects-human experienee and encompasses knowledge

about different aspects of typical everyday life.

The Open Mind Common Sense (OMCS) project created by MIT Media Lab in
2000 serves as a distributed solution to the problem of common sense acquisition,
by enabling the general public to enter common sense into the system with no special
training or knowledge of computer science. The project currently has 14,000 registered

English language contributors.
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Figure 2.4: ConceptNet represents.assertions in the form of a semantic network.

—

OMCS collects data ever 700,000 assprtmns of commensense knowledge by inter-
acting with its contributors in éctivities _V??h’ich elicit different types of common sense
knowledge. Some Qf the data i§ entered free-form; and some was collected using semi-
structured frames whére qontribﬁtors were given assérti_pn_s aﬁd would fill in a word or
phrase that completed the .as.sertior_l. For example, given the frame “___ can be used
to__ ., one could fill in “a’pen” and “write”, or more complex phrases such as “take
the dog for a walk” and “get exercise”.

ConceptNet [16, 8] is a representation of the Open Mind Common Sense corpus
described above. From the semi-structured English assertions in OMCS, they extract
knowledge and mine it into a semantic network. It has 21 relation-types that describe

different relations among things, events, characters, etc.
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Fundamental Elements

Whereas WordNet excels at lexical reasoning, the benefit of ConceptNet is contextual
commonsense reasoning. ConceptNet is designed to be use as a natural-language-
processing tool-kit which supports many practical textual-reasoning tasks including
topic-gisting, analogy-making, and other context oriented inferences. In the newest
version, ConceptNet 3 [8], developers focus on the usefulness of the data in the OMCS

project and modularize ConceptNet for using other data sets easily.

The basic nodes of ConceptNetare concepts, which-are-aspects of the world that
people would talk about in natural language. Concepts correspond.to selected elements
of the common-sense assertions that users have'enteted, and they-can represent noun
phrases, verb phrases, and adjective'phra'sg'é. Concepts tend to represent verbs only in
complete verb phrases, s0 “go to the stor-e.’"’_a:nd:.“go home” are more typical concepts

than the simple verb *go™.

In a semantic netwc__)rk_ where concepts are the nades, the ‘edges are predicates,
which express relationships_betWeen two concepts. Prédipates aré extracted from the
natural language assertions that contributors entered, and express types of semantic
relationships such as IsA, PartOf, LocationOf, and UsedFor. Now there are
21 basic relation types, and Havasi et al. [8] planned to add more in the future.

After comparing each assertion with an ordered list of patterns which represent
sentence structures that are commonly used to express the various relation types in
ConceptNet, the result is “raw predicates” that relates two strings of text. Table 2.4

shows some examples of patterns that express different relations. The phrases that fill
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Relation \ Example sentence pattern

IsA NP is a kind of NP.
MadeOf NP is made of NP.
UsedFor NP is used for VP.
CapableOf | NP can VP.

DesireOf | NP wants to VP.
CreatedBy | You make NP by VP.
InstanceOf | An example of NP is NP.
PartOf NP is part of NP.
PropertyOf | NP is AP.

EffectOf | The effect of VP is NP|VP.

Table 2.4: Partial of the types of the semantic relations in ConceptNet 3

the slots in a pattern are the phraées thatwill be tutned into concepts. The normaliza-
tion process, including temoving punctuation, stop words and stemming, determines
which two concepts these strings correspond to, turning the raw;predicate into a true

edge of ConceptlNet. -

The assertions that cutrently comprise ConceptNet_were collected from the Open
Mind Common Sense web site, which used prompts such as “What is one reason that
you would ride a bicycle?” to collect assertions of common sense from its users. If
concept X and concept Y appear in corresponding places in many equivalent pred-
icates, they are considered to be similar concepts. Then, if concept X appears in a
predicate that is not known about concept Y, Open Mind Commons can hypothesize
that the same predicate is true for Y, and it can make this inference stronger by finding

other similar concepts that lead to the same hypothesis.
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2.2.4 Web-based Approaches

Despite the usefulness of semantic resources created by experts or folks, plentiful in-
formation on the Web is also an ideal resources for measuring semantic similarity
between words or texts. With utilizing powerful web search engine, we can retrieve

the web pages with reliable qualities from billions of web pages in the world.

Web-based approaches are for measuring the similarity between such short text
snippets that captures more of the semantic context of the snippets rather than simply
measuring their term-wise-Similarity. To achieve this goal, we can leverage the large
volume of documents. on the:web to determine greater context for.a short text snippet.
By examining documents that contain the text'snippet terms, we-can discover other
contextual terms that help to provide a‘g_'réater context for the original snippet and

potentially resolve ambiguity in the use of tgrms with multiple meanings.

This kind of approaches is baéed on query expansion techniques [28], which have
long been used in the I_n__fo_rmation Retrieval community. Such methods automatically
augment a user query with additional terms based on doc__umenfs that are retrieved in
response to the initial user query or:by using an available thesaurus. However, the
usage of query expansion for measuring semantic similarity between words or texts
differs from the previous work.

Referring to the approach proposed by Sahami and Heilman [27], the traditional
goal of query expansion has been to improve recall (potentially at the expense of pre-
cision) in a retrieval task. But their focus is on using such expansions to provide a

richer representation for a short text in order to potentially compare it robustly with
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other short texts. Moreover, traditional expansion is focused on creating a new query
for retrieval rather than doing pair-wise comparisons between short texts. Thus, the
web-based approaches are quite different than the use of query expansion in a standard

Information Retrieval context.

After retrieving enough search snippets returned from web search engine, Sahami
and Heilman [27] converted each snippets into a document vector, and then combined
and normalized those vectors into,one vector. For measuring semantic similarity be-

tween two texts, we can measure-the cosine similarity of the two corresponding vectors.

2.3 User Profile

With the rapidly growing.amount of inf(.)“_r_n.lat:i.on, especially on the web, users are often
overwhelmed by the large ambunt of information they have to go through and experi-
ence the problem of .ipf(_)rmation overload. Information overload is a situation whereby
the individual is no longer ablé to effectively proces.s the amount of information he or

she is exposed to.

Generation of user profiles from samples of user interests and characteristics is a
hot topic for research because user profiles can be used to retrieve resources matching
user interests. A common application takes sample data (documents) that a user finds
interesting (or uninteresting) and generates a user profile of the user’s interests. If a
user profile is generated exactly, we can filter and ignore unwanted items, or find out

and recommend items to the user he probably likes.
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2.3.1 Demographic User Profile

Krulwich [13] developed an approach to the task of user profiling called demographic
generalization. He classified users in terms of users’ demographic data from a com-
mercially available database that encompasses the interests of people, and these clas-
sifications are used as general characterizations of the users and their interests. If only
one cluster matches, all the data available for the cluster are used as a broad profile
of the user, and the process ends: If more than one cluster matches the user data, the
demographic variables whose values are similar in. all the matching clusters form a

partial profile of the user.

2.3.2 Tag-based User Profile

From a research perspective, the literatur-e‘"'c_ln collaborative tagging is rapidly expand-

ing, and tag-based uset profile is a new reseatch topic in recent two-years.

E. Michlmayr et al. . [20] created user profiles from tagging-data-ofusers” bookmark
collections. Each bookmark.in the collection is compbse__d of a title, a description, a
URL, a bookmarked date, and a set of tags usually. For creating the profile, they
focused on the tags and their temporal ordering by increasing date. Three approaches
are proposed by them, including naive approach, co-occurrence approach, and adaptive
approach.

The naive approach for creating aggregated data for a user’s bookmark collection
is to count the occurrence of tags separately. If two tags are used in combination (co-

occurred tags) by a certain user for annotating a certain bookmark, there is some kind
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of semantic relationship between them. The co-occurrence approach is to calculate the
weight of each pair of co-occurred tags for constructing a user profile. For a user, added
bookmarks recently are more interested than old bookmarks. It makes a difference if
a user has used a certain tag one day or one year ago. The Add-A-Tag algorithm is
the adaptive approach which takes bookmarked dates into account. This approach
extended the co-occurrence approach with the evaporation technique. Each time the
profile is updated with tags from a newly added bookmark, the weight of each pair of
co-occurred tags is decreased slightly by removing a small percentage of its current

value.

As the majority of users are observed to be interested in a wide range of topics
from different domains, a user profile in the form of a single set, of tags is definitely
inadequate. Further, it is obviouS that.documents related to the same interest of a
user would be tagged by similar: tags.-‘-Ba::s"ed on this observation, C. A. Yeung ef al.
[18] proposed a _method for constructiné__ user profiles which inyolves constructing a
network of documents out of a personorﬁy; applying community-discovery algorithms

to divide the nodes into clustets, and extracting sets of tags which act as signatures of

the clusters to reflect the interests of the users.

D. Zeng et al. [34] compared tagging user-based and traditional user-based collab-
orative filtering algorithm with a baseline, top-N algorithm on web page recommen-
dation. In tag-based user profile, they considered tagging informations part of user
profile. The profile of a user is a vector recording the frequency of tags ever used by
the user. From their experimental results, the top-N method was lower than tagging

and traditional user-based algorithm in almost all experimental data sets. In addition,
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tag-based algorithm improved the precision by more than 10% over the traditional one.

Similar trends were observed for recall for all datasets.

The results indicated that under the user-based recommendation framework, tags
can be fruitfully exploited as they facilitate better user similarity calculation and help

reduce sparsity related to past user-web page interactions.

In [4], M. J. Carman ef al. discussed various models for generating a user profile
using the information available in social bookmarking data for personalizing informa-

tion retrieval.

There were five different models.of tag-based profiles they proposed. Otherwise,
they also developed content-based profiles which also had five models with the same
approaches as tag-based'profiles.

The simple profile is the same as the _I_l’aive ‘approach proposed by E. Michlmayr
[20], which counts the oceurrences of each"di;ﬁr:ict tagin a user’s bookmark collection.
The common profile-ignores the tags in the béqkmark without overlapping other tags in
other bookmarks of a user:;, The recent profile considers the last’k bookmarks only. The
decaying profile, which ..wéights older bookmarks less by:_r_nultiplying their tag counts

by a discounting factor, and E. Michlmayr’s [20] Add-A-Tag algorithm are alike.
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2.4 Common Similarity Measures

2.4.1 Jaccard Coefficient

Nowadays there are some common approaches for measuring similarity between pro-
files. The Jaccard coefficient, also known as the Jaccard index, is a statistic used for
comparing the similarity and diversity of two sets. It measures the size of the inter-
section divided by the size of the union of two sets. We can treat an user profile as a
set and each resource in the user’s resource collection as anattribute which belongs to
the set. We can treat each user’s tagas an attribute from.the user’s tag-based profile

similarly. The similarity measure of Jaccard coefficientis defined as:

ATB
I(A\s) < LT

= 23

where A and*B are users’ resource-colleetions. When A and B are disjoint, the
similarity is the lowest value 0. When /f_ and B are the same set, the similarity is the

highest value 1.

2.4.2 Cosine Similarity

Although the Jaccard coefficient can measure the similarity based on the overlap of the
two sets, it ignores the weights of the attributes. Cosine similarity [28] is a similarity
measure by computing the cosine of the angle between two vectors in n-dimensional
space, and each dimension is one attribute with the associated weight. We define cosine
similarity as:

A-B
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The resulting similarity ranges from -1 meaning exactly opposite, to 1 meaning
exactly the same, with 0 indicating independence, and in-between values indicating

intermediate similarity or dissimilarity.

For text matching, the attribute vectors A and B are usually the term frequency or
TF-IDF [28] vectors of the documents. For recommender systems [1], we can utilize
cosine similarity to find out the “neighbors”, similar users, of a specific user is vital
and prerequisite for recommending remarkable items, and then we can estimate ratings
for the items that have not been seen by a user from-the ratings on the items given by
the similar users. The more similar a neighbor aﬁd the targetuser are, the more weight
rating will carry from the neighbor. This approach'is called user-based collaborative
filtering algorithm, whi.ch is one of‘the.most popular approach in the research area of

recommender systems.

2.4.3 Adjusted Cosine Similarity

In contrast with user-based «collaborative filtering, itein-based .collaborative filtering
[1, 29] 1s another facet to predict a“user’s zating on an item. From the perspective
of the user/item ratings matrix, item-based collaborative filtering is computed along
the columns of the matrix, i.e., each pair in the co-rated set corresponds to a different
user. Computing similarity using basic cosine similarity in item-based case has one
important drawback, which is the differences in rating scale between different users
are not taken into account. The adjusted cosine similarity offsets this drawback by

subtracting the corresponding user average from each co-rated pair. Formally, the
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similarity between items ¢ and j using this scheme is given by:

EuEU(RU:i - RU)(RUJ B RU)
V wer (Rui = R[S e (g = Ru)?

AdjCos(i,j) = ) (2.5)

where R, ; is the rating of user v on item ¢, R, is the average of user u’s ratings

and U is the set of users both rated item ¢ and ;.

2.4.4 Correlation-base

= .

In this case, similarity between t\ygfmms i j is me@\sg:%y computing the Pear-
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then the co%ation similarity is defined as:
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Chapter 3

Semantic Similarity Measure for

Tag-based User Profiles

A personal profile consists of simple faetual data to describe a®person, such as the
name, age, educational background, or in'-'t_erests. In the era of Web 2.0, more and more
web sites providé many kinds of servieces to people and make f)roﬁts. Among those
services, searching ‘and:recommendationare two popular ones for users provided by
web sites. The better seafch result or recommendation result is achieved, the more
users stick on the web site. For reaching the goal, the result is what the user wants,
and it should be related to the user’s interests. For this reason, many researchers try to
produce user profiles as accurate as possible.

In the following sections, we introduce the background knowledge first, our prob-

lem definition and proposed solution orderly.

31
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PROFILES
3.1 Background

3.1.1 Tag-based User Profile

Tagging was popularized by web sites associated with Web 2.0 and is an important fea-
ture of many Web 2.0 services. People annotate a resource (e.g. blog post, bookmark,
image, video) with a set of tags to help them retrieve the resource later. Therefore,
each tag should have semantic relation to the annotated resource for the user, and we

can know which facets of the resource the user interests in. We define annotations as:

Definition 1. Model of Annotation
We define a set of users'as U, a set of tags as 'L and the resources.in a collection as

D. Given a user v € U and a resource d-€ Dy we define annotate(d,u) = T’ € T.

Researchers [10, 9, 20, 18, 34, 4] utilize. tags from lusers to produce tag-based pro-
files for exposing users’ preferences clearly Because of our work is the extension of

tag-based user profiles, we make the definitions of tag-based user profiles first.

Definition 2. Tag-based User Profile
According to the Definition of User Profiling and Equation 4.1 in Chia-Chuan Hung's

Master Thesis [10], we define a user u’s tag-based user profile as:

S () G-

Profiler(u) = {(t;,wu;) | ti € Tu} , wy,; =

where t f(u,t;) is the number of times user u used the tag t; to annotate resources.
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3.1.2 Semantic Similarity

In linguistics, semantics is the subfield that is devoted to the study of meaning, as
inherent at the levels of words, phrases, sentences, and texts. And the study of seman-
tic similarity [26, 23, 15] between words has been a part of psychology, computational
linguistics, natural language processing, and information retrieval for many years. Psy-
chologists use semantic similarity to describe similar degree between words, sentences,
or contexts, and semantic similarity has become one ubiquitous and important variable

that is often used to explain psycholegical phenomena.

In our proposed solution, we utilize the approach from Li et al. [15] based on
WordNet [22], therapproach from Speer et al. [30] based on-ConceptNet [8], and the
approach from Sahami [27] based on'snippets returned from Google search engine to
measure semantic similarities befweeﬁ tags Here we briefly introduce their methods

each. L

WordNet

In Sec. 2.2.2, we introduced the benchmark in Table 2.2 for comparing approaches for
measuring semantic similarity based on WordNet. The approach from Li ef al. [15]
performs the best on the benchmark among all approaches we have studied, so we
adopt their approach for calculating semantic similarity between tags (words).

The difference between the approach from Li ef al. and other approaches is that
they transfered information sources nonlinearly. They argued that all first-hand infor-

mation sources need to be properly processed in defining a similarity measure. First-
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hand information sources are infinite to some extent, for example, the information con-
tent would tend to infinity if the probability of concept approaches zero in corpus. On
the other hand, humans compare word similarity with a finite interval between com-
pletely similar and nothing similar. Thus, the transformation from the infinite interval
to a finite interval is intuitively nonlinear. Among all strategies proposed by Li et al.,
the best one is edge counting method which combines the shortest path length and the
depth of subsumer nonlinearly. The shortest path length is the minimum length of path
connecting the two concepts (Synsets) containing-the two words.

We adopt the approach which gives fhe best berformance_ against human ratings in
Table 2.2. The formula for similarity measure is

Kh — e~

el 4 e—6h

—al

SemSimun (t;, th) = e (3.2)

where av = 0 and 3 > 0 are parameters s:(;alling the weight of shortest path length
and the depth of subsumer respectively. From their experiment based on the benchmark

data set, the optimal parameters for Eq. 3.2 are: o = 012, /= 0.6.

ConceptNet

As we introduced fundamental elements of ConceptNet in Sec. 2.2.3, features are de-
scriptions of concepts that complete a assertion about them. For example, the assertion
“a trunk is part of a car” applies the feature (PartOf, car) to the concept trunk, and also
applies the feature (trunk, PartOf) to the concept car. Each concept can then be associ-
ated with a vector in the space of possible features. Each assertion in ConceptNet has

an integer confidence score which is initially 1. This score is automatically increased
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when multiple users enter the same assertion and decreased when users enter contra-
dictory assertions. The degree of similarity between two concepts is the dot product
between their rows in the concept/feature matrix. However, these dot products have

very high dimensionality and are difficult to work with.

Therefore, Speer et al. introduced a technique, AnalogySpace [30], to facilitate rea-
soning over a large knowledge base of natural language assertions that represent com-
mon sense knowledge. They utilized truncated singular value decomposition (SVD)
which projects all of the concepts ftom the space of features into a space with many
fewer dimensions. It alse”projects features ffom a spaee of concepts into the same

reduced-dimensional space:

As AnalogySpace is an orthogonal transformation of the original concept and fea-
ture spaces, it can be used to compute similarity between concepts or between features
by computing their dot products rapidly. Beeause all assertions are contributed by vol-

unteers, ConceptNet contains Some untrue concepts, so they take:the concepts which
involve at least 4 assertions into accouﬁt._ The researchers.also have developed Di-
visi', a Python library for_rea’soning by analogy and association over common sense
knowledge, for utilizing the knowledge from Conceptﬁet handily. Consequently, we

use Divisi for calculating semantic similarity between tags and define the similarity

measure as:

SemSimen (ti, t;) = v, (3.3)

where v € [0.0, 1.0] is returned from the API of Divisi given ¢; and ¢;.

"http://divisi.media.mit.edu
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Google Snippets

The method proposed by Sahami et al. [27] is to measure the similarity by utilizing
short text snippets returned from web search engine. Let w represent the query word,

then:

—_—

. Issue w as a query to a web search engine.

2. Let S(w) be the set of n retrieved snippets S, S25+ .. , Sp-

(8]

. Compute the TF-IDF term vector vz for ¢ach snippet.s; € S(w).

4. Let C'(w) be the centroid of the vectors v; after normalization:

jl o
Clw)= — Yt
e 2L T

In Step 1 we use Google search engine: and in Step 2 we assign n. = 50, which
means we select top 50 results of each query.word. In Step 3, we use the scheme TF-
IDF for weighting terms in snippets, where the weight w;; associated with term ¢; in

the snippet s; is defined to be:

N
wm = tfi,j X lOg(E),

where tf; ; is the frequency of term ¢; in the snippet s;, IV is the total number
of documents in the corpus, and df; is the total number of documents that contain ;.
We compute N and df; using a sample of about 300,000 documents from the web.
Apparently, other weighting schemes are possible, but we choose TF-IDF here since it

is most common used in the area of Information Retrieval.
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Finally, given two tags ¢; and ¢;, we can measure the similarity between C(¢;) and

C(t;) by cosine similarity defined as:

0t Ctt) o

SemSimegs(ti, t;) = 1C@) I CE) 11

3.2 Semantic Similarity between Tag-based User Pro-

files

Given two users u, and w; and theirtag-based profiles as.defined in Definition 2 , the
Goal is to measure the similarity between u, and w, which represents their similar

degree with the Conditions listed below.

We first define the goal as:
SimSTp(ua,_ub) = U, 8%, € Rland vff€ [00, 10] (3.5)

Furthermore, the Similarity measure have to satisty the following properties as the

conditions:

Property 1. Semantic Monotonicity
Let u), and w; are equivalent to u, and w, respectively except both using one more

same tag t;, then:

Simgrp(ug, uy) > Simsre(Ua, up)

Property 2. Semantic Consistency

Given two users u, and w, and their tag collections T,,, and T,,, let u, is equivalent
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1o u, except using one more tag t;, then:

Sl’mSTP(UQ, Ub) > SimSTP(Um Ub)a

if max SemSim(t;, ty) > max SemSim(ty,tp)

where t, € T,,, t, € Ty, and SemSim is any semantic similarity measure be-

tween two tags as described in Sec 3.1.2.

3.3 Proposed Solution

3.3.1 Semantic Tag-based User Profile

According to the characteristic of tags, ‘researchers collected theset of tags the user
used to build up his user profile. Bach tag"r_e!pr_esents the user’s attribute or interest, and
has its associated weight. The more the aéég(;iaféd weight, the more the tag can reveal
the user’s interest. The associated weight caﬁ_be calculated by the number of times the

user used the tag, and the:weight can be adjusted by when the tagused or other issues.

But one common problem arﬁong their works is th.at they considered each tag in-
dependently. It means that one tag représents one interest, and any tag is irrelevant to
any other tag. This is unreasonable to make such assumption because people have the
knowledge or common sense about words are not the same but they can have some
similar degree. For example, design is different from /layout, but from our cognition

there exists association between them instead of they are totally independent.

We propose tag concept near human intuition improving original tag-based user

profile for resolving the problem described above. We define it as:
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Definition 3. Tag Concept
Given a tag t € T, we identify a set of tags associated with weights as tag concept

based on tag t by the following formula:
TC(t) = {(t;,w;) | t; is semantically similar to ¢}. (3.6)
We also define scalar multiplication of a tag concept as:
r-TC(t) = {(tjsr - w;) | t; is semantically similar to ¢ , » € R}. (3.7)

Based on any semantic_similarity measure.described*in Sec. 3.1.2, we can deter-
mine a set of tags which are similar to tag ¢ semantically. We use a tag concept derived
from a root tag in‘place’of the root tag in a tag=based user profile.-After replacing each
tag with the corresponding tag concept;the new profile which consists of a set of tag

concepts is a semanti¢ tag-based user pf'oﬁ:iej'We define it as:

Definition 4. Semantic Tag-based UserITProﬁle
Based on Defiition-2 and Definition 3, we define auser u’s Semantic tag-based user
profile as:

ProﬁleSTp(u) = {tl , TCu(tl) | ti & Tu} (38)

where TC,(t;) = wy; - TC(t;).

3.3.2 Similarity Measure for Semantic Tag-based User Profiles

Based on semantic tag-based user profiles described above, we propose a method for

measuring similarity between semantic tag-based user profiles, which in turn allows for
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revealing similar degree between users. Furthermore, we can identify highly similar

users given a target user for recommendation or other useful applications.

Because of a semantic tag-based profile consists of a set of tag concepts, we first

define the similarity measure for tag concepts as:

Definition 5. Similarity Measure for Tag Concepts
Given two tags t; and t;, where t;,t; € T, we define a metric Simyc(t;,t;) which is a
similarity measure between tag concepts constructed from t; and t; as:

SemSz’M(ti, L . if SemSim/(tist;) exists

TC(ti)-TC(tj)
T [TCE)l°

SimTc(ti, tj) = (39)

otherwise:

If the adopted semantic similarity"measure for tags cannot measure the similarity
between tag ¢; and t;, we measure the similarity from the tag concepts built from tag
t; and t;. Finally, we define the similarity‘mé?fsure for semantic tag-based user profiles

as:

Definition 6. Similarity- Measure for Semantic Tag-based User'Profiles

Give user u;’s and u;'s semantic tag-based profiles, Whe._re ui,.uj € U, we define a
metric Simgrp(u;, ;) which is a similarity, measure between u;'s and u;’s semantic
tag-based profiles as:

Simsrp(Ua, tup) = Zwua,i -max(Simrc(ti, t5)), (3.10)
- J

7

wheret; € T, ,t; € T,,.



Chapter 4

Methodology of Semantic Tag-Based

User Profiles

An important aspect of user profiles is.whether they can truly reflect the interests or
expertise of the users. Although the ratiﬁgs a user give to resources are good sources
for generating a user profile, we/may ‘ereate a user profile moré precisely if we have
more informations fiom thé-user. Furthermore, we can credte user profiles for those
users without giving ratings to the.resources but other user-generated contents.

As more and more social media websites emerge, tags become rich user-generated
informations. Tagging is used for managing resources originally, but tags generated by
a user are desirable for exposing the user’s interests like ratings. Instead of generating
a user profile from ratings the user gave to resources, a vector of tags with associated

weights are used.

In the following sections, we first introduce the similarity measure for tag-based

41
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profiles with its deficiency, and then our proposed semantic tag-based profiles with the

similarity measure.

4.1 Similarity Measure for Tag-based User Profiles

From a tag-based user profile defined in Def. 2, we can know what a user interests in
and the degrees of the user’s preferences. But tag-based user profiles make an assump-
tion that the set of tags in a profile are.independent, and there is no relation between
any pair of tags. When calculating the s.imilarity.between two tag-based user profiles,
cosine similarity [28] is the most common adopted measure which finds the cosine of
the angle between two Vectors, and.it.is also often-used to compare, documents in in-
formation retrieval. We define cosine sim_ila_;rity for, calculating the similarity between
two tag-based profiles as:

Sima (Uaytiy) = Profiley (u,) - Profiles(uy)
) T [ Profitestu,) | | Profilepus)]

(4.1)

where the numerator'is a dot product of two vectors which consist of tag-based
user profiles and the denominator is+the magnitude of. .one"vector multiplied by the

magnitude of the other vector.

In Eq. 4.1, each distinct tag 1s one dimension of a vector and the associated weight
is the length of the corresponding dimension. Unfortunately, it has missing and un-
suitable for calculating similarity between tag-based profiles using cosine similarity
because relatedness between tags are ignored spontaneously. For example, if one user
has the tag design only and another user has the tag art only. By Eq. 4.1, the sim-

ilarity of the two users are zero because design and art are different. But in fact,
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they are not independent and there has some semantic relation between the design
concept and the art concept from our knowledge. Therefore, we proposed “semantic

tag-based profile” with its similarity measure for solving the problem.

Tag-based Profile

biking 0.3 outdoors 0.7
web 03 web 0.1
guitar 03 music 0.1
food 0.1 cooking 0.1
& | \"
Figure 4.1: Using cosine similar betweep,iag based pro-
files is not suitable *« W
! .,
= b IS
8 7 ey, A
- | | 1?5“
4.2 Semantlzp Ta -_Jised er Pp‘l) e &
z .ir .i : _{;l | =

By eliminating the deﬁpiency on-@sdsurmg sn‘nﬂarlty be-tvgeen two tag-based profiles
presented by researchers [18 3'£ 4;20]},1we Proﬁosel' semantic tag-based user profile”,
which consists “tag concepts” constructed by spreading activation [5] and semantic
similarity between tags derived from WordNet or ConceptNet.

Spreading activation is a method, which is based on supposed mechanisms of hu-
man memory operations, for searching associative networks or semantic networks.

Originated from psychological studies, spreading activation was first introduced in
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computer science in the area of artificial intelligence to provide a processing frame-
work for semantic networks. Now it is adopted in many different areas such as cogni-

tive science, psychology, databases and information retrieval.

The network data structure consists of nodes connected by edges. Nodes model
objects or features of objects to be represented, and they are usually labelled with
the name of the objects. Edges model relationships between nodes and they can be
labelled and/or weighted. In our case nodes are tags and edges are undirected and
weighted according to semantic similarity based.on-WordNet or ConceptNet.

The concept of spreading activation-can be.explained by a natural phenomenon.
When we drop a stone in a pond, oscillation on surface transfers energy to neighbor-
hood, and becomes‘smaller and smallet in amplitude due to water resistance. In this
model, we can imagine each tag by/a usemas a stone. Its energy propagates from the
most related tags to less relevant ones. A t;lg has'an energy level indicating its related-

ness to the primitive tag.

The processing technique is defined by a sequence of iterations, and each iteration
is followed by another iteration until no new tag was'marked as active in last iteration.
In other words, each energy.of activatedtag in lastiteration is not greater than the firing

threshold. We define the steps of spreading activation as follows:

1. Initialize the graph setting all energies of nodes to zero and mark them as unac-

tivated.
2. Set the root node to an initial energy w = 1.0 and mark it as active.

3. For each active node 7 in the graph:
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4. For each edge ¢;; connecting the active node 7 with the adjacent node j which
is unactivated, add the spreading energy w; - w;; - D to node j where w;; is the

weight of edge e;; and D is the decay factor.
5. Mark all active nodes as activated.

6. If the nodes with augmented energy by Step 4 which is not greater than the firing
threshold F', mark them as activated. If there exists the nodes with augmented

energy which is greater than F', mark them as active and back to Step 3.

The decay factor D-is-like water resistance in.the éxample above which controls
the spreading energy. Usually D is set as 0.8. The firing threshold 7' is known as
activation constraint which controls'the spreading of the activation on the network.
Moreover, it is possible to assign différ__'eht_ threshold levels to each unit or set of units
in relation to their meaning in the contéﬁ{c :of ;ﬁhe application.

The procedure terminates When either. there aré no more nodes to mark as active
or by distance consﬁ__*ai_nt. Spreading activation should cease when it reaches nodes
that are far away in terms.of llinks covered to reach them from the root node. This
corresponds to the simple heuristic rule that the'strength of the relation between two
nodes decreases with their semantic distance. Relations between two nodes directly
connected are called first order relations. Relations between two nodes connected by
means of an intermediate node are called second order relations, and so on. It is com-

mon to consider only first, second and, at most, third order relations.

For computing efficiency, we apply fan-out constraint to spreading activation. Spread-

ing activation can cease at nodes with very high connectivity, that is at nodes connected
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no edge between the two ta,gs*F"in the= gtraph each,tég isa no{ie Etnd edges represents
semantic relations between ta"' S zgs-*de }prlbed a';bov,? qu oille tag t, we can obtain a set
of tags which are marked as active once, and each tag in the set has associated weight
which is the final energy acquired by the procedure of spreading activation. Eventually,

we call the set of tags with their associate weights as “tag concept” and define it as:

TC(t;) = {(t;, o(ti, t;)) | t; is activated from ¢ } (4.2)
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where tag t; is the root tag of the tag concept, ¢; is the tag activated by ¢; and
satisfied distance constraint with no more than third order relation, and ¢(¢;, ¢;) is the
final energy or associated weight of tag ¢;. Then we define scalar multiplication of tag

concept as:

TC,(t:) =w,; TO(t) (4.3)

= {(t; , wugr ¢(t; 1)) |'t; is activated from ¢,,¢; € T,,}

where w,, ; is the associated weight of tag#; defined in Eq. 3.1.

Each user has annotated his/her resource collection With many distinct tags. For
each distinct tag, we Set it as a root tag to construct a tag comcept by the procedure of
spreading activation described above. In conclusion, each user h-as the number of tag
concepts which is the same as the nur‘n_‘t;_)er_-..o:f: distinct tags the user has used. And the
user’s semantic tag-based user profile éonsists of'the setof tag concepts which defined

as:

Profilesr (). = {t: , TCuflt:) | i€ T} (4.4)

4.3 Similarity Measure for Smantic Tag-based User Pro-

files

From Eq. 4.1, tag-based user profile is not suitable for measuring similarity between

two users with cosine similarity. For this reason, we propose an approach for mea-
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suring similarity between two semantic tag-based user profiles to reveal the similar

degree.

Because semantic tag-based user profile is constructed by a number of tag concepts,
firstly we need to present a method to calculate the similarity between tag concepts. A
tag concept includes a set of activated tags with a root tag and their associated weights,
and we can regard the tag concept as a vector which consists of the set of tags in the tag
concept. The data structure of a tag concept is the same as the data structure of a tag-
based profile, so we can use cosine similarity to find the cosine of the angle between

two tag concepts defined in Eq. 3.9.

From Fig. 4.3, we show the advantage about using a tag concept instead of the root
tag in the tag concept. 'Originallyythe'similarity'between driving and travel is
zero because they are different, and/it 1s,unreasonable. By applying cosine similarity,
there exists the similarity between the tw,; tag concepts because the tags, driving

and travel and trip and walking, areloverlapped. And it corresponds with what

people think.

Maedche and Staab :pr-op_osed an approach for measuring similarity between on-
tologies [17], which searchés for the maximum @verlap When comparing the two hi-
erarchical structures. We take their approach as.a reference to define the similarity
measure for semantic tag-based user profiles in Eq. 3.10.

We preserve each maximum similarity among the pairs of one user’s tag concept
and the other user’s all tag concepts as in Fig. 4.4, and then take the average of all
maximum similarities as the similarity between two users. Another common formula

is to calculate the average similarity of all the pairs mentioned above, but the value can
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travel driving

control driving travel gsitPEane

walking walking

Figure 4.4: Select maximum similarity between among the pairs of one user’s tag
concept and the other user’s all tag concepts
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4.3.1 Property of the Similarity Measure

In the following we proof our proposed similarity measure for semanitc tag-based pro-

files satisfying the propoerties described in Sec. 3.2.

Proof of Property 1: Semantic Monotonicity

Let user u’s total tag frequency T'TE(u) = > st f(u,t;) , t; € T,, then:

() t; & To,:
After adding one moresfag, the original weight Simigr(uq,uy) is adjusted into

%S imsy(Ua, up), and then it appends the weight of the new tag concept I'C',, (t:)

which matches usery s'tag concept '€, (£;). |

Ly

Simsr(ul,, uy) _ %
TTF(u,) | o 8
~TTB(us) w1 % F b W ) +
_ TTE(u3) 3 1
TTF () + 1 TTF(u,) %1
TTF (i) L e
“TTF(ug) + 1 TTF(ug)+1

1
SimTc<ti, tz)

SzmST (ua, ub)

Sim s (Uas Up) Simsr(tq, up)

=Simgr(ug, up)

(11) t; € Tua but ¢, ¢ Tub:
Assume user u,’s tag concept 7'C,,, (¢;) matched user u;’s tag concept 1°Cl, (tx)
before using the tag ¢; one more, we remove the weight of matching between them and

then append the weight of matching between 7°C,,, (¢;) and T'C, (t;).
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Simgr(ul,, uy)

_ TTF(ua) : tf(ua,ti) . tf(ug, ts) +1 .
TTTF(ug) + 1[SlmST(Ua,ub) TTF(UG)SZmTC(tmtk)] + TTF(ug) 1 1Szm:ro(tz,tz)

TTF(u,) . tf(ua, ts) . tf(ug, ti)+1
- Y g asUp) — 5 liyt TN L1
TTF(ug) +1° M7ty o) = e, g Stmrolls be) + g 75
. TTF(UQ) X 1 tf(ua, tz) X tf(ua, tl)
“TTF () + 17 e )+ Frpe 3T~ T R(uy) w10 et ) mrpn 4
TTF(u,) o tf (tas t;)
TTTF(ug) + 1 TTF (ug) + 1

Proof of Property 2: Semantic Consistency

Based on the similarity measure for tag concepts in Definition 5:
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Simgr(ul,, up)
TTF(u)) .. 1
S (g, 1) +
TTF(ug) +1° M7 (e ) + rpr 577
TTF(u)) .. 1
R S a— @ -
2T (g +1° 7 (e ) + Frpe T

- max SimTc(ti, tb)

-max Simrc(ta, ty)

TTF (u, ) 1
(ta) Simsr (g, up) +

_m SzmST(Uay Ub)

TTF(ug) + 1

=Simgr(ug, up)



Chapter 5

Experiment and:Evaluation

In this section, we evaluate our proposed approach, semantic.tag-based user profile
formulated in Eq. 4.4,'and the baseline approach, tag-based user profile formulated in
Eq. 3.1, based on the data crawled fromDelicious which is thesmost popular social

bookmarking web service site.

5.1 Data Collection

For evaluation, we crawled the data including users and bookmarks. Each user on De-
licious had an isolated web page for displaying the user’s data as in Fig. 5.1, including
his/her bookmark collection and the set of tags the user annotated on each bookmark.
The data which we needed for evaluation includes the set of tags with the number
of times each tag used by the user within his/her bookmark collection, and the set of

tags which users annotated on a bookmark with the frequency of a tag annotated by
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We crawled 39,459 users at first. From the statistic result, there were totally
9,149,239 distinct bookmarks among their bookmark collections. It would take a long
time to crawl all bookmarks, and further, not all the data were satisfied the requirement
of our evaluation. Accordingly, we filtered the bookmarks and then crawled the ones

we needed.
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5.2 Data Analysis

5.2.1 Data Filtering

Power-law distribution as Eq. 2.1 and Eq. 2.2 is an common observation of tagging
systems. There are a few objects with high frequency and a lot of objects with low
frequency in a power-law distribution. And it is important and useful for filtering the

data based on power-law distribution.

We also observed the corresponding distribution among our crawled data. Each
user has his/her bookmark colleetion, and the number‘of total bookmarks his/her owns.
In Fig. 5.2, the vertical dimension is number of each user’s total bookmarks and the
horizontal dimension is the users ordered by the ‘number of'each user’s total book-
marks. Both dimensions are logafithrﬁigf:!sgale for representing power-law distribution
explicitly. In our data the.user with the-'l.ﬁ_p.st Bookmarks has 56,663 bookmarks totally,
the second rank user has 37,506 bookmarks, and the third rank user has 25,291 book-
marks. We can obser\__/e that the number of total bookmarks:descends sharply and there
are only 81 users whose own .more than 10,000 bobkmarks.. On the other hand, 662
users have no bookmark, 632 users-have one bookmark only, and 4,116 users have no

greater than 10 bookmarks.

In order to construct a (semantic) tag-based profile effectively, we need the suffi-
cient number of tags a user used for representing the user’s interests, and it is the same
as constructing profiles of bookmarks for evaluation later. From Golder and Huberman
[6]’s experiment, the proportion of a used tag in a bookmark is nearly fixed after the

first 100 users bookmarked the web page, so we keep the users and the bookmarks with
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more than 100 records. The number of the remaining bookmarks is 522,580 which is
still a large number for our evaluation, so we adopt part of the remaining bookmarks
which are collected by most evaluated users. Finally, we have 20,578 users and 80,000

bookmarks from the set of satisfied bookmarks for computing efficiency.
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| Rank | Tag | Frequency | Users || Rank | Tag Frequency | Users |
1 design 895,116 17,696 11 music 452,830 |17,163
2 tools 762,283 [17,178]12  |howto 394,349 |13,745
3 web2.0 701,278 [16,072][13  |css 394,261 |14,429
4 software 667,346 |17,056| 14 google 387,546 [16,984
5 blog 656,835 17,307 15 |javascript 358,622 (12,890
6 web 650,756 [16,600|16 |tutorial 340,763 [14,532
7 webdesign 539,313 [14,705||17 |business 338,102 13,489
8 programming | 514,125 [13,543]18 |free 326,727 113,922
9 video 505,929 [17,967|19 |development| 322,871 |12,009
10 |reference 490,643 | 14,873 |20 . |art 322,677 [13,659

Table 5.2: The list of top 20 tags.ordered by frequency with their frequencies and the
numbers of users used them ' :

5.2.2 Tag Coveragesin Semantic Resources

After crawling the data from Delicious, the next step is to measure semantic similarities
between distinct tags. But there are pl’erify__of distinct tags in our crawled data set (and
we listed top 20 tags in Table 5.1). If w'e.meas.ured all pairs of tags, it would take a long
time to compute all semantic similaritics..Besides, most tags are'with low frequencies
because the distribu‘;i__on_of tag frequencies also fits the power-law distribution. For this
reason, we select the top _15,000 tags and measure thé semantic similarities of all pairs

of the 15,000 tags.

Although there has about 150,000 words in WordNet and over 700,000 statements
in ConceptNet, tags are freely chosen terms by users, including multi-language words,
symbols, compound words, etc. The more tags are found in WordNet or Concept-
Net, the richer semantic tag-based user profiles are constructed. Therefore, we check
the coverage of tags in WordNet and ConceptNet and list the result in Fig. 5.3. The

horizontal dimension is the top-n selected tags ordered by their frequencies, and the
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vertical dimension is the proportion of the tags existing in WordNet or ConceptNet.
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Figure 5.3: The Coveragé'(’)? Tags in Semantic Resources

We utilize NLTK!, which is a natural lanéﬁége toolkit for rescarchand development
with linguistic data, for éhecking,'a tag whether it is in the'database of WordNet. From
Fig. 5.3, we know the cove-rég_e of the tags in WordNét is higher than the coverage
of the tags in ConceptNet with/without applying tﬁe Porter stemming algorithm[24].
The coverage of top 50 tags in WordNet to the total tags we selected is 84.0%, the
coverage of top 100 and 300 tags are 79%, the coverage of top 500 tags is 76.6%, and
the coverage of top 1,000 tags is still 76% high. The result shows that most tags with
high frequencies exist in WordNet, and the coverage is almost stable from top 100 to

top 1000 tags. The result from WordNet is acceptable, but the result from ConceptNet

Thttp://www.nltk.org
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is disappointing. The coverage of top 50 tags in ConceptNet is 32% only, the coverage

of top 100 tags is 30%, and the coverage is 25% stably from top 300 to 1000 tags.

Since tags are freely chosen by users, we observed the tags in our crawled data
have singular words and plural words, and nouns, adjectives, verbs, adverbs, etc. In
order to improve the coverage of the tags, we use the Porter stemming algorithm for
reducing inflected tags to their stem or root form. Stemming algorithms are common
elements in query systems such as search engines for query expansion or indexing. For
example, the words “fishing”, “fished”, and “fisher” are all reduced to the root word,
“fish” by stemming algorithms. The Porter sfemming algorithm is the most familiar
stemming algorithm and it is also provided by NLTK, so we utilize it for stemming the

tags which are not insConceptNet;"and check theroot tags again.”

With applying the Porter stemmingsalgorithm, the coverage of top 50 tags in Con-
ceptNet is up to 70%, the coverage of to-i) 100 tags 1s 63%, and the coverage of top 500
and 1000 tags are about 57-58%. Althouéh the result with stemming from ConceptNet
is not as good as the result from WordNéf,_but it is much better than the result without

stemming.

In addition, we manually divided'some tags which are not in WordNet or Concept-

Net to different kinds of tags as the following:
e Compound words: webdesign, toread, socialnetworking, opensource
e Technical words: web2.0, mysql, photoshop, skype
e Web sites: del.icio.us, youtube, twitter

e Abbreviations: hci, ui, api, apps
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e Non-English words: 7&4T, 3f 7% 1&

e Non-words: !!l, #4, #*#** X 2008, 04/20.

5.2.3 Ratios of User’s Tag Frequencies to Total Tag Frequency

After measuring semantic similarities between tags existed in WordNet or ConceptNet,
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Figure 5.4: Average ratios of users’ tag frequency of each rank to their total tag fre-
quency
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We calculated ratios of tag frequencies with different ranks to total tag frequency
based on all users’ data, and then calculated the average ratios of all users in our filtered
data set. The result is showed in Fig. 5.4, and the distribution of the average tag ratios
is a power-law distribution, which means part of tags dominate the weights of tags
in a (semantic) tag-based user profile. Finally, We decide to build tag concepts from
every user’s top 30 tags for computing efficiency, and the average ratio of the rank 30th
used tag is 0.6%. Another reason for selecting top 30 tags is that we can only retrieve
top 30 tag frequencies of @ bookmark within one request to Delicious. Because of we
have to measure similarities between ﬁser proﬁles and bookmark profiles for empirical

evaluation later, we also select users’ top 30 tags onlyfor fairness.

5.3 Example Result|

We listed the result of semantic similarﬁ:_ies between tag design.and some other tags
in Table 5.3. Thé resultis from the relative semantic similarities based on WordNet,

ConceptNet and Google snippets.

| Tag | WordNet | ConceptNet | Google |
web2.0 None None 0.306
webdesign |  None None 0.682
designer 0.163 None 0.747
art 0.449 0.296 0.188
color 0.246 0.559 0.120
develop 0.519 0.016 0.254
happy None 0.019 0.208
japan 0.245 0.085 0.032

Table 5.3: Example Result: Semantic Similarities between tag design and other tags
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5.4 Empirical Evaluation

After crawling the data including the users and the bookmarks from Delicious and
measuring the semantic similarities between top 15,000 tags based on WordNet, Con-
ceptNet, and Google snippets, we can construct three semantic tag-based user profiles
based on each semantic resource for a user to compare with the baseline method, tag-

based user profile, described in Eq. 3.1.

We apply 5-fold cross validation to evaluate the.performance of our proposed ap-
proaches. Cross validation 1§ a technique for assessing how well the model you have
learned from some training data is going to perform on future unseen data (or testing
data). In 5-fold cross validation, every user’s bookmark collectionis partitioned into 5
subsets. The process is repeated 5 times; Eagh time a single subset is retained as the
testing data, and the other 4.subsets are tﬁé.._gr.ain:.ing data. Finally, the evaluation result
is from the average performance 6f 5 subsets.as the testing set each, That is, for each
user u’s bookmark col_lgct_ion D,, we random select 80% bookmarks as the training
data for constructing four user pfoﬁles including tag-bésed user profile, semantic tag-
based user profile based on WordNet; CongceptNet,-and Google snippets separately,
and the other 20% bookmarks as the testing data known as the ground truths in our
evaluation.

For each test of 5-fold cross validation, firstly, we construct three type of tag-based
profiles for each bookmark, which consists of top 30 distinct tags with their associated
weights, in the testing set. Secondly, for every user with one type of tag-based profile,

we calculate the similarities between the user profile and the same type of bookmark
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profiles. And then we sort the similarities to obtain the ranks of all the ground truth,
the user’s hidden bookmarks. The higher the ranks of the ground truth are, the more
accurate the profile is. We can obtain three ranked lists for a user by three types of pro-
files totally, and we will show the evaluation results by different performance measures

in the following subsections.

5.4.1 Precision-Recall Graph

In the area of Information Retrieval; the most common performance measures is preci-
sion and recall measures. Precision measure 1s the fraction-of the bookmarks retrieved
that are the ground truths; and recall measure is the proportion of the number of re-
trieved ground truths to the numberof total'ground truths. Precision and recall are
measures for the entire testing set which "dc_> not account for the rankings of the ground
truths in the retrieved data. In our evéﬁ_{a:t'ioih, the 'higher the rankings of the ground
truths, the better performance' the proﬁ}é ‘teveals. | Therefore, we consider the eval-
uation results by precision and recall measures at different cut-off points which are

precision at n (P@n) and recaZl at n (R@n) listed bélow:

p(afan = 42«0 g(“’ n)l (5.1)
DN Q(u,n)|
R(u)@n = D, (5.2)

where Q(u, n) are user u’s top n similar bookmarks among the testing set.
With the results from P@n and R@n measures at all cut-off points from 1 to the
number of bookmarks in the testing set, we can plot a precision-recall graph, which

shows the trade-off between precision and recall, as Fig. 5.5. Trying to increase recall
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typically brings in more false data into the querying result, thereby reducing preci-
sion. Thus precision-recall graphs have a classical concave shape, which can depict

the degradation of precision at n as one traverses the ranked list.
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Figure 5.5: Evaluation Result by Precision-Recall Graph

The improvement for precision-recall graph is to increase both precision and recall.
In other words, the entire curve must move up and out to the right so that both precision
and recall are higher at every point along the curve. From the precision-recall graph
in Fig. 5.5, the performances of three semantic tag-based user profiles are all better
than the baseline, the tag-based user profile. The major differences between curves
are within the range which recall value under 0.1, which means the ranks of a few top

ground truths obtained by semantic tag-based user profiles outperform by tag-based
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user profiles strongly.

5.4.2 Rank Accuracy Measures

Rank accuracy metrics measure the ability of a recommendation algorithm to produce
a recommended ordering of items that matches how the user would have ordered the
same items, and these metrics are more appropriate to evaluate algorithms that will be
used to present ranked lists to the user. Thus we utilize two measures, mean reciprocal
rank (MRR) and half-life utility measure [3],:to' compare the performances of three

types of profiles.

The reciprocal rank of a query response is the multiplicative inverse of the rank of
the first correct answer, and the mean| reciproeal rank is the average of the reciprocal
ranks of results for a sample of querics. We-define g, ; as user u’s i-th similar ground

truth and the formula of mean reciprocal rank as:

¥ 1 :
MRER = & — L 5.3
U] Xz: mnk(%‘-,_l_) )

where rank(i) is a function forretrieving therank of item i given a ranked list, and
U is the set of users for evaluation.

From the result Fig. 5.6, we can see the performances of three semantic tag-based
profiles (STBPs) are both better than the baseline, where the MRR from STBP based
on WordNet is 0.093, the MRR from STBP based on ConceptNet is 0.098, the MRR
from STBP based on Google snippets is 0.0975, and the MRR from the baseline is

0.067. The result shows the rank of each user’s first similar ground truth in the testing
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data by STBP is higher than the rank by tag-based profile (TBP) in a ranked list.

Mean Reciprocal Rank
0.1
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Mean remprogal ran%g éon 'de rs the rank of the eot. ansWG:g‘m a ranked list

only. Moreover, we"ﬁlso shquld.-aoon

Ar." rr,

tmths in a raﬁked list. Half-life
utility metric attempts to evaluate ther ut111ty.0f a‘r;ﬁtked list, épnd\lthe utility is defined
as the difference between the usé’f: s rd’ung for an jternl'and the “default rating” for an
item. The default rating is generally a neutral rating. Breese et al. [3] presented half-
life utility metric for recommender systems that is designed for tasks where the user is
presented with a ranked list of results, and is unlikely to browse very deeply into the

list. For example, most Internet users will not browse very deeply into results returned

by search engines.
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In our data set, the rating of each bookmark is binary because a bookmark is
whether in a user’s bookmark collection or not, so we let the rating r be 1 if the book-
mark is in the user’s ground truth. We define the formula of the half-life utility metric

as:

T
HU, =Y 9@rank(q,)—1)/(h—1) S

(2

where h is the half-life. The half:life is-the rank of the item on the list such that

there is a 50% chance that a user will view that item. We let h be 10 in Eq. 5.4.

The overall score fora data set across all users is shownin:Eq. 5.5. HU™* is the
maximum achievable utility if the system ranked, the items in the exact order that user
ranked them. In etherwords, all user’s hidden bookmarks are onthe top of the ranked

list. _ A

Hy = 2

= 5.5
> A >

The result of half-life utility metric is shown in Fig. 5.7. The performances of two
STBPs are also both better than TBP, where the utility from STBP based on WordNet is
0.0293, the utility based on ConceptNet is 0.0308, the utility based on Google snippets
15 0.0313, and the utility from the baseline is 0.0244. From the half-life utility metric,
we show semantic tag-based profiles are better than tag-based profiles by considering

total ranks of the correct answers in a ranked list.
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Half-life Utility Measure
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Although we used the methods, gebﬁlg@rgq?ﬂghﬁﬁénd mean reciprocal rank and
half-life utility measure, to evaluate the performances of our proposed semantic tag-
based profiles based on different semantic resources, this kind of evaluation considers
users’ history data only. All the unseen bookmarks are treated as wrong answers, and it
is unreasonable to make this assumption. Therefore, we design a user study to recover

the missing part of the empirical evaluation.
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5.5.1 User Study Design

We design a web page as in Fig. 5.8 to collect the results from subjects. The require-
ments of a subject are the subject must have an account on Delicious with enough
bookmarks for constructing tag-based profiles. For each subject, we construct three
profiles from the subject’s whole bookmark collection, including a semantic tag-based
profile based on WordNet, a semantic tag-based profile based on ConceptNet, and a

tag-based profile which is baseline, for evaluation. For each profile of a subject, we

.

measure all similarities between-the broﬁle and the bookmarks in our data set exclud-

ing the bookmarks in thé':}éubj_ect’s collection. Then we___-__s,él-ect top 10 bookmarks from

each profile and sort at mest 30 bookmarks with a random order.

i " i

i i
1 ¥

This is the user study for the research - Semantic Tag-based User Profiles
Please click each page fitle below and then rate it after reviewing the content. Thank you.

SEOmoz | 15 CSS Properties You Probably Never Use (but perhaps should)

Related to: css, webdesign, tips, design, web, tutorial, development

JavaBat
Related to: java, programming, tutorial, practice, education, code, examples

Java Practices - Home
Related to: java, programming, practices, reference, patterns, development, design

zephyrfalcon.org :: labs :: 10 Python pitfalls

Related to: python, programming, tips, pitfalls, tutorial, reference, gotchas

Code Like a Pythonista: Idiomatic Python

Related to: python, programming, tutorial, tips, style, development, code

An Introduction to Thread Programming
Related to: python, programming, threads, tutorial, threading, thread, concurrency

Figure 5.8: A Screen Shot of User Study

We put the data of selected bookmarks into the web page for clicking by subjects.

Subjects are asked to click each item and give the rating after reading the page content.
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They first can see the data of each item, including the page title and associated tags
retrieved from Delicious. They also can see their profiles by tag cloud. After clicking
the title of a item, the subject will see the information bar including the title, the rating
stars and the text “More Info.” for showing the associated tags, and the page content
displayed below as in Fig. 5.9. After reading the content of the item, the subject needs
to give the rating according to his/her preference to the item. The range of the rating
score is from 1 to 5. We also provide an icon for subje_cts to click if the server which
holds the web page is error, the item is,_.remove_tc_l;.ﬁthe :language of the text in the web

. f_[_: :

page is unknown for subjects; etc.

o

This is the user study for the research - Semantic Tag-based User Profiles.
Please click each page title below and then rate it after reviewing the content. Thank you.

arc90 lab : tools : PHP Twitter API Client ! Yo

! lab.arcgo.com

~  Tools

- "\, PHP Twitter API Client

© T've been having some fun with Twitter lately.

. Twitter's direct messaging feature is great for automated messaging tasks. With SMS
: and IM forwarding, I can receive critical updates from a server (or my coffee pot... or

whatever) just about anywhere. Good times!
'i_' ) " l . . 'l ¥, o .
Figure 5.9: Let the subj',é_qt_f.givé a rating aﬁer_rgadi’ﬁ'gfthe web page content

i ¥

5.5.2 User Study Result

We recruited 8 subjects for our user study, and they rated 211 web pages totally. We
apply half-life utility measure to evaluate the performances of three different types
of profiles. The rating r in half-life utility measure can be from 1 to 5 according to

subjects’ ratings, and the maximum achievable utility U;"** is gained by setting the
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Results of User Study
1 T T T

baselilne | s |
WordNet E=—=2
ConceptNet

09 | Google 3 |

08 1

| !
ratings of user ¢’s all
-

We use 'HU@% to _
only, and we shﬂw tl'qe. f-esu s in¢luding EU Q1, [ H‘U' @5 dnd HU®@10. From
the results in Fig. 5. 1:6) thé m?)ﬁt 51m asuretﬂbl the’qasehne method showed

the best performance \x;Blc.p means the subj ects gave thf rahngs averagely higher than

the top-1 items measured by semalﬁ;e tdg—b.ﬁsed' prol;‘iles The utilities of semantic tag-
based profiles based on ConceptNet are the best among HU @3, HU @5, and HU@10.
The utilities of semantic tag-based profiles based on WordNet are a little lower than
the utilities of the baseline method in HU@Q3 and HU @5, but it becomes better in

HU@10.
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Chapter 6

Conclusion

In this thesis we proposed semantic tag-based user profiles énriching the original tag-
based user profiles by fag concepls. Ea_ch tag concept represents é common concept by
the core tag and the set of semantic siﬁilar tégs. We also proposed the similrity mea-
sure for semantic tag-based-user proﬁlés'which eliminates the deficiency of measuring
similarity between tag-based user proﬁlég.'By applying cosine siinilarity in measuring
the similarity between two distinct tags, we only get zero. But by applying the same
method between two tag éoncepts, we can get the sirﬁilarity if the two concepts are
overlapped. By the similarity measure, we also can find out similar users or identify
items a user has interests in.

Based on a user’s resource collection and associated sets of tags on social me-
dia sites, we could construct the semantic tag-based user profile containing the set of
tag concepts to represent the user’s interests. We introduced three semantic resources,

WordNet and ConceptNet and Google snippets, with the associated approaches to mea-

73
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sure semantic similarities between tags. We represented how to construct a tag concept
from a tag by spreading activation with semantic similarities, and then we constructed
a semantic tag-based user profile by a set of fag concepts from a user’s resource col-

lection with associated tags.

From empirical evaluation, we showed the performances of the semantic tag-based
user profiles based on WordNet, ConceptNet, and Google snippets all were better than
the performance of the tag-based user profile with the data set consisting 20,578 users
and 80,000 bookmarks by 5-fold crossivalidation:-From the result of user study, se-
mantic tag-based user profiles based oﬁ ConceﬁtNet show-the best utility excluding

considering top 1 only.

6.1 Summary of Contributions

e We proposed-asemantic similarity measure for tag-based profiles with appropri-
ate properties, and-this measure eliminates the deficiency of measuring similarity

by cosine similarity.

e We provided an insight into.how the semantic tag-based profile of a user can be
constructed from tags associated with the user’s social media collection, and the
semantic relations preserved in the profile could reflect the user’s interests as the

concepts.

e We proposed tag concepts capturing semantic relations between tags, and se-

mantic similarities between tags could be measured based on different semantic



6.2. FUTURE WORK 75

resources to represent different meanings. In this thesis we utilized WordNet,

ConceptNet, and Google snippets to measure semantic similarity.

6.2 Future Work

According to our definition of semantic tag-based profiles, we can construct different
profiles based on different approaches and semantic resources. However, it is pos-
sible to combine different semanticiresources-with associated similarity measures to
construct one semantic tag-based proﬁle revéaling better,performance. Based on the
same tag with different semantic resources, we may eonstruct tag concepts including
distinct set of tags and associated weights. Thus, combining all tag concepts into one

is an important issue to do in the future.

The problem“about how to filter diséirfi'ilar tags in a tag concept is also a research
issue. Further, if we can confirm dissimilé_r tags when measuring the similarity between
tag concepts, we can obtain more accurate semantic similarity between tag concepts

and between semantic tag-based profiles probably. *

In this thesis, we construct semantic tag-base proﬁiés based on tag-based profiles
which tag weights are measured by a simple approach. However, tag weights can be
determined by different approaches for different circumstances. For example, we can
consider temporal factor and add more tag weights on the set of tags used recently.

And we can combine those factors with our proposed solutions for different purposes.
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