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Abstract

In this paper, we propose a context-aware campus Spots neender system
which detects the changes in the environment, and proviligtod spots to user whose
preference cannot be retrieved at the trip beginning, obadises of user’s responses of
what had visited in the trip, what time it is, whether it rgimgho company with the
visitor, and attractions information. The traditional@aamender systems overlooked
that a decison making differs in different context (locatibme, or weather). In order
to get high quality recommendations, in the general reconti@esystem user has to
rate a sufficient number of items; However, this system kaser’s preferences dur-
ing the trip and recommends spots that user are interesteyem if this is his first

time contact with the system.

The system uses three main technologies: knowledge caradattion, context-
awareness ability, dynamic recommneder algorithm. Oggole used to represent a
set of concepts within the tourist domain. A spatial ontglogganize spots informa-
tion, and conceptualize geographic knowledge of Natioaahdn University (NTU)
campus, such as Fu Bell is a spot, Royal Palm Blvd. is a roatiFarBell is on Royal
Palm Blvd. is a geographic knowledge. The temporal concaduilt in ontology
which could infer high-level information with the raw datéor example, 9:00 AM is

a time stamp, by inference the system obtain that 9:00 AM thénMorning and it

\'



belongs to eating time. Context-awareness ability copés the changes in the envi-

roment. In short, the visitors could experience recommgoiis depending on their

personal data and the environment conditions. With upate-dser’s responses in the
trip, the system dynamicly provides recommendations whay with different time

and weather condtion.
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Chapter 1

Introduction

In this chapter, we describe the motivation of this ontolbgged context-aware cam-
pus spots recommender system. Furthermore, we menstitimitegions of common
context aware applications and recommendation algorithpoint out the purpose of

this work.

1.1 Motivation

People travel for different reasons including for busindss education, for leisure,
and for attending conference. It is useful if there exist@memender system which
provides a flexiable and personalized recommendation toranwho travel but may
not be able to plan the tour in advance. In this paper, we ®pa@ampus scenic spots
recommender system which can provide the novel user witkt @flispots which are

likely of interest to this new user on the basis of the usardgrence, what time it is,

1



2 CHAPTER 1. INTRODUCTION

whether it rains, and who company with the visitor.

1.2 General Background Information

In this work, we uses three main technologies: knowledgeeptualization, context-
awareness ability and dynamic recommneder algorithm. |@gyas used to represent
a set of concepts within the tourist domain, context-awassrability copes with the
changes in the enviroment, and dynamic recommnedatiogswtr current time and

weather conditon.

1.2.1 Recommender System

The recommender systemsvas defineed as a specific type of Information Filtering
(IF) technique that attempts to present items (movies, cnbsbks, news, images, web
pagesetc) that are likely of interest to the user. Recently, due tanifi@mation over-
load recommender systems are getting attentions not amy dcademic research but
also from e-commerce sites including Amazon.éomoviepilot.de?, and musicovery

4. Two basic approaches have emerged for making recommendationtent-based
approach and collaborative filtering approach. The Cortased filtering analyzes
the content of items (e.g., web pages) that have been rate@ate a user’s interest

profile in terms of regularities in the content of informatithat was rated highly. This

'source:nt t p: // en. wi ki pedi a. or g/ wi ki / Reconmender _syst em
2sourceht t p: / / www. amazon. cont

3sourceht t p: / / ww. novi epi | ot . de/

4sourceht t p: / / www. nusi covery. com



1.3. CONTEXT-AWARE SPOT RECOMMENDER SYSTEM 3

profile may be used to rate other unseen items or to constiqueery of a search en-
gine. On the contrary, the collaborative approaches findrmétion sources for an
individual that have been rated highly by other users whatiags pattern is similar

to that of the user.

1.2.2 Context-Aware Computing

The free on-line Dictionary of Computing defin€ontextis that which surrounds,
and gives meaning to something else. Context-Aware apjgitaare aware of the
context in which they are run, such context-aware softwaepts according to the
location of use, the collection of nearby people, and adglesdevices. A system with
these capabilities can examine the computing environmehteact to changes to the
environment with no user typing into a computer. In otherdgpmwhen computers
can sense the physical world, people can dispense with miugihat is done with

keyboards and mice. In this paper, some important aspecsndéxt are: where the
visitor is, what time it is, whether it rains, how visitor fesbout current trip, and who

the visitors is with.

1.3 Context-Aware Spot Recommender System

A fairly large body of literature exists on recommendatitgoaithm and context aware
application ; however, both of them have various limitaio@ontext-aware applica-
tions are unable to predict a user’s preference in an unsertisn because the rules

are static. The existing recommendation algorithms coatemodel complex situation
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of which recommender space exceeds two dimensions. Thédred recommender
systems overlooked that a decison making differs in diffecontext. For example,
when it rains, most people do not engage in outdoor actyvdied when it approach
meal time people will find place support food. In this workntext-aware technology

detects changes in the environment to reach these goals.

1.3.1 Purpose

In light of above concerns, we present a ontology-basedegt@aivare campus spot
recommender system which give recommendations to novet ugeose preference
cannot be retrieved at the trip beginning based on usep®nses of what had visited
in this trip, contextual information and attractions prefiddditionally, from the view

of visitor, this context-aware recomnneder system hagthemefits:

1. User does not need to plan trip in advance.
2. The system actively suggests spots to user based orediffesntext.

3. The recommendation satisfies the specific interests nfichals, rather than the

majority.

1.3.2 System Archetecture

Here, a trip is divided into three period: Pre-trip, In-ttgnd Post-trip. The system
works at the In-trip period (see figure 1.1). At a trip beggivg have no historical tour

records about the new user. After the user visiting andgdbonsome landmarks, the
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predictor makes recommendations for unknown spots on this lbd demographics,
visiting habit of user, current context and location atttibns. In brief, the input of

the system includes:

» Location model contains properties of spots such as geographical post#dn
egory, servicesgtc, which were predefined in spatial ontology and latent rela-
tionships among POls which learned by analyzing movingepast of visitors

over NTU campus.

» User modelconsiders the demographics and visiting behavior of usierip.
The demographic information (e.g., age, gender, and comgpare obtained
from the welcome screen. Observing users interact withybtem, we design

an implicit rating mechanism.

« Context model descries the temporal conception and weather conditians(e

clear, cloudy, and rainy) .

The output is a context-aware personalized list of scerotssp

1.4 Organization

The remainder of this paper is organized as follows: Ch&ptescribes the prior work.
The problem formulation and details approach are present€tapter 3. Following
the definition, Chapter 4 briefly describes the implemeatasind experiment results.

Finally, concluding remarks are stated in Chapter 5.



Chapter 2

Background and Related Work

In this chapter, we review some prior work on recommnedetegyscontext-aware
application, user modeling, and ontology. Firstly, we odice the state of the art
recommender algorithms, in order to improve recommendatapabilities and make
recommender systems applicable to broader range of apptisamore work focus on
the possible extensions to the current recommendationadetiNext, we investigate
how to identify the user’s interests unobtrusively by anriovement of understanding
of users [1][26]. Then, we shift attention to context-awesss technology, and then in-
corporate contextual information into the recommendapiatess [40][9][3]. Finally,
ontology is the key to make the context-awareness come tmgetalks about some
famous projects have been designed ontology used for kdgelsharing. And in
this work, we used ontology to describe the geospatial amgdeal knowledge about

landmarks on NTU campus.
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2.1 Recommender System

Recommender systems is a kind of learning systems thatgbrébei utility towards
new items regarding a particular user based on user’s éxptionplicit ratings, oth-
ers’ opinions, and the attributes of user and items. Recamderesystems emerged
as an independent research area in the mid-1990s whenatesesastarted focusing
on recommendation problems that explicitly rely on thenggi structure. Typically
we do not have a complete set of votes across all items, riegardf the type of vote
data available, recommendation algorithms must addressghe of missing data. The
users’ preferences are learning target function, we hasores to believe that there ex-
ists some other target functions in the dataset that cemigtoehaves similar, neutral
or opposite to the target function for the particular useatiiy-based recommenda-
tion algorithms rely on an interpretation that any vote aadeés a positive preference
[38]. In a case of a spot recommender system, Alice assigasgof 4 (out of 5) for
FullBell, and also votes 2 for Library, then we can say that@probably like fullBell

more than Library.

The recommendation methods are usually classified inteethrain categories
based on how recommendations are made ¢tbhtent-basedcollaborative filtering

andhybrid.We introduce them and describe which and why we used in tbrk.w

* Content-based recommendationsThe user will be recommended items which

have higher degree of similarity to those he preferred irptms.
+ Collaborative recommendations:

— user-based:The user will be recommended items that people with similar
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tastes liked in the past.

— item-based[21][31][23]: The similarities among items were computed based

on users’ responses not their content.

» Hybrid approaches: These methods combine content-based and collaborative

methods.

2.1.1 Content-Based Recommendation

The content-based approach roots in information retrjeivahalyzes the description
of items that have been rated by the same user and the descrgititems to be
recommended. Many content-based approaches focus on memmiing text-based
items like documents, a document is represented as a setstfinformative words
which characterizing it extracting from its content, i#e words that are more asso-
ciated with one class of documents than another, and use kiegsvords to determine
the appropriateness of the document for recommendatiqgopas. One of the well-
known measures for specifying keyword weights in InformatRetrieval is théerm
frequency/inverse document frequency (TF-IDR)fact, the similarity among items

are computed according to their content.

Content-based approachs have their own limitations.,Firetcontent analysis ca-
pability is limited by features that are explicitly assdehwith items. In order to have
a sufficient set of features, the content either in a formd¢hatbe parsed automatically
by a computer (e.g., text).In this work, we use ontology tddothe location model

in which each spot not only has its basic attributes, inclgddentification, category,
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position,etc. But each spot also has some user oriented properties likégrojime
to be visited which was obtained by observing users’ routabé database, not the
content of spots. Second, in order to get high quality recemaations the content-
based recommender system has to really understand the pseErences; means that
the user has to rate a sufficient number of items. Howevenibis practical assump-
tion here, in this work, we give recommendations to userssetpeference cannot be
retrieved at trip beginning, that is to say the content-baggproach would be unable
to get accurate recommendations to the user who has veryatevg records. This is
called a new user problem, and we alleviate it by assignieghw user into a high

level group according his demographical features.

2.1.2 Collaborative Filtering Recommendation

Collaborative filtering recommender systems predict the od items to a particu-
lar user based on a collection of ratings rated by otherrikeded people. Unlike
content-based recommendation methods, typically, cotkive filtering does not use
any information regarding the actual content of items, htlter match the preference
patterns of active user to those of other users. That is wésllgd collaborative filter-

ing or social recommender system.

Collaborative filtering has been shown as one successfohmeender system
technology in many practical applications, but here we dlessome potential prob-
lems associated with correlation-based collaborativeriilg models. First, the perfor-
mance of recommendations made by collaborative filterirgyatées with the number

of customers and items, it is called large scale problemsyva&at al use association
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rule technique to produce top-N recommendations to addaegs-scale purchased
and preference data [32], and they also explore a technalalygd Singular Value
Decomposition (SVD) to reduce the dimensionality of recagnder system databases
to quickly produce high quality recommendations, even fany\Jarge scale problems
[33]. Another problem occurs when the different product eamefer to the similar ob-
jects. Correlation based recommender systems do not digcths latent association
and treat these products exactly differently. For examgmasidering two visitor one
of them rates low-fat yougurt as "high” and the other rat@sfat milk as "high”. Cor-
relation based approach would see no match between pradumisnpute correlation
and would be unable to find the latent association that bothesh like low-fat dairy
products. In our work, both large scale and synonymy probleray relieve, since the
visitor rates for a spot represented by its unique posiaad,location ontology is used
for modeling the latent relationships among spots. Agaemiimber of spots in NTU
campus is fixed and the number of visitors grows slowly, tigdacale problem may

not serious.

Usually, in any recommender application, the number ohgatialready obtained
is usually very small compared to the number of ratings tlednto be predicted.
Effective prediction of ratings from a small number of exdesps important. User-
based collaborative methods look for similar users’ opisiaco make predictions,
more precisely, the ratings pattern of individuals are ugedetermine similarity.
Typically, user-based collaborative filtering systems fikd-minded customers (also
called neighborhood) bfearson correlatioror cosine-based similaritpetween the

opinions of the users. These statistical approaches finddlghtborhood of the ac-
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tive user, i.e., others who have similar tastes in iteme (ifa¢ same items similarly),
such a correlation is most meaningful when there are mamgctsjated in common
between users. Unfortunately, we may not expect there tddrg@number of ratings
in this work. What's worse the nearest-neighbor algoritihetg upon exact matches,
this meant that the correlation is only defined between iddais who have rated at
least two items in common, whenever there are relativelydser-specified ratings,
for either the active user or the neighbors, not many paitssefs have correlation at
all. The situation that there is fairly little ratings dat@ne included is called sparsity
problem, and it causes collaborative methods might be ¢éepéa fail, and also the ac-
curacy of recommendations may be poor. Many efforts hava besde to overcome
the sparsity problems of a purely collaborative approacrwar et alincorporated
semi-intelligent filtering agents [34] into system. Thegerts evaluated and rated
each product, using syntactic features, but the filterbankg for text-based item since
the rate is gotten by content analysis. Breesal.assume some default value [8] as
rating for the missing data. The dimensionality reducti8][is a different approach
for dealing with sparsity, through content analysis andiceditem space by using k
feature to describe n items, where n is large and k less thannttease density and
thus find more ratings. Providing a dense ratings set heli@date coverage and im-
proved quality, however, this kind of solution did not addréhe fundamental problem
of poor relationships among like-minded but sparse-ratugjomers.

As was observed, sparsity poses a computational challeegegst-neighbor algo-
rithms become harder to find neighbors and harder to proceemmendations for

a particular user. In this work, we think that two users cdaddconsidered similar
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not only if they rated the same items similarly, but also #yhbelong to the same
demographic segment. Accordingly, we do not look for neabklwho have a similar
ratings pattern with the active user, but we directly categothe user according his
attribution. Pazzani proposelemographic filteringvhich uses the demographic in-
formation, such as gender, age, area code, education, gridygnent information of
users to learn the type of person that like a certain objetttenmestaurant recommen-
dation application [26].

In this work, we choose item-based collaborative filteriogrtake recommenda-
tion. We analyzing user-item representations to idengéfgtions between the different
items, and then recommendations for a particular user anpgted by finding items
that are similar to other items the user has liked. Karypid [&ed item-based col-
laborative filtering for the top-N item recommendations Ashazon.com the item-to-
item collaborative filtering algorithm produces recommainzhs in real time, scales
to massive data sets [23]. Moreover, Sarwaal. [31] point out the bottleneck in
collaborative filtering is that searching potential neigistbhamong a large user popula-
tion. Since relationships between items are relativelcstéem-based algorithms can

avoid this bottleneck.

2.1.3 Hybrid Approaches

Collaborative Filtering methods collect items ratingsiirommdividuals and use nearest-
neighbor techniques to make predict whether a user wouldtbesisted in a particular
item. However, these methods miss the information aboutdhéere of each item.Basu

et al. [7] present a recommender approach that is able to use abitigs informa-
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tion and other forms of information about each artifact iagscting user preferences.
Commonly, different ways to combine content and collabeeanhethods into a hybrid

recommender system can be classified as follows:

1. To implement collaborative and content-based methqgolsrately and combine

their predictions.
2. To incorporate some content-based characteristicaiotdaborative approach.
3. Toincorporate some collaborative characteristicsantontent-based approach.

4. To construct a general unifying model that incorporatas loontent-based and

collaborative characteristics.

For example, Pazzani [26] proposeddalaboration via contenapproach which based
on traditional collaborative techniques but also maintaecontent-based profiles for
each user. The content of the user’s profile is not the comyn@téd records, but
contains weights for the terms that indicate that a userlikélan object, and then is
exploited to detect similarities among users. The benethisfapproach is that users
can be recommended an item not only when this item is ratddyhiy users with the

opinions of the like-minded users, but also directly agatims user’s profile.

2.2 User Model

Recommender systems are characterized by how to model, @s&tshen connect

similar ones together. As was observed, not many pairs of ugé have a significant
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number of commonly rated items; the sparsity is a big prohilemny rating-based
recommender systems, therefore when model individuals;ameot rely too heavily
on having a large amount of rating for items or expecte ugeasiswer many specific
guestions. To build user models quickly, some uncertaimkedge must be incorpo-
rated into modeling. Elaine Rich [29] uses stereotypes agehanism for building
models of individual. Stereotypes are the clusters of dtarstics of the user. With
the aid of stereotypes, Grundy, a system that plays liovar@ghly models the read-
ers, and then exploits those models to suggest relevanslibakpeople may find in-
teresting. The case in a library, the librarian knows sorf@mation about the reader
before asking, such as the gender, approximate age, andthorgs he can assume
until he has c ontrary evidences, like that the person whasedwyellow does not read
Chinese. Only when the librarian needs to figure out otheerdetail things, he asks
the specific question to the reader. In other words, a useehwaas built without ask-
ing many questions to a user, but with making direct infeesrfoom a user’s behavior.
Although not all of these attributes are necessarily troe Jtenefit of this approach is
that user model is built quickly without making users feelitels.

The classify algorithms can put the like-mined users ineogame class, but each
user only be clustered into a single cluster. In reality, ansborecommender system
must be able to cluster users into several categories, finpbe, in a book recom-
mendation case, a user may be interested in one topic (eag,gonming) for work
purposes and a completely different topic (e.g., fishing)dsure.

Moreover the user model is acquired not only based on udmai®cter or his rating

records, but also on the basis of user’s activities in thermétion space.Oppermann
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and Specht practice a nomadic exhibition guide Hippie [26]& museum guidance
and introduce many psychology theories about modeling slee interests including,
motivation theoriespsychological perception theorieand social psychology Ac-
cording stereotypical movements of visitors, a visitorlddee classified by four cat-
egories: ANT, GRASSHOPPER, FISH and BUTTERFLY. Given wuigtstyle, the
adaptive information guide can be present, long and detpilesentation for an ANT,
short for a GRASSHOPPER and medium for a FISH and a BUTTERRKb¥istanet
al. [22] point out the correlation between spent reading time explicit ratings. That
is, the reader who spend a long time with an article is mor&yiko rate it highly;
Similarly, other actions such as printing, saving, forwagd and posting a follow up
message to an article are also be a clue about how the usetthilsearticle. There
are some spot recommendation applications show correlagtween user preference
and travel behavior such as visit frequency and travel tibd41][6]. For example,
CityVoyager [41] models users’ movements using first-ordlierkov model which
uses areas as nodes. The transition probabilities of nodesmkulated from periodi-
cally plotted user locations, and a higher probability aadés more chances of a user
advancing to the area. In this paper, we have no user’s thastelry at trip beginning,
through analyzing his visiting behavior in the trip can hefpto model the user. The

approach chapter describes how to moale a user in detail.
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2.3 Context-Aware Computing

The use of situational information is increasingly impattan many fields such as
ubiquitous computing where the context vary rapidly. Ankdey [17] defines con-

text :

Context is any information that can be used to characteheesttuation of
an entity. An entity is a person, place, or object that is cdexed relevant
to the interaction between a user and an application, inclgdhe user

and applications themselves.

He also defines context-aware

A system is context-aware if it uses context to provide aglewmformation

and/or services to the user, where relevancy depends orserésuask.

Schmidt [36] defines Context awareness

Context awareness as knowledge about the user’s and ITeledtate,

including surroundings, situation, and to a lesser extedation.

Context-aware applications exploit the changes in enw@mt and adapt according
to user’s location, collection of nearby people, and adbésslevices.etc. In gen-
eral, most context-aware applications focused on locaigareness, location-based
service (LBS) provides user information/service depegain the positon of entity.
Here we introduce early work in context awarenes: Firstlg,Active Badge System

is a tag that periodically broadcasts a unique identifiettierpurpose of determining

the wearer’s location, it was developed at Olivetti Rededr@b. The main software

Isource:ht t p: // www. ¢l . cam ac. uk/ resear ch/ dt g/ att archi ve/ ab. ht m
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application is an aid for a telephone receptionist. It rectiphone calls based on peo-
ple’s location real time [42]. Another work, the ParcTaks a palm-size computer
developed at the Xerox Palo Alto Research Center. It usesfeared-based cellular
network for communication wirelessly in an office settindneTsystem notifies appli-
cations of location changes, and also provides locatiarinétion to a public service
that collections and redistributes information about otg@nd their location. In [35],
Schilit et al. use ParcTab to support four categories of context-awgpicagions:
proximate selection, automatic contextual reconfigurattontextual information and

commands, and content-triggered actions.

In fact, context encompasses more than just the locatiorsef, wther contexts
includes lighting, noise level, network connectivity, aan the social situation e.qg.,
whether you are with your friend or with a family. Schmedtal. organize context fea-
ture space into tow category, one is related to human fagaarsthe other is related to
the physical environment. Human factors related contettiding information on the
user, the user’s social environment, and the user’s taskewise, context related to

physical environment including location, infrastructusad physical conditions [37].

2.3.1 Context-Aware Technology in Tourist Domain

As usual these are two dimensions (user and item) in recomdenesystem, all the
remaining dimensions such as time, weather, and place witdled contextual di-
mensions since they identify the context in which recomnaéinds are made. Steeen

et al. [39] defined recommender systems as systems capable ofgivnttiat is interest

2sourceht t p: / / sandbox. xer ox. com par ct ab
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to a specific user through large amounts of information. Bothtext-awareness and
recommender systems can enhance and complement eachtloglgdvpth help users
in finding relevant and interesting objects, the former Hasethe user’s context, the
latter based on the user’s interests. Therefor, [40] Steeaihpropose a open platform
WASP which allows easy creation of context-aware perspedlapplications and the

services.

In recent years, more and more related projects incorptivateontextual informa-

tion into the recommendation in the tourism domain [14][28][5][40][9][2][41].

* GUIDE [15] is a intelligent and context-aware tourist guide. Glravet al.
mention some issues and experiences of developing a ceawaxe tourist guide,
such as dynamic information and context-sensitive infaiona[14]. Then in
[15] they focus on the presentation of adaptive hypermeda@irnation within a
intelligent and context-aware tourist guide, GUIDE. Thatext used in GUIDE
includes the visitor’s personal context (e.g. his currenation) and the environ-

mental context (e.g. the opening hour of attractions).

 CRUMPET [28] proposed services by taking advantage of integratngtion-
aware services, personalized user interaction, seamsstssible multi-media

mobile communication, and smart component-based middéeteahnologies.

* INTRIGUE systme [5] is a prototype tourist information server; it\gd@s an
interactive agenda to assists user in scheduling an itinatang tourist attrac-
tions based on location of each tourist attraction and siseterests. Specially,

it recommends sightseeing spots tailored not only to inldials, but also to user
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groups, and explains the recommendations by addressingyto@ members’
requirements. Before the INTRIGUE revising a itinerarg thsitor had to de-
cide spots that he would like to see, what is start point, whdestination, and
what kinds of transportation is prefetc. And during path planning, INTRIGUE
makes some assumptions to simple questions, for exampledne spots in a

trip the more fun the user has.

» COMPASS:Is a context-aware mobile personal assistant [40]. It ighi@ation
combine context-awareness and recommender systems et sgourist with
information depends on the specific context that are intiegeso him given his
goal by a open platform WASP which allows easy creation oftedraware

services.

2.3.2 Context-Aware Recommender System

Annie Chen[9] notices that traditional recommender athons have mostly been ap-
plied to applications for which the context is static, b fact is that user’s decisions
are influenced by surrounding context; for that Chen prop@seontext-aware col-
laborative filtering system that leverages the pervasiveest information such that
user’s preference for an item is not only predicted from mpia of like-minded users,

but also from feedback of other users in a context similah&t the user currently is
in. How to measure similarities between contexts is the nssne, Chen devises a
data driven approach that if the ratings for an item are sinfdr two different con-

text values, then these two contexts are very relevant to ether. Given the context
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similarities and the current context surround the activer,ube system give an overall
prediction for the user on an item based on what others haagechn a similar context
in the past. If the amount of rating data is not enough, thia daven approach will not
work well. In this case, we have to get the aid from domain Kedge. Similarly, Ado-
maviciuset al. incorporate contextual information into recommendatmigonstruct
a multidimensional recommender system [2], and formulla¢eréduce process from
multiple dimensions (user, item, time, and place) to thditi@nal two-dimensional
(user, item) recommendation space. For instance, it istwglock in the Moring, a
restaurant recommender system suggests customers wiabti@sed only on the data
which occurred at 9:00 A.M. in the past; horever, in some sae database may
not contain enough records at a specific time(9:00 A.M.)var-timensional recom-
mender algorithm to predict accurately. When estimatingrainown rating, there is
a tradeoff between having fewer but more relevant data avicidpanore but less rele-
vant data, for that Adomaviciwet al. propose an algorithm to decide which contextual

segment is the best for that particular rating.

2.4 Ontology

Ontology is adopted from philosophy where an ontology is etritte account of ex-
istence; in computer science field, ontology is an explicd éormal specification of
a conceptualization composed by a finite set of terms andeflaganships between
these terms [20]. Moreover, ontology used as a way of spagifgontent-specific

agreements for sharing and reuse of knowledge between lsuamhsoftware enti-



22 CHAPTER 2. BACKGROUND AND RELATED WORK

ties; as a result, ontology has become common on the WortteW¥eb, ontology
includes machine-interpretable definitions of basic cpteand relations among them
in a particular domain, for that electronic agents can ustded and search for infor-
mation, and makes semantic web vision come true [4]. Thomd&sr&ber proposes
a set of criteria and principles to guide the developmentriblogy [20], and Noy
and McGuinness use a wine and food example to explain why ewddcreating an
ontology using Protégéstep by step [24].

In recent years, many famous projects have been designeldgytused for knowl-

edge sharing.

» EasyMeeting is an intelligent meeting environment [11], it using a comte
aware pervasive computing framework called CoBra (COria#oker Archi-
tecture) [10] to model the basic concepts of places, agenents, and their
associated properties in meeting domain to provide knoydestharing, context

reasoning and privacy protection.

* SOUPAIis the acronym of Standard Ontology for Ubiquitous and PavesAp-
plications [13][12].1t intended to be a standard speciitabdf ontology technol-
ogy, it includes modular component vocabularies to reprieisgelligent agents
with associated beliefs, desire, and intentions, time ¢spavents, user profiles,

actions, and policies for security and privacy.

» MyCampus [30] developed at Carnegie Mellon University. they aim diaamc-

ing everyday life and provid a Semantic Web infrastructareAmbient Intelli-

3sourceht t p: // prot ege. st anf or d. edu/
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gent. Whitin this infrastructure, each contextual infotima (e.g. a calendar, lo-
cation tracking functionality, user preferences) is reprged as a service. Also
they implemented campus activity ontology for faculty ahalents to infer their

possible location and available situation.

In short, ontology is a commonly approach of specifying degenantics. [44]
using ontology to model geometric relations between buogdiin National Taiwan
University (NTU)campus and using Semantic Web Rule Langu&YyVRL) to infer
new knowledge such as building A connects with building B aodding B is con-
nects with building C then building A is indirect connectstiwbuilding C. In this
thesis, a geographical ontology is built to organize spfdrmation and to concep-
tualize the campus geographic knowledge, such as hiecatdtructure, included-in,
nearby relations [19][27][43]. In addition, we using an appntology* of tempo-
ral conceptions, and adding temporal individuals and wateaccording the campus

guidance knowledge, for example the open hours of the niaiariy.

4sourcehtt p: // waww. i si. edu/
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Chapter 3

Context-Aware Campus Scenic Spots

Recommender

In this thesis, we implement a context-aware campus spatsmamender system which
actively suggests the visitor adjusting his trip dependrenlandmark properties, vis-
itor preferences and contextual information includesenirtime, weather and com-
pany. In this chapter we formulate this context-aware reaemder problem and iden-
tify the challenges, then propose and explain our solutiathetail step by step. First,
we undertake an activity to collect spots ratings with défe context and visitors’

moving patterms over NTU campus. Analyzing those data,-tbased collaborative
filtering is used to compute the similarity among spots in Nddgnpus; moreover, a
user oriented location profile was build to enhance the alpawdel built with ontol-

ogy.Next, through the contexts filtering and relaxing pss&s, we compute the high

performance contextual-segments based on the collectadedaFinally, dependents

25
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on current context a significant contextual-segment careberichine, then we assign a
utility to each not yet rated spots to create a recommenabfised on user’s responses

of what has visited in trip and attractions information.

3.1 Problem Formulation

Intuitively, the recommendation problem is reduced to thebfem of rating estima-
tion for items that have not been seen by a particular usethieravords, the main
task in recommender systems is to predict the votes of acpéatiuser over given
subjects. There are many different ways can be use to estithatratings such as
machine learning, approximation theory, and various Iséigs,etc. In this work, we
incorporate contexts into recommend process, and useltsmd collaborative filter-
ing to figure out correlation between spots according tareatitime and weather, then
use category-base prediction on user side to make the fat@tliction. Once ratings
of the not yet rated spots have been estimated, a desigrigyg fuinction is used to
produce a list of landmarks with the higher scores for théq@aar user.

There are 110 buildings, more than 15 hotspots at NTU Camqalsding Royal
Palm Boulevard, Fu Bell, Main Library, Siao Fu Commissarg &amngongjun Pool,
etc. Since in the restricted geographical area, the number dsspatatic and the
properties of spots are diversified, we chose landmarks id BEmpus as our recom-
mended items to implement the context-aware recommendesray

Formally, the context-aware recommendation problem imtdated as follows:

Let POI is the set of spots that can be recommended. In the rest ah#ésss, we call
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each point inPO1 as Points Of Interest (POIs), each elemen®i! is defined with a
set of characteristics, a spatial ontology is used to madekit U is a utility function
that measures the degress of interested in each POIs taaufartiser, and the utility
factor including, visitor’'s characteristics, spots pmfiand environmental conditions.
Then, for each user, the goal of the recommender system isléotsa set of items
POI1 € POI which has the higher utility. All criterions in the utilityshction will be

seen clearly in the last part of this chapter.

3.2 Challenge and Proposed Solution

In this work, the system needs context-aware abilitiespaotigh-considered campus
knowledge base, a flexible recommender algorithm, and asiezftiuser modeling. In
view of the preceding purpose, three major sets of researektipns to be addressed

on this study are as follows:

» User oriented location profile : Spots are not text-based recommended items
causes that the information of spots cannot be gotten throogtent-based anal-
ysis techniques. Here we propose a user oriented locatadiepof which spots
characteristics are extracting from users’ visiting bétyavover NTU campus.
On the one hand, the rates for spots are used to compute thargymamong
spots by adjusted correlation-based approach, on the lodinel; the moving pat-
terns are used to find some latent relationships among ¢orsatior instance, in
our collected dataset, most people go to full bell then go &nnfibrary, we

define thenextStopelation between full bell and main library.
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» Context-aware recommendation: There is a tradeoff between having fewer
but more relevant data and having more but less relevantfdatastimating
an unknownn rating. According to the campus spots recomatendappli-
cation we have to determine which contextual varialbesraportant,and then
a contextual-segment determine algorithm is introducedetmde what degree
data with the contextual information should be incorpatat¢o the recommen-

dation process.

* New user: We want to give recommendations to new user whose preference
cannot be retrieved at the trip beginning, in order to makesmaccurate recom-
mendations, the system get familiar with the user via noy enblicit ratings
given by this user for items, but also observation the usbater in the trip
incrementally. In other words, the user profile is both eiphi provided by
the user and is implicitly inferred by the system. Besid@scesthe new user
problem, the user-based collaborative filtering recomreeatyorithms are not

appropriate for this work.

Accoring to the above challenges we propose a solution iarEig.1.

3.2.1 Data Collection and Analysis

As general rating based recommender systems, a large nwhbsers’ rate for the
items is required for maiking prediction. We held an acyiaib NTU Azalea Festival to
collect spots ratings with context and visitors’ movingtpats over NTU campus. The

participants visit NTU campus along with a GPS logger whiah store their moving
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Predefined Data Collection (A set of paths)

Ontology '
i Data Analysis (Pattern discovery)

7 . Model Enhascement
Context Moc}él " POI Model / User Mode

Context high-performing POI Co-visited Demographical Rate
contextual AL 3 v e
ontology segments mformation relation data Record
— — | —— ——
Context change |~  User Rating
+

Context-Aware Recommendation Generation

Multidimensional Reduction
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Category-basled Prediction
Utility Callculation

1
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Figure 3.1: Solution Flow Chart

tracks. We also design a questionnaire to record the ssiteatures such as gender,
age, and who in the same group(single, couple, family, &ietc). Meanwhile, we
required people to grade landmarks in the trip base on wimat i it, whether it rain

, and companions are who. The rating scale is from 1 to 5, tpieelhimarks the more

interested.

We have collected 93 logs, 93 user profiles, and 949 userogix@atings for POI



30 CHAPTER 3. CONTEXT-AWARE CAMPUS SCENIC SPOTS
RECOMMENDER

associated with context. Ld? is logs dataset, a log is composed by a user profile
and several POI rated records. Each POI rated record irglindefollowing fields:
POIid, rate, rateTime, exitTime, like, weather,air tengtere, visitedTimes, photo,

note, indoor.

D = {logy,logs, . ..,logos}
log, = (userProfile,, POIRatedRecord, ..., POIRatedRecord, )
POIRateRecord, ; = (POIid, , explicit Rate, t, rateTime, t, exitTime, , like, ,
weather, t, airy ., temperature, , visitedTimes,, ¢, photoy s, indoor,, ;)
POlid,; € {1,2,...,143}
explicitRate,, € {1 — 5}
rateTime,, € {00 : 00 — 23 : 59}
exitTime,, € {00 :00 — 23 : 59}
like,. € {yes,no}
weather,, € {clear, cloudy, rainy, nujl
air,+ € {calm, breeze, blustery, nyll
temperature, ; € {cold, cool, warm, hot, scorchingheat, rqull
visitedTime,; € {1,2,...}
photo,, € {0,1,2,...}

indoor,; € {yes,no}

We incorporate contextual information into recommend pss¢ in other words,
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the recommendation space is not only two dimensions (Usan)lbut it is multiple
dimensions, such as User, Item, Time, Weather. When defthiagnultiple dimen-
sions recommendation space, it is important to understdrad dimension should be
included according to the applications. For movie reconugersystem apart from
user and movie(item), where to see the movie affects usecsidn and whether it
rains is inconsequential, but for scenic spots recommesydem the weather become
a important consideration.

Considering the application that recommends scenic spdteetvisitors, first we
use domain knowledge to choice dimensions, then we testhwdiimension really
matter with respect to making a significant difference imaestimations by analysis
of variance (ANOVA) and analysis of covariance (ANCOVA).dallected dataseb,
the temperature is personal feeling and it is too subjet¢bvese. The air volume
information is incomplete, therefore we exclude those tactdrs. Then, we apply
one way ANOVA to see the effect the remaining factors. Exptate is dependent
variable, the others, such as POIid, weather, hours of dgg, ®urist group, and
gender are independent variables respectively, an@®5 was defined as statistically
significant. The results of Table 3.1 show that the POlidhegtage and tourist group
explained of the variance of rate; especially, both POIlid age have a statistically
significant impact on rate.

If there is a interaction between factors, the changes ot@ifaause the vari-
ance of rate would be affected by the other factor. Two way AMN@ used to check
whether the interaction between two factors is significanhti{e 0.05 level). Table 3.2

shows that the interaction between hours of day and POlidahsgnificant impact
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Table 3.1: One-way ANOVA

Test of between-subject effects (one-way ANOVA)
Dependent Variable : explicit rate

POlid F(80,864)=2.158 p=.000 ¢.001
weather F(3,941)=3.045 p=.028 <p.05
hours of day F(8,936)=1.894 p=.058
age F(34,910)=2.271 p=.000 <p.001
toursit group F(6,938)=3.148 p=.005 <.01
gender F(1,943)=2.896 p=.089

Table 3.2: Two-way ANOVA

Test of between-subject effects (two-way ANOVA)
Dependent Variable : rate

POIid x weather F(90,771)=1.110 P =.238 Interaction is not sigamific
POIid x hours of day F(196,660)=1.565 P =.000< @001

POIlid x age F(403,427)=1.106 P =.152 Interaction is not significant
POIlid x toursit group F(144,714)=1.009 P =.460 Interaction is mgptificant

POlid x gender F(39,824)=1.511 P =.025<p05
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Table 3.3: ANCOVA
analysis of covariance (ANCOVA)
Dependent Variable : rate

Covariate : POlid

Weather F(3,940)=2.839 P =.037<0.5
Age F(34,909)=2.273 P =.000 <®.001
Toursit Group F(6,937)=3.261 P =.004 <p.01

on rate, it meant that the time influence on rate affected tigrdnt POIs. Similarly,
the interaction between gender and POIid has a impact onrateant that male and
female like different POIs. As a consequence, for each POtamepute the popular
hour of day and proper gender to enhance POl model and to vapszommenda-
tions quality. Table 3.3 shows that according analysis gadance which covariate is
POIlid, regardless of the change in POI, the wather, age amstgroup explained of
the variance of rate.

To sum up, after the rating data had been analyzed, we déwdeltowing dimen-
sions:

Recommendation Space User x POI x Time x Weather (3.1)

User C genderx agex companion
POI C POIid x genery
Time C hours of day

Weather € clear,cloudy,rainy

Each dimension has some attributes to define it, for exanti@é]ser dimension rep-
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resents people for whom POls are recommended in this apiph¢é# is described by
age, gender and what kind of group he belongs in. Simildiey RO dimension is a
set of POI having certain identification number. Thane dimension describes what
hours in a day when the POl is visited. Finally, theeather dimension represents the
weather conditions (clear, cloudy, or rainy) when the PQisged. Given recommen-
dation space, the rating prediction functiBrspecifies how much usere U ser liked

POIlp € POI attimet € Time andw € Weather.

RP(u,p,t,w) :— rating (3.2)

3.2.2 POI Model

We build a spatial ontology?O1I M odel to store the attributes of scenic spots in NTU
campus. LetPOI; is a POI profile i.e., a set of attributes characterizing P(Each
POI profile is defined with a identical numbBO I'id;, a naméitle;, the geographical
position is denoted by latitudet; and longitudéon;, the categoryatgory; it belongs

to, the spot genregenres;, the available time fornepenTime; to closeT'ime;, and
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in; presents whether the POI is a indoor spot.

POIModel = {POI,, POIL,, ..., POI,}
POI; = (POIid;, title;, lat;, lon;, category;, genres;, openTime;, closeTime;, in;)
POIid; € {1,2,...,143}
catgory; € {Academic,Administrative,Dormitory,Instructional,efiRecreateion,Hotspot
genres; € {Architecture,Ecology,Museum,Academy,Entertainmentft/ut,Hotspat
openT'ime; € {00 : 00 — 23 : 59}
closeTime; € {00 : 00 — 23 : 59}

in; € {yes,no}

~—has ID Number Geo-Feature Class g8 Lﬁﬂgimde

— gps Latitude
has Genre Tias Siibelass isAdjacentTo ot

POI Genre ( Atificial Structure )

has Subclass has Subclass

onRoad CLASS

has ID Number: Fu Bell gps Longitude fel als
has Genre gps Latitude

25.01715
— ot
(Arcmtecture, history, hotspot) \‘

Royal Palm Blvd { Administration building )

Figure 3.2: Spatial Ontology

isAdjacentTo

The POI category defined within the location ontology, malmsed on the func-

tionality a POI provides. The main category includes acaddmilding, administra-
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tive unit, dormitory, instructional building, life-recageion, and hotspot. Some cate-
gories have subcategories such as under academic buifdihgling college of bio-
resources, college of engineering and college of managemkea definition and hier-
archy structure of the category can be re-assigned if nefededw data. In addition,
the spatial ontology defines a set of spatial relatinshiprayjrepots, for example Fu
Bell and Administration building are adjacent, and the Fill Be road of Royal Palm

Blvd.. Part of location model in the representation of oo¢yis shown in Figure 3.2.

Analyzing the primitive data is useful for capturing somelging behaviors to ad-
vance POl profiles. For each POI, apart from the basic ata#of attractions which
have been defined within the ontology, there are some fealeaened from the visi-
tors’ behaviors, including the popularipgppularity;, average duration of stay(in min-

utes)avgStay;, when is the proper timgroperTime; to visit for POl ¢, and what
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gender peopleroperGender; is more like POL.

POIModel,i.;, = {POI + enrichInfoy, POIy + enrichInfos, ..., POI, + enrichInfo,}
enrichInfo; = (popularity;, avgStay;, properTime;, properTimeM ean;,
properGender;, properGender Mean;)
popularity; € {1 — 5}
avgStay; € {0,1,2,...,1240}
properTime; € {00 : 00 — 23 : 59}
properTimeMean; € {1 — 5}
properGender; € {male, femal¢

properGenderMean; € {1 — 5}

Those advance informatiamrichInfo can provides clues to recommendation. For
example, there is a path pattern, most people prefers tdiisiry at 11:00 AM , i.e.

POI = library—popular HourOfDay =11:00 AM.

Additionally, for the relation among the POls, apart frore tieographic relations
(e.g., distance, nearby, overlap...) among attractiorisiwirave been defined within
ontology, the similarities between any two POIls are compie analyzing the rat-
ings, and the link intensities among POls are calculatedratyaing the order of
visited POI in each paths. In short, those information waslue strengthen the orig-
inal POl model, and the enhanced POIMo&&b I M odel,;.;, 1S used to determine the

appropriateness of the spot for recommendation purposes.



38 CHAPTER 3. CONTEXT-AWARE CAMPUS SCENIC SPOTS
RECOMMENDER
3.2.3 User Model

We want to know whether the user like the spot we recommendedhave to un-
derstand what he like and what he does not like. The intecégtglividual are the
most difficult part to model, especially because they aréligigynamic. Most of the
state-of-the-art recommender services use collaborfliggng algorithm to recom-
mend items to a particular user based on the opinions of ¢iteeminded people.
However, a natural limitation of CF is that while CF makes ghhguality recommen-
dation, it needs to have a large scale of user-item ratinggicBlarly, in this work we
assume that the user is a new one who has no preference on ggamOno user of
the community. Since we think that two users could be comsaisimilar not only if
they rated the same items similarly, but also if they belanthe same demographic
segment. In this work, rather than computing user simiggiby user-item ratings, we
directly exploit the opinions from who is in the same age lerglays with the same

tourist group to complement the sparsity problem.

This paper proposes two phase method to acquire knowledgg abers, we ask
the user some basic information(stereotype) to build alawgper model quickly, and
then during the trip we record how he satisfied with currerdragement and his visit-
ing behavior to implicitly predict his preference. In padiar, the system records the
user activities whenever he visits a spot, browses a sgotinttion, or receives a sug-
gestion and tries to infer the user’s actual preferencesthar words, the subsequent
user interaction with the system during the trip would erdeathe initial profile. For
example, we observe the user’s rate distribution in termQ@if geenres to infer what

kind of POls he like more dynamically. Since we think that aspa may interested
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in different types of attractions depend on the moment, teather, and the company.
For instance, a man may be interested in topic (e.g., hestpnvhen his friend com-
pany with him and a completely different topic (e.g., acamgmwhen he come with
his children. In short, the user’s preference is empty inkibgin, as time goes by, it
refines by user’s visiting and usage behavior. The benefliisfapproach is that the

user’s profile is dynamic and constantly update withoutudishg the visitor.

phase one: stereotype modeling

The principle of modeling user is not disturb the user, tfegszasking the more precise
guestion the better. In the initial stage we ask a user orgywgfecise questions which
allow user be segmented along demographic information a&gg, gender, and who
come with him in this trip. Formally, we build a user modéter Model to store the

attributes of visitors, everyone can be characterized svitker profiletser Profile.

UserModel = (userProfiley,user Profiles, ..., userProfiley,)
user Profile, = (userld,, gender,, age,, touristGroup,)
userld, € {1,2,... m}
gender, € {male, femalé
age, € {1,2,...,100}

touristGroup, € {alone, couple, faimily, family with child, family with eldgfriend, othek
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phase two: explicit and implicit ratings

In the second stage, during a trip the system require userateofor POIs explic-
itly. We cannot expect users involve in user modeling pre@esively, in reality, few
people have rated most of item, especially when taking st information into
recommend process, the sparsity problem become worseeféherwe must be able
to exploit at best indirect knowledge about the user’s bemg2][16]. We observat-
ing users’ visiting and usage behaviors to infer a impliates for POIs. In short, the
knowledge model of the user can be refine by the explicitgatgiven by this user and
monitoring the user’s interaction with mobile device torlethe implicit ratings over

time.

UserRatingRecord,; = (user Profile,, POIid, ., explicit Rating, ;, implicity Rating,.;,
ratingTime, t, exitTime, ;, ratingW eather,, ;)
POlid,, € {0,1,2,...,143}

explicit Rating,; € {1 — 5}
implicityRating,, € {1 — 5}

ratingTime,; € {00 : 00 — 23 : 59}

exitTime,; € {00 : 00 — 23 : 59}

ratingWeather, ; € {clear, cloudy, rainy

photo,; € {0,1,2,...}
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Again, in this work the user profile is built not only based be explicitly ratings
explicit Rating, , assigned by user for the t-th POI he rated in the trip, but also im-
plicitly rating implicity Rating, , inferred by the system. The rest varialblé®Iid,, ;

is detectd by GPS loggeratingT'ime, ; andratingW eather,, are recorded auto-

maticly when user rate for POI.

The explicit voting refers to a user consciously expressisgr preference for a
spot, and the implicit voting refers to interpreting usendaors, such as the time spent
on each visited POI, the number of photo he take, or the brayysattern. Through
statistical significance analysis, if a user has requestgufisantly more than the av-
erage amount of a certain kind of information, or has tokememione than average
on a certain item, he is probably interested in this kind édnimation. We make as-
sumptions that the longer the user stays at the POI, the mimest at it, and the more
pictures user take for the POI, the more interest at it; tmméo required location-
specific normalization, so we compare his stays time withaWerage one, and the
latter required personalized normalization. In additifor, most POI of NTU cam-
pus there is an introduciton webpage, visitor can browsedment via our system,
meanwhile the time spent on pages of the user is computeddelmeer preference.
Similarly, we think that the reader who spends longer tima @age is more likely to
rate it highly. Apart from the reading time reflects user iests, other user activities
is also useful, including review the POI, accept or ignoeertdttommend POI. Positive
evidence for gaining knowledge about objects comes froneweng or adding POISs.

Negative evidence comes from skipping or ignoring POIs.

From what is said above, each POI rates takes two part: @&kphnd implicitly.
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The user denoted as, the POI denoted gs andr, , is the grade of POp rated by

useru .

TMP = Weg X EXTu,p + Wi, X IMTu,p (33)

wherew,, is weight of explicit rating and < w., < 1, wy, iS weight of implictiy
rating and) < wj,,, < 1, andw,, + w;,, = 1.
The implicitly rating plays a critical role in context-avearecommender system,

because it is too verbose if we ask the user grade the same/B@lten minutes.

3.2.4 Context Model

The input of this recommender system involves the ehrich @dlel, User model,

and environmental context. The primitive contexts inveltiee user’s position, current
time, and the weather condition: the reference positign)\,) is the latitude and lon-

gitude to specify the user’s corrent location, the instametin calendar clock is char-
acterized by the hour-of-dayur;, and the weather condition denotedu@asither; to

say whether it rains.

Contexty = (¢4, Ay, timey, weather,)
hour, € {0,1,2,...,23}

weather, € {clear, cloudy, rainy

This context-aware spots recommender system is operatsdieutherefore a Global

Positioning System (GPS) receiver is used to detect theovigosition. On the one
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hand, each POl on NTU campus were recorded its absolute inated location in
spatial ontology. Also, some spatial relationship amorgsare defined in this spatial

ontology (see Figure 3.2).

On the other hand, we build a temporal ontology to model timakedge. First,
we divide the temporal entity into two main categories instnd interval, each in-
terval has a start instant and an end instant, and each ins@&fined with temporal
unit (year, month, day, hour, minute, and second). Secandesigh level temporal
concepts are described in this temporal ontology, such dayancludes several in-
tervals: morning, noon, afternoon, everimdg. Last, according to the application that
ontology apply, we define some temporal concepts in toudstan. For example,
open-hour and close-hour of main Library tell the systemtwimae is available for
Library. Figure 3.3 shows some temporal relationships: &kadaycontainsMonday
to Friday and each day contains some intervals: morningpnafbernoon, evening,
night, etc. The beforerelationship among Sunday, Monday and Tuesday helps the
computer know that the day after Sunday and before Tuesdipislay. And the
beginsand endsproperties specify the library open at 8:00am and close &0pn
on Monday. Therefore this temporal ontology can be usedféy imhich landmark is
suitable to recommend according what time it is now.

The weather-aware function detects whether it is rainingy iafers what spot is
not suitable to recommend. Weather information is retdevem the web site of de-
partment of Atmospheric Sciences, NTUt provides the information of temperature,

humidity, cumulative rainfall in one minute, cumulativentall in one day, and atmo-

Isource:ht t p: // www. as. nt u. edu. t w
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Figure 3.3: Tempral Ontology

spheric pressure. It updates frequency is one minute. $mtbrk, we use temperature,

humidity and cumulative rainfall in one minute to define emtrweather condition.

3.2.5 Context-Aware Recommendation Generation

To understand when and how to propose a recommendation tocasesider a case
when it rains suddenly, the system detects the changes entheonment, and takes
user’s position, POl information, and current contextofdimation (time and weather)

as reference, then context-aware recommender processbéspe Figure 3.4)

stage one: multidimensional reduction

We would like to reiterate that all user-specified ratingshis work was associated
with time and weather, our recommendation space is four smnas which was de-
fined in Eugation (3.1). How to estimate the unknownn ratingsaultiple dimensions

recommendation space. The first step is to reduce the naultiiphensions to two
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Context-Aware Recommendation Generation

Multidimensional Reduction
Context Filteriné and Extending
ltem-based Collafborative Filtering
Category—basled Prediction
Utility C;Iculation
Top K Recomlmended POls

Figure 3.4: Context-Aware Recommendation Generation

dimensional(User and Item), then the traditional reconoeealgorithms such as col-
laborative filtering can be applied directly. Preciselyndnsion reduction is actually
to remove the data of which context is different from curremitext. Consider a case
itis 9:00(t) and it is raing(w), the reduce step is to retieete data which was occured

at 9:00 and rain in the past.

V(u,p,t,w) € Userx POI x Time x Weather

RD(U,]), t, ’LU) _ RD[t:t/,w:w/}(u7p)

where D[Time = t/, Weather = w/| denotes a rating set whe¥&me dimension is
valuet’ andW eather dimension is valuevs, that meant the records with exactly the
same contexts will be pickup fror». Hovever, in some cases the strongly context
filtering causes data sparse, the rating datéd§étime = t/, Weather = w/| may

not contain enough ratings for two dimensional recommeiadgorithms to predict
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unknown ratings accurately. Therefore, if the restrictathdet is not large enough, the

second step is to relax the context constraint.

stage two: context filtering and extending

The prediction functiorR(u, p, t7,w’) not only refers to data which exactly occurred
with the specific context(t,w), but refers to a contextuaisents,, ..,, which denotes
some superset of the conteéxtw/, for instance, (9:00,rainy) can be relax to its superset
9:00. This poses another problem: which level of contexdagment should be extend
based on current context. We need to know which contextugheat is the best
for making rating according to the particular context. Agmmsiuset al[2] propose

a algorithm for determining high-performing contextuagsents. We modify and
implement it to produce meaningful contextual segmenteimtof rating prediction

according to our dataset.

Here,mean absolute error(MAE) is used as performance metfi¢c which com-
pares the predicted ratings against the actual user ratingbe test set, the lower
MAE, the more accurately the rating prediction.

px(Y) = (1/[Y]) D |Rx(u,p) = 1yl (3.4)
peY
whereux (Y') is the performance metric for our recommendation algoritfaimed on
the set of known ratings X (training set) and evaluated ors#teof known ratings Y
(testing set), where X]Y = @. As mentioned above, we have collected 93 visitor
logs, we use leave-one-out cross-validation to form thieitrg and testing set. This

means that the recommendation algorithm tests every logiog the other 92 logs as
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trains data respectively. For each pagint Y, r, ,, is the user-specified rating for POI
p,andRx(u, p) is the predicted rating on PQIfor Useru trained on dataset.
We describe how to produce the high-performing contexegieents in Algortihm

1. First step, all contextual segments are produce@€#ntesian productrom each

Algorithm 1 Contextual Segments Produceing

inputs: T, set of user-specified ratings associated with time andheeat
wx (YY), performance metric based on training set X ,testing set Y
Time, Time dimension
W eather, Weather dimension

outputs: SEG(T), set of contextual segments on which the context-aware
recommender algorithm A do well.

SEG(T) — {}
AllSeg(T) — {}
forall ¢; in Time do
for all w; in Weather do
AllSeq(T) « (t;, w;)
end for
end for
forall S;in AllSeg(T) do
if /,le(SZ) < ,LLT(SZ then
Q—5Cq
if 15,(5i) < po(Q) then
SEG(T) — SEG(T)U S;
end if
end if
. end for
. return SEG(T)

e RrNR

e e i el
Qg WNRO

elements ir'ime andW eather dimensions. Second step, for each contextual segment
S; , we train recommendation algorithm on the training dattéo evaluate test s&t;,
then compute its performange. (S;). Meanwhile we run algorithm on the whole data

T to evaluate test sé&t;, then compute the performanegeS;). We comapre those two
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performance ifug, (S;) outperformsur(.S;), moving to step three. If there is a more
general segmer@ of segmentS;, we compareug, (.S;) and ug(Q), and reomve the
contextual segment; where (@) performs better thapg,(S;) and storeug(Q).

In addition, time ontology rally helps us to extent currante to high level temporal
concepts. We use ontology to define uncontinuous temporalegi(e.g., eating time
includes 9:00, 11:00, 12:00, 13:00, and 17:00), and thesphbeific context constraint
can be relaxed to a super-concept according to the hierasthgons in temperoal

ontology, for example, (9:00,clear) can relax to (eatinggticlear).

Once the set of high-performance contextual segriét&/(7") is computed, de-
pends on current time and weather we can get a significangxdoia segmen$ /G,
,and use it as the train data for recommender algorithm. iBxdtheme, a specific
context(t, w) relaxes to it's super-concept gradually, briefly, in eadhxation step,
one context dimension is picked and the value is relaxedembits immediate super-
concept, for example, (9:00, clear) can be relaxed to (JbDWeather) which relaxes
the weather dimenstion from clear to all weather. After eghtelaxation, more rele-
vant records which were rated under the context similar exactly the same with the

current context with respect to rating estimation will bekgid out.

stage three: item-based collaborative filtering

Next we step into the recommender process, item-basedoadditive filtering is used
to computing POI similarities. Since we assume that useefepence cannot be

learned at the trip beginning, traditional user-basedbaliative

filtering will fail to find neighbors. Rather than matchingethkisitor to the like-
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minded people, item-based collaborative

filtering matches each of the user’s rated items to simitng, it compute POI
similarity by analyzing user-item representation in trgngicant contextual segment.
More precisely,adjusted cosine similarity was applied to measure the correlation
between two different POI with respect user-item repregent, and it is a general
approach to find the degree of correlation among items, réitla@ relying on just the
most similar item.

In item-based CF, each items pair in the co-planned setsmorels to a different
logs, then taking the differences in rating scale amongufit users into account, the

adjusted cosine similarity subtracts the correspondieg agerage from each co-rated

pair.
( > (Pasps =) (P )
ch()pi’pj Tu,p; —Tu r“»Pj —Tu |f | n m
\/Zchc'pi,pj (T7‘7P1_TU)2\/Zuecom,pj (Tu,p]- —T)2 COpi,pj shnote pty
sim(pi, pj) = 4 1 if p; andp; are the same POI
0 otherwise

(3.5)
where similaritysim(p;, p;) reflects the degree of correlation between BCandp;,
it is a continuous value from -1 to +1, the bigger value me&esmore connection
between POp, andp;. There is an observed tendency that when users who visited
POl p; also visited POp, and rated them in similar scale, the similarstyn(p;, p,)
increases. The user opinions for PQbf in log « denote as,, ,,, it consists of explicit
part given by the user, and implicit part infered from usendaors, thew,, andw;,,

are the weight of explicit and implicit preference respesi. Rating mean of log
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is denoted ag,. Furthermoreco,, , denotes a set of logs which both include POI
p; and POlp;, we call it as the co-planned cases. Algorithm 2 shows howntbtfie

co-planned case for each POI pair.

Algorithm 2 co-planned pathlog forming

inputs: D, the collected pathlogs which includes User-POI reprediemts
POI, POI dimension
outputs:  co,, ,,, a set of pathlogs which both include P@landp;,

1: cop,p;, = O
2: forall p; in POI do

3: forall p; in POI do

4: for all log, in D do

5: if p; rated inlog, andp; rated inlog, then
6: return cop, », = cop, »; |Jlog.,

7 end if

8: end for

9: return coy, p,

10: end for

11: end for

stage four: category-based prediction

After analyzing User-POI representations to identify theilarity between any two
POls, the next step is to predict the unknown ratings for &iquaar user. Accurately,
the vote prediction?(u, p) of useru for POl p is weighted sum of votes for the POIs
given by the active user and users similar to him.

Z;‘Lzl Slm(pzapj)(wu X Tu,p]- + Wey X Fa;u,p]-)

R u?pl = n .
( ) Zj:l |sim(pi, i) | (Wy + wsu)

(3.6)

Each rating-, ,,, is weighted by the corresponding similarityn(p;, p;) between POIs

p; andp;. Thew, is the weight of active usew,, is the weight of users whose age is
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in the same age level with that of active user, or whose compasithe same with that
of active user. We would like to reiterate that the similagrgsn this word are defined
as who belongs to the same age level or tourist group withdtieeauser, instead of
computing users similarity by analyzing users’ specifiocngg. We defined a similar
users set of user 8U,, it includes users who is in the same age level with active use
u, or whose companion is the same with that of active user.7Thg is the average

ratings for POlp; of all similar users, it was computed by Equation (3.7), 3.8

= _ ZaESUu Tip; X 01, pj)
Shp ZzzeSUu 5(717 pj)

(3.7)

1 if 4 had rated POp;
6(d,pj) = (3.8)
0 otherwise

stage five: utility function

Until now, we know how the system estimates the unknowngatiin the last step, we
use a utility function/ whihc takes user-oriented POI attributes into accountsaas
each POI a degree of hotness, and then actual recommerslatiB®Is to a user are

made by selecting the k hottest POIs.
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Ulw,p) = Y au
up = Rl(u, Di)
uy = popularity(p;)
ug = inProperTime(p;) x ProperTimeMean(p;)

uy = 1isProperGender(p;) x ProperGenderMean(p;)

us = Z Tup, X LqGenre(p;, p;)
pjeV

whereV is the set of POI which had rated by Userand for each POI which has
not be visited, we assign it a hotness not only by estimatsgating based on user-
POI ratings, but we also consider its popularity, popularetiof day, and the gender
of the visitor. In addition, we design a funtiagGenre to compare the genres of
each not visited POIs with POIs which has rated by the userjdba behind this
definition is that user’s response of the rated POIs can imlgt kind of POl(e.g.,

architecture,academy,history,ecologig) he like more or less.

1 if current time in the proper period of PQ)
inProperTime(p;) = (3.9)

0 otherwise

1 if the properGender of PQJ; equal the gneder of visitor
inProperGender(p;) =

0 otherwise
(3.10)
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1 ifthe genres op, andp, are equal
EqGenre(p;,p;) = (3.11)

0 otherwise
Finally we use Figure 3.1 shows when the context aware rearder system
make suggestion actively.

User Preference

Context change
change

l

Significant Contextual Segment

l

POI similarity

|

Category-based Prediction

1
Utility Calculation

!

Top K Recommended POls

Figure 3.5: Solution Flow Chart
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Chapter 4

Implementation and Evaluations

In the chapter, we provide a scenario to demonstrate thexatvare campus sSpots
recommender system, and we use two evaluation metrics boadgdhe usefulness of

considering contextual information into recommendatioycpss over ten user.

4.1 Scenario for Existing System

, scenario For mobility, the recommender system with thatioo-aware devices
should be portable with a light weight; we implement the sgsin a hand-held device,
sony UMPC. Then we describe a flow to show how the context-@wearommender
system works step by step. At trip beginning stage, a vismouts some basic ques-
tions such as age, gender, and who in the same trip. The systesithese personal
information to build a basic user profile. Figure 4.1 showss wlser interface which

asks demographic information. The visitor’s position isamed from a GPS receiver,

55
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Figure 4.1: User Input Interface

an external hardware connected to the hand held devicehemath the serial port the
GPS receiver sends messages to the system every 5 secondsrddpusly, the user
position will be marked on map correctly, the time and weatloedition also show in
"weather” field on the screen. According to the user positi@nearest POl appears
in "where am 1” field on the right side of the screen in yellowccilar-shape, mean-
while the user can rate this POI from one star to five starsrfitbee stars indicates
the more favor), and how long he expects to stay. Figure o@/slthe nearest POI
and weather condition. Moreover, through observing radiistyibution with time, we
assigned each POI a proper hour to be visited. When a visitat tlong with this
system, according to his position the nearby POIs which emegw in current hour will

be displaed in green diamond-shape for user to check at hienee.
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Figure 4.2: The Nearest POI Accoring to the Positon of User

The score action and enviroment change trigger recommiendatocess begins,
Depending on current time and weather, a significant conéézegment will be picked
to compute the user-dependent POI similarity. Then theeayshfers the recom-
mended scenic spots according to user’s responses of wHatisiged in this trip,
and attractions information. The top 5 recommended spdtbeidisplayed in green
diamond-shape for reference. Figure 4.3 shows recommendaind user response.
User can accept(plus sign), reject(minus sign), no comfogaiefault) the spots in top
5 list. In the following trip, the system will not recommerttetspots that the user had
rejected. And the accept spots are user’s favorite spotshadre collected in a list on
the bottom of the campus map, and displayed in pink love-alaghe screen. Press

up the favor POI button let all favorite spots disappear ftbexmap.



58 CHAPTER 4. IMPLEMENTATION AND EVALUATIONS

@?’@g MAP | Woon Bmwse;l %% MASA Eanh} % Google Earﬂq Google Mag;] Debug}

Map Status: Totaly View

o o
= P
REZAS: dlear
E#AERAE 2000-06-101645:350 g
RERE 3005
S memramiam
mRER %

HsiagWei Chen

Intelligent Agent Lab.

Dept. of Computer Science
Email : coldcat040%@amail.com

@ Exit - IGPS

Favor POI Collection

1 ¢ -

(123)... (120)... (122)...

|@ vourlocation: (20)collegeofLiberalits | Wed Jun 10 1651 CST 2009 |-+--|

Figure 4.3: The Recommendation Result

While touring, visitors may want an overview of their toudazoom in a particular
part to see the map in detail. There are two guidance modeéssisytstem, the global
guiding mode show campus panoramic view, and the localngatiode zoom in from
user coordinates. User can switch them by double click. reigu4 shows the local

view.

Since the Computer and Information Networking Center at Nib\de already im-
plemented the guidance data about each building (mint5Me embed a browser and
access the introduction page for each lamdmark. In the @w@mode, moving the
mouse cursor, the white squares which around in 50 pixelapiear. A white square

is a POI, and the visitors can get the more detailed landnméokmation by click the

Isource:ht t p: // gui de. cc. ntu. edu. t W nt ugi s/ gi s_deno. j sp
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Figure 4.4: The Local View

white square on map directly. Getting guidance contetnhftbe Internet can de-
crease maintenance effort and increase the variety of gogdienowledge. Figure 4.6
shows the panoramic view and indication of introductionepalgigure 4.6 shows the

introduction page of Fubell.

4.2 Experiment Evaluation

In this work, we want to know whether the contextual inforimattime and weather)

is useful in making spots recommendation for who is not feenivith NTU campus.
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Figure 4.5: The Panoramic View
4.2.1 Experiment Design

In our hypothesis, the target users have no time to plan thpg and have no idea
to decide what to visit. We chose 10 people to join this expenit, but they do not
know they will visit NTU campus with our system before thelgggart in. Since the
recommendation result will be affected by the user demducapformation, we work

towards creating a more balanced distribution of age, geamt tourist group.

4.2.2 Evaluation Metrics

Recommender systems research has used several types ofesdas evaluating the

guality of arecommendation system. In this work we desirmrvetrics to see whether
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Figure 4.6: A Introduction Page about FuBell

the context-aware technique is really improve the recontagon quality in scenic

spots domain.

e Acceptance:
We offer two recommendations lists at the same time, oneodymred by taking
account of current time and weather condition, but the otloes not consider
the context issue. Naturally, the premise is that the ctizentext is one of the
high-performance contextual segments, or the results ofmthod will have
no difference. After every rating, we ask participants taspgPOls in both lists

which attracts him in current situation. Then acceptancegreage of recom-
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mendations is computeed over total ratings.

Acceptance,, = M
““ ™ |total rating$

rat -

Acceptancegigic = rateasic|

|total rating$

We compares the accept percent of recommendatinos usigxt@ware col-
laborative filtering with that using pure collaborativediiing. The bigger accept
rate of context-aware recommendations indicates thaegtaivare technique
is useful in making recommendation, since the users do mwkvhich list has

context-aware ability.

e Rejection:
Similarly, we ask participants to minus POls in both listsiehhhe does not
want to see in the following trip. Then rejection percentafyjeecommendations

is computeed over total ratings.

rejec
Rejection., = w
|total rating$
reject,,,;
Rejectiongigric = [rejeCtsusic|

|total rating$

We compares the reject percent of recommendatinos usingteswvare col-
laborative filtering with that using pure collaborativediiing. And we think that
the smaller reject rate of context-aware recommendatiaisates that context-

aware technique is useful for spots recommendation.

Finally from Table 4.1 we seven four of ten individuals haighler acception from

context-aware recommednations, and nine of ten indivgliae lower rejection from
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Table 4.1: Evaluation Result

GenderAge Group Context Recommender TotaAccept Reject
Rate
male 24 alone 10:10-11:20, clear static 13 14 9
context-aware 23 4
male 23 alone 14:30-15:50, clear static 15 22 27
context-aware 38 12
female 52 family 13:30-14:40, rainy static 10 15 30
context-aware 33 12
female 17 friend 15:00-16:10, cloudy static 17 44 33
context-aware 40 5
male 27 couple 16:02-16:55, cloudy static 12 35 23
context-aware 19 2
female 25 alone 09:05-09:50, rainy static 16 19 28
context-aware 28 14
male 29 couple 14:00-15:00, clear static 12 8 17
context-aware 7 9
male 33 alone 12:30-13:50, cloudy static 10 10 9
context-aware 21 6
female 49 family 09:23-10:30, clear static 11 5 10
context-aware 10 3
female 18 friend 15:20-16:20, clear static 15 11 3
context-aware 17 5

context-aware result. The evaluation indicates that ctva#eare technique is useful

in making recommendation for campus scenic spots.
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Chapter 5

Conclusion

The contribution of this thesie is that we implement a systdnch offers the context-
aware campus spots recommendations for who has no timeritisigravel schedule.
The system dynamically adjusts recommendations on the baspot attributions and
visitors preference under different context. The impdraspects of context include
in this work are: where the visitor is, what time it is, whatitegains, how visitor feel

about current trip, and who the visitors is with. We proposarmovated soluction
to realize a context-aware campus spots recommender syatehintegrate several
technologies, including recommender algorithm, contex&re ability, user modeling,
and ontology. In particular, we assume that the user is a mawdo has no pref-
erence on any POls and no user of the community, thereforebased collaborative
filitering does not work well in this situation. We use stdyge to build a rough user
model quickly and observe the interaction between user st to implicitly pre-

dict user’s preference. Moreover, when vote predicting ake tindividual responses

65
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and the opinions of who has similar demographical infororainto account, this can
alleviate the rating sparse problem. In other words, thesigeeference is empty in the
begin, and it refines after tracking the user behavior andbfaek. The benefit of this
approach is that the user’s profile is dynamic and constampitiate without disturbing
the visitor. The Implicitly rating plays a critical role irootext-aware recommender

system, because it is too verbose if we ask users grade tleeR¥@irevery ten minutes.

We choose ontology rather than database to construct PO¢lraad time model,
since an ontology-based knowledge base provides theebiht knowledge conceptu-
alization and modification flexibility. The common databasae tackle the POI prop-
erties, but it is difficult to conceptualize the relationshbetween POIls. The ontology
digitalize guidance experience and conceptualize theéioakhips among objects, in
this work, we have built a location model about all spots inUNGampus, includes
the positions, category and introduction documents. Euanlore an ontology-based
system provides a better ability of information inferenGyen a visitor’'s position,

the system show neighboring spots which is popular in a péaur of day.

In this work, the visitors could experience recommendatidapending on their
personal data and the environment conditions. With upate-dser responses in the
trip, the system provide a personalized suggestion, merethe recommendation re-
sult varies with different time and weather condtion. Thghhperformance contextual
segments deciding alogrithm helps systme to deicde whialbagwation of time and
weather is better with respect to rating prediciton on themas travl domain. This
is a interesting area of applications where context-aves®ystem can provide rec-

ommendations to new uses. We report on cooperative effettgden context-aware
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technique and item-based collaborative filtering. Throtighexperiment evaluation,
we design three evaluation metric to verify the performasfabe system. Finally, the
experiment results show that integrated method outped@mexisting social-filtering

method in the domain of campus spot recommendations on sedaife83 spots ratings

collected over 6 users.
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