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Abstract

Logic is a branch of mathematics that investigates the deductions about statements and is rec-
ognized as the study of reasoning. Because of this, the whole mathematics can be investigated
by logic and is even governed by it since the essentials of mathematics consist of statements
about mathematical objects and theproofs that.verify these statements. Since the underlying
concept of algorithms, the critical part of theoretical computer science, is that of computation,
which is also a mathematical object, it ¢an aslo be analyzed by logic. In this thesis we provide
the basic properties of logic, and then use them to investigate some computational problems,

especially the graph-theoretic-problem HAMILTONIAN PATH.

Key Words: Propositional logic, predicate logic, first-order logic, existential second-order

logic, Hamiltonian path.
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Chapter 1

Introduction

1.1 Prolog

Logic has long been considered the study of reasoning and thoughts, and the study of it can
be traced back to the time of Aristotle, a philosopher of ancient Greece, who gave a collection
of deduction rules for rationally thinking andsgoverning knowledge. Among these deduction
rules, the most well-known is syllogism.

It was not until the seventeenth century, however, that the investigations of logic grew
mature, through the contributions of many excellent mathematicians and philosophers, among
whom especially the German mathematician “Leibnitz was the first one to investigate logic
after the time of Aristotle, followed by the British mathematician Boole, whose work mainly
concerned the so-called Boolean operations (which is now stated as Boolean algebras), then
the American logician Peirce, who introduced quantifiers, and the German logician Frege and
mathematician Hilbert, who resorted to laying the foundations of mathematics on logic (known
as Hilbert’s program), etc.

In 1930s, the famous Austrian logician Godel proved an incompleteness theorem which put
a devastating end to Hilbert’s program. On the other hand, the English mathematician Turing
proposed the Halting problem, which led to the undecidability of first-order logic. Both of these
results best demonstrated the fatal flaws of the formal method.

Nevertheless, the progress of the researches in mathematics and logic continued on, and

several marvelous results have been discovered in recent decades.



1.2 Categories inside Logic

Because of the wealth of the study of logic, it is often divided into two facets: mathematical
logic and philosophical logic. The former is more relevant to our study of computer science and
is further divided into a number of categories: propostional logic (or sentential logic, Boolean
logic), predicate logic (including first-order, second-order, etc.), both of which are classical
studies, and intuitionistic logic (whose most apparent feature is the absence of the law of
excluded-middle, one of the constituents of classical logic), which is the modern trend. We
shall always refer to the classical one in this thesis.

There are four theories intimately related to the study of logic: proof theory, model theory,
set theory and recursion theory. Proof theory and model theory, respectively, represent the
studies of the two most fundamental notions about-logic - that of syntax and of semantics.

Set theory was proposed by the Germanmathematician Cantor. It is by and large considered
the most fundamental theory in'mathematics since the whole mathematics can be based on the
notion of sets.

Finally, in the view point concerning theoretical computer science, recursion theory is usually
considered part of computationtheory, and hence is often called computability theory, with
the other part of computation theory being (computational).complexity theory. The American
mathematician Church proposed thé'so-called A-calculus,; which is one of the formal notions of

computations, proved to be equivalent to other notions such as Turing machine.

1.2.1 Computational Problems

Logic is powerful in expressing statements in symbolic fashion since its expressibilty is its raison
d’étre. It has the ability to express all the mathematical statements and therefore it is natural
to express computational problems in logic.

In computation theory, a problem is said to be in P if there is a deterministic Turing machine
that decides it in polynomial time, whereas a problem is in NP if the same happens except for
a nondeterministic Turing machine. The problem P Z NP is well-known in this field.

Essentially, every computational problem (which can be seen as a set of strings, i.e. a

language) can be taken as one in graph theory, as the encoding of every string in it can be



regarded as the first row of the adjacency matrix of a graph.

According to Fagin [1], all the graph-theoretic problems in NP can be characterized as
formulae in existential second-order logic. Moreover, Kolaitis and Vardi [2] showed the powerful
zero-one law, which implies that the set of problems expressible in Horn existential second-order
logic is only a restricted proper subset of P.

However, with an additional predicate symbol S which is interpreted as the successor func-
tion in advance, the problems that are precisely in P can be characterized as Horn formulae
in existential second-order logic. This result was independently discovered in [3, 4, 5, 7]. We
shall later give another illustration of the requirement that the predicate symbol of successor

function should be given in advance.



Chapter 2

Topics on Propositional Logic

Generally speaking, in the investigations of logic we quite often concern ourselves to those
objects called logical statements. Informally, a logical statement is one that is declarative, i.e.

one that we can decide whether is true or false — the so-called truth value. For example,
1. “1+41=2
2. “J. K. Rowling is the author of the series of novels Harry Potter,” and

3. “D. E. Knuth is one of the‘greatesti computer seientists ever,”

etc.

But more importantly, the truth value of a logical statement or, equivalently, whether it
holds or not, should be independent of one’s own opinion, i.e. it should be clear and universally
accepted. If we re-examine the three examples listed above, it should be clear that the first two
are logical statements while the last is not in the sense that whether it is true depends on our
own opinions (though almost all people of our time accept it with no doubt).

As mentioned earlier, we restrict our interest to classical logic, one feature of which is binary
truth value (either true or false, or either 0 or 1 for another notation), whereas in modern logic

there is one area called multivalued logic, in which truth values between 0 and 1 are allowed.



2.1 Preliminaries

Natural languages, such as everday English or Chinese, abound with plenty of connectives:
‘and,” ‘or,” ‘not,” ‘but,” ‘if ...then,” ‘if ...then ...else,” ‘since,” ‘unless,” ‘while,” etc. Actually,

some of them are redundant, for example:

1. “Fried chicken is delicious but unhealthy.”: we could say “fried chicken is delicious and

fried chicken is not healthy,” though that seems somewhat garrulous.

2. “If P = NP, then there are efficient algorithms to solve those NP-complete problems; else
they are considered to be intractable.”: we could say “if P = NP, then there are efficient
algorithms to solve NP-complete problems; else NP-complete problems are considered

to be intractable.”

And at the same time, there/is often temporal ordering with the usage of ‘and’:
1. “The police came in and the thief ran away:”
2. “The thief ran away and the pelice camein.”

In such statements, ‘and’ is in place of ‘and then.’

Moreover, we use ‘or’ sometimes in inclusive sense such as “that girl is slim or she is smart,”
in which one of both constituents of the statement. is the case, and the case can be both; other
times in exclusive sense such as “the manufacturer of this CPU is Intel or AMD,” in which
one of both constituents of the statement is the case but it cannot be both. Occasionally, we
even use ‘or’ to describe the situation resulted from that some criterion fails to hold, e.g. “you
should hurry up or you would miss the bus.”

Moreover, some of them somewhat implicitly show our feelings about the events. For ex-

" in which the use of ‘but’ shows our surprise

ample, “that machine seems broken but it works,’
that the machine in question still works.

As we have seen, these examples illustrate the ambiguities and vagueness that often arise
in our daily languages. What we need as a tool in studying mathematics as well as logic, is

a formal and artificial language that contains preciseness and exactness while excluding those

uncertainties.



Fortunately, for our purpose it is sufficient to use only a restricted part of the connetives

Y

mentioned above: ‘and,” ‘or,” ‘not,” ‘if ...then,” and additionally ‘if and only if.” In order to

be precise, in logical statements we shall limit ourselves to the usage of the connectives just

mentioned, and it is no loss with this restriction. In particular, we shall stipulate that
1. There is no temporal ordering with ‘and’;

2. There is no causal relation between the two statements connected by ‘or,” it is merely

used to indicate that one (or more) statement is the case;
3. ‘If ...then’ is always used for implications; and finally

4. ‘If and only if’ is always used for bi-implications.

2.2 Syntax

The language we shall adopt here is the language of propositional logic. We shall give precise

definitions of terminologies in the following:

Definition 2.1: [10] The alphabet.of the language of propositional logic is the set that consists
of

(a) propositional variables: pg, p1, ... ;
(b) propositional constants: true, false;
(c) logical connectives: A, V, =, —, <;
(d) parentheses: (, ). O

W

We shall use the terms “variables,” “constants” and “connectives” for short when there are no
ambiguities.

In the following we list the name of each connective and the way to pronounce them: [10]



SYMBOL NAME PRONUNCIATION

A conjunction and

Vv disjunction  or

- negation not

— implication if ...then

— equivalence ...if and only if ...

The objects in this language, propositions, are defined recursively in the following:
Definition 2.2: [10]

(a) true, false and p, for all n.€ N, are propostions;

(b) If ¢ is a proposition, then so is =¢;

(c) If ¢ and 1 are propositions, then so are (@A), (¢ V¥), (¢ — ¥) and (¢ < ). O

In fact, the symbols ¢ and-# above are there merely to serve the purpose to denote some
propositions, i.e. they are metavariables. They themselves-are not propositions, actually. See
[10]. In some viewpoint, the language we.are investigating here (i.e. the language of proposi-
tional logic) is so-called object language; and the language we use to describe it (i.e. English)
is so-called metalanguage. See [6, 10]. The notions of object language and of metalanguage
should not be unfamiliar to us: for the study of programming, the object language is of course
the programming language itself, while the metalanguage is our daily language; for linguistics
such as the research on Latin, the object language is Latin, whereas our daily language (English

or some other) plays the role of metalanguage. In fact, the famous liar’s paradox
“This statement is false,”

which is an instance of self reference, arises from our confusion with object languages and
metalanguages. This discrimination between them is essential to theory of truth, in which field
the Polish logician Tarski contributed much. For a more thorough treatment about this, see

8]-



On the other hand, the notation we adopt here is in infix form, i.e. we place the binary
connectives (all except ‘—,” which is unary) between two propositions. In fact, we could adopt
the notation in prefix form, i.e. binary connetives precede their two arguments, the so-called

Polish notation. For example, the proposition in our ordinary notation

((po Ap1) — p2)

would become
— APoP1P2-
Interestingly, in Polish notation parenthese are eliminated. See [8, 9].

Now we are ready to convert those colloquial statements to those in our formal language.

For example,
“e is irrational and e is transcendental”
can be converted to

(P A p1);

if we use pg to represent “e is irrational” and p; to represent ‘e is transcendental.”

Actually, “propositions” are just one:of the synonyms for “logical statements” in propos-
tional logic, others being “sentence,” “Boolean expressions” (named after Boole), etc. Similarly,
“propositional logic” is sometimes refered to as “sentential logic” or “Boolean logic.” We shall

use “propositions” and “propositional logic” in the sequel.

Definition 2.3: [6] A proposition ¢ is in conjunctive normal form iff it is of the form *

/\Civ

where each C; is a proposition, called a clause, that consists of only (perhaps negated) variables
and ‘V.” [

!By the big ‘/\” we mean ‘A’ applied several times, and there is no ambiguity since ‘A

b

is associative. (See

the table of laws for equivalent propositions listed in subsection 2.3.1.)



Note that in our alphabet the variables are indexed on natural numbers. It is clear that our
alphabet is a countable set. And since the set of all propositions are defined as strings over the

alphabet according to the formation mentioned above, we have the following lemma:

Lemma 2.1: The set of all propositions is countable. []

2.3 Semantics

So far, we have only defined the syntactic aspect of propositional logic, i.e. its superficial

structure. We shall introduce its semantic aspect or its meaning.

Definition 2.4: [6] A truth assignment T"is'a mapping X — {0, 1}, where X is a finite subset
of the set of all proposition variables {pg,pi, .. }+ (Recall that 1 and 0 are truth values that
represents “true” and “false,” respectively.) We say that 7' is appropriate to ¢ iff the domain

X of T contains all the variables"appearingiin ¢ as its elements. [

Definition 2.5: [6] Let 7" be a truth assighment appropriate to ¢. We define the notion of
satisfaction of T to ¢ (written T' = @) inductively as follows:

(a) T k= true; T} false; 2

(b) T = pi it T(pi) = 1;

(¢) T = =) ff T o);

(d) T }= (¢ A x) :iff both T = and T = x;

() T (¥ V) iff T4 or T = x (inclusively);
() T (¢ —x) A if T = ¢ then T' = x;

(g) T (¢ — x) #ff T =4 if and only if T = y,

where p;, ¥, and x are all consituents of . [J

2Note that true and false always serve as logical constants.



For a more concise definition, we refer the reader to [6].

We are ready to define the truth value of ¢, specifically, under a particular truth assignment

T
Definition 2.6: [6] The truth value of ¢ under T is 1 if T" |= ¢ and 0 otherwise. [J

A truth table is a sysmatic way to exhaustively list the truth values of a proposition ¢,
where the truth assignments that involved are those of which the domain consists of precisely

the variables appearing in ¢.

Example 2.1: The following is the truth table for ((p — ¢) — (=p — —q)):

p g p ¢ (p—=q (p==9 (p=4q — (p—"q)

00 1 1 1 1 1
01 1 0 1 0 0
1 0 0 1 0 T 1
11 0 0 1 1 1

Observe in the above example that, we have four rows in the truth table. Generally speaking,
for a propostion that involves n variables, there are 2" rows in its truth table. Since each variable
takes the value either 0 or 1, there are 2" possible combinations in total. Furthermore, if we
regard a proposition with n variables as a mapping {0,1}" — {0,1} or, formally speaking,
Boolean function, then there are totally 22" possible mappings from {0,1}" to {0,1}. Thus we

have:

Lemma 2.2: There are 2" rows in the truth table of a proposition with n variables. There

are 22" n-ary Boolean functions. [J
In the following we list the truth tables for —pg, (po A p1) and (pg V p1):

L. —po

10



Po  TPo

0 1
1 0
2. (po A p1)
Po p1 (Po AD1)
0O O 0
0 1 0
3. (poVp1)

As shown in the above example, we have all 1’s in the last column (which corresponds to
the truth values of the proposition (py V —pg)). This kind of propositions have a special name

— tautologies.

11



Definition 2.7: [6] A proposition is a tautology iff it maps all appropriate truth assignments
to 1. U

For a tautology ¢, we write = ¢ since T' |= ¢ for all T appropriate to it (See [6].). A
proposition that maps all appropriate truth assignments to 0 is usually called a contradiction.
(A contradiction is equivalent to the negation of a tautology, — actually, any tautology, — see

the discussion below.)

2.3.1 Equvalence between Propositions

If we write down the truth tables for both (pg — p1) and (—py V p1) (as shown below:

Po P11 o (Po— p) (FPoVpr) (o — p1) < (mpo V p1))

0 0 1 1 1 1
0 1 1 1 1 1
10 0 0 0 1
1 1 0 1 1 1

where they share the same table), we find that they are essentially the same mappings (notice
the fourth and fifth columns abeve). In such-a case, we say that these propositions are equiva-
lent. (We write ¢ = 1 to denote that ¢ and v.are equivalent.) More interestingly, if we apply
‘-’ to two equivalent propositions (as we did in the above table, see the last column), then we
find that it only has truth value 1 over all rows of the truth table, i.e. it is a tautology (hence

the name “equivalence” of the connective «).
Lemma 2.3: Two propositions ¢ and 1 are equivalent iff (p < 1)) is a tautology. O

Hence we know that implication ‘—’ can be replaced with ‘=" and ‘V.” On the other hand,
it is easy to verify that equlvalence ‘~’ itself can be replaced with other connectives. For

example, (py <> p1) is equivalent to

((po = p1) A (1 — Do),

which in turn is equivalent to

((Po Ap1) V (mpo A —p1)).

12



It is not hard to see that each Boolean function can be desribed by a proposition which involves
only ‘=" ‘A’ and ‘V,” with constants true and false replaced by, say, (po V —po) and (po A —po),
respectively. In this situation, we say the set of connectives {—, A, V} is functionally complete,
i.e. it is sufficient to express all Boolean functions. For a more complete treatment of the notion

of functionally complete. See [9].
Lemma 2.4: {—,A} and {—, V} are functionally complete.

Proof: ‘v’ is redundant in the sense that (¢ V1)) is equivalent to (—p A —=1)). (cf. De Morgan’s

law.) The other is similar. 0

There are two binary connectives (which we eliminate here) that are both functionally
complete by themselves: | (nand) and | (nor), ie. (¢ | @) and (¢ | ) are equivalent to
—(p A1) and =(p V 1), respectively.

Laws for Equivalent Propositions

The method of truth table to decide whether two propositions are equivalent works well as
we have seen earlier. However, with the growing of the number n of variables appearing in
them, this method would become inefficient.and physically impractical for lack of space since
the size (i.e. the total number of rows) of:the truth table for a proposition with n variables is
in exponential of n (see Lemma 2.2).

If we look deeper into those equivalent propositions, we should find some useful rules. We

list some laws for equivalent propositions below: 3

FORM NAME

(1) ——p=¢p law of double neqation
(2) —(eVY)=(-pA—1) DeMorgan’s laws

(e AY) = (mp V1)
(3) (V)= (V) commutative laws

(P AY) = (P A)

3Those listed here are taken from [11]. And the name for item (11) (negation laws) is undetermined.

13



FORM NAME

4) (V@ VX)={(eVY)VyX) associative laws
(A @WAX) = (e AY)AX)

(5) (eVWAX)={eVY)A(pVyx)) distributive laws
(A @Vx)=((eAY)V(eAx)

6) (pVe)=gp idempotent laws
(bAe)=¢

(7)  (pV false) = ¢ identity laws
(p Atrue) = ¢

(8) (V@)= true inverse laws

(p A —p) = false
(9) (¢ Vtrue) = true domination laws

(p A false) = false

(10) (e VileANY))=ip absorption laws
(e APV ) =0
(11) —true = false negation laws
—false = true
(continued)

By the associative laws, we shall often write (p A1 Ax) and (¢ V1V x) instead of ((p A1) AX)

and ((¢p V ¢) V x), as no ambiguities should arise.

4

Example 2.3: The inference rule modus ponens * is a tautology:

(e A (g =) = ¥)
= (HleA (e VY)) V)
(=((p A=) V(e A)) V) (distributive law)

4See section 2.4

14



(—(false V (e A¢)) V) (inverse law)

= ((eAY) V) (identity law)

= ((meV ) V) (DeMorgan’s law)
= (—pV (¥ V) (associative law)
= (mpV (V) (commutative law)
= (—pVtrue) (inverse law)

= (- V —false) (negation law)

= —(p A false) (DeMorgan’s law)
= —false (domination law)
= true (negation law) OJ

On the other hand, every proposition can be transformed-into an equivalent proposition in

conjunctive normal form (Definition 2.3). See [6) 10].

2.4 Deduction Systems

As mentioned in the beginning, we recognize logic as a tool for analyzing thoughts and realizing
truths. But what is truth? Philosophers, and even mathematicians, have sought the answer
for centuries. For a satisfactory answer, at least in propositional logic, the concept of truth
coincides with that of tautology. If we take a deeper look at tautologies, we conceive that
their truth values are 1 (true), independent of any particular truth assignments. Hence it suits
perfectly with our feelings about truth — always true.

More precisely, in the process of discovering truth or deduction, we usually assume that
certain conditions (possibly none), called premises, hold. Then we successively get the result or
conclusion that follows from such assumptions by those justified inference rules. Symbolically,

it states
(o Ao ANpno1) = o,

where those ;, 0 < i < n — 1, are premises, and ¢ is the conclusion. The conjuction  of those

5From the associative laws there is no ambiguity to write propositions in conjuntion without parentheses.

15



premises is called hypothesis. We use ‘=’ to denote that ¢ is deduced from ¢;’s.

For a set A of propositions, we write A = ¢ to denote that ¢ is a conclusion given the
propositions in A as premises and we say that ¢ is a consequence of A.

Actually, given ¢;’s and ¢, there is a simple method to decide whether the argument, i.e.
the equation shown above, is correct (in which case we say the argument is valid). What we

need to do is to show that the implication

(Lo Ao Apn1) — @)

is a tautology. This method is justified by Tarski’s deduction theorem. Intuitively, it is not hard
to see the correctness of this method: Since we assume those premises to hold, if the conclusion
holds as well, then the truth value of the implication evaluates to 1; if otherwise some premise
fails to hold, then the truth value of the implication also evaluates to 1, no matter whether the
conclusion holds or not. This reminds us of tautology in_some way.

It is not hard to decide whether a given propesition is a:tautology, as we have seen: the
truth table method, which suffices to decide all tautologies. Thus in the viewpoint of computer
science, concerning the language TAUTOLOGY. that| consists of all tautologies in propositional

logic, we have
Lemma 2.5: TAUTOLOGY is decidable.

However, the drawback of the method of truth table is apparent: it is a tedious work and
is inefficient and impractical for large number of variables appearing in the proposition. (See
Lemma 2.2.)

Fortunately, we are equipped with useful rules discussed earlier (the laws for equivalent
propositions), which reduce a great deal of effort of constructing the truth table most of the
time, since they can be used to transform a complicated proposition into a simplified equivalent
one.

A subtlety is in order: Let an implication y be equivalent to a proposition . If we added 1)
as an additional premise, then the new implication x’ would be a tautology, i.e. the argument
would be valid. The reason is clear: Whether x is valid depends on whether or not the truth

value of 9 is 1, if we assume that to be 1 as our additional premise, then the augument is valid.

Similar for the case of disjunction.

16



Lemma 2.6: Let ((po A ... A pn_1) — ¢) be an implication equivalent to some proposition

. Then ((po A ... A pn_1 AY) — ) is a tautology.
Proof:

(((po Ao o Apn1) = @) V)

= ((mpoV...V=ap,_1 V)V 1) (DeMorgan’s law applied several times)
= ((mpoV...V=ap,1 V) V) (associative law and commutative law)
= (2(oA. .. ANpn_1 AY)V ) (DeMorgan’s law applied several times)
= ((po Ao Apui A1) = ).

On the other hand, there is an-alternative method which provides ‘formal” proofs that are
reminiscent of mathematical proofs for valid arguments: “deduction system. There are four
common deduction systems: axiom system,.sequent calculus, natural deduction and analytic
tableau. The method of deduction system is highly syntactic and more machine-oriented, and
is suitable for valid arguments only, i.e. it cannot determine those invalid arguments. We shall
briefy introduce axiom system, which'is purely syntactic.

First of all, the term “axiom” should:mnoet be strange to us: it is fundamental to the study
of mathematics and even physics. Take Euclidean geometry for an example, one of its axioms
states “given an (infinitely long) line on a plane, and a point on the same plane but not on
this line, there is exactly one line on the same plane that passes through the given point and
is parallel to the given line.” Another example arises from physics: That “the speed of light in
absolute vacuum is a constant, independent of any frame of inertia” is an axiom in Einstein’s

relativity theory.
Definition 2.8: [11] A proof for an argument

(oA A1) = @

is a sequence (g, ..., ¥, 1) where

V= ((eoA... Npn_1) = @),
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and each ¢;, 0 <7 < m is an axiom of the system or a proposition generated according to the

inference rules of the system. [J

(Note that these axioms are just like premises of another argument where the conclusion is the
original argument.)

If there is a proof for a proposition ¢, then we say ¢ is a theorem and is derivable and we
write - .

Given a set A of propositions, if a proposition ¢ is derivable regarding those in A as
additional axioms, then we say ¢ is a A-theorem and is derivable from A and we write A F .

The notion A k- ¢ is the syntactic counterpart of A = .
Definition 2.9: [6] A set A is consistent iff At/ false. [

The following two theorems together state that the notion of consequence and that of

derivability coincides in propositional logic:
Theorem 2.1: [soundness theorem|, [10] If"Ak w, then A . O

Theorem 2.2: [completeness theorem], [10]“If°A = ¢, then A = ¢. O

For more on axiom systems, see[12]. For more on soundness and completeness theorems,

see [10].
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Chapter 3

Topics on Predicate Logic

All is well so far. Propositional logic pessesses many good properties as we have seen in previous

chapter. But let us examine the implication below, Aristotle’s well-known syllogism:

1. (Premise) All humans are mortal.
2. (Premise) Socrates is a human.

3. (Conclusion) Socrates is mortal.

This implication is evidently correct;, sinee the eonclusion is just an instantiation of the first
premise by the second premise. If we symbolize this implication as shown below, however, we

will be surprised that it is not a tautology, which stands for truth in propositional logic:

((po A p1) — pa),
where
(a) po: “All humans are mortal,”
(b) p1: “Socrates is a human,”
(c) pe: “Socrates is mortal.”

We see from this example that there is a flaw in propositional logic: There is no way to

express single objects (e.g. ‘Socrates’ in our previous implication), along with their attibutes
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such as states and relations. Thus, we must enlarge our language with some additional elements
to encompass such statements — hence predicate logic. In the next section, we shall introduce

the simplest part, first-order logic.

3.1 First-order Logic

First-order logic is more complicated than propositional logic. Informally, First-order logical
statements (so-called formulae) are similar to propositions: They can be decided to whether
hold or not (just like propositions can be decided to be whether true or false) and can be
connected by logical connectives just like propositions. But additionally, they can be preceded
by the so-called quantifiers (‘V’ and ‘d,’ hence we sometimes refer to predicate logic as quan-
tificational logic) and, more importantly, the basic parts of them, i.e. the atomic formulae
(analogous to propositional yvariables); eonsist of statements about single objects — a com-
bination of predicate symbol and terms;~- whieh+in contrast are the key improvements on
propositional logic. (Recall that propositional variables cannot be further divided into smaller

parts.)

3.1.1 Syntax

Definition 3.1: [6, 8] The alphabet of the laniguage of first-order logic is the set that consists
of

(a) first-order variables: vg, vy, ...;

(b) (i) a (possibly empty) set K of constant symbols: ¢y, ¢1, .. .;
(ii) a (possibly empty) set ®,, of n-ary function symbols for each n € Z7;

(iii) a (possibly empty) set II,, of n-ary relation symbols for each n € Z*;
(¢) quantifiers: V, 3;
(d) logical connectives: A, V, =, —, «>;

(e) parentheses: (, ). O
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We shall denote @ := [

4

nezt Pnoand IT:= (J, o+ IT,. Note that IT # () as the equality symbol

=’ (a binary relation symbol) is a member of II. Relation symbols are often called predicate
symbols, or predicate for short. And some regard constants as nullary functions. Also, the
language of first-order logic as well as of others in predicate logic, may or may not contain the

binary predicate ‘=,” depending on the topics we are speaking about. (Predicate logic without

4

=" is sometimes called specialized predicate logic, whereas that with it is sometimes callled

generalized logic. For more topics on this, see [9, 10].) We shall include it in our language.

Definition 3.2: [§]
(a) Each variable (vg, vy, ..., or x, y, ...) is a term;
(b) Each constant symbol is a term;

(c) If tg, ..., t,—q are terms and f is an n-ary function symbol, then so is fty...t,—1. O
We shall often write f(tg,...,t,—1) for ftes ..t 1

Definition 3.3: [§]

(a) Iftg, ..., t,_1 are terms andRis an n-ary.relation symbol, then Rty ...t,_; is an (atomic)

formula;
(b) If ¢ is a formula, then so is —;
(c) If ¢ and 1 are formulae, then so are (p A¥), (¢ V), (¢ — ) and (¢ < ¥);

(d) If ¢ is a formula and x is a variable, then Yz and Jzp are also formulae. [

In the following, we list the name of each quantifier and the way to pronounce them: [10]

SYMBOL NAME PRONUNCIATION
v universal quantifier  for all, for any, ...
3 existential quantifier there exists ...such that, there is ...such that, ...
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We shall often write R(tg, ..., t,_1) for Rty ...t,_1. In particular, for binary predicate, we often
write toRt; (infix form) instead of Rtot; (prefix form). Note that these alternative forms of
terms and formulae are just for ease of reading, by definition they are not terms and formulae,
respectively.

The polish notation applies to first-order logic (actually, predicate logic) as well, just re-
gard each atomic formula or quantified formula (those that are preceded by quantiers) as a
propositional variable.

Now we are ready to convert those colloquial statements to ones in our formal language.

For example,
“For every pair z, y, if z < y then f(z) < f(y).”

can be converted to
NV (g — D) < TWE

We say an occurrence of a variable & is'bound in ¢ iff it is quantified, i.e. there is V&’ or

‘Jx’ that applies to it; otherwise it is called free. More precisely, in the following formula:
(Vawl= zhz =\f(1)),

the first two occurrences of z (in ‘¢ = z") are bound (we do not recognize the x in ‘Vz’ as
an occurrence of z as it is part of the package ‘Va’), whereas the third occurrence of = (in
‘v = f(y)’) is free. Note that quantifiers only apply to the formula that immediately follows.
Likewise, the y in the above formula is also free. A variable is bound if it has no free occurrences,
otherwise it is free. A formula without free variable is called a sentence. Since x and y are free

in the above formula, i.e. they have free occurrences, this formula is not a sentence.

Definition 3.4: [6] A formula ¢ is in prenex normal form iff it is of the form

Qo Qn?,

where );’s are packages of the form ‘Vz’ or ‘da’ and v is a quantifier-free formula, called the

matrix of the formula ¢. [
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It is clear that our new alphabet is also countable, though we add some elements to it.
Since the set of all formulae are defined as strings over the alphabet according to the formation

mentioned above, we have the following lemma, analogous to Lemma 2.1:

Lemma 3.1: The set of all formulae is countable. J

3.1.2 Semantics

Until now, terms and formulae are merely strings (of special kinds) over the alphabet. We shall
introduce their meanings. The semantic aspect of predicate logic is somewhat complicated.
First, we are given a nonempty set D, called domain (or universe), of which we map each
variable z in our alphabet to some element. It is similar to {0, 1} given in propositional logic.
Furthermore, we map each constant, function symbol and relation symbol to actual element,

Y

function and relation, respectively, over the domain D except that ‘=" is always mapped to
{(e,e)le € D}. We shall denote the mapping from variables to elements in D (called an
assignment) as (3, and denote the mapping=from| constants, function symbols and relation
symbols to those actual objects over D (called a structure) as 2. We shall often write f# (or
IP),  (or cP), and R* (or RP) instead of RU(f), 2U(c) and A(R), respectively. We have the

following definition:

Definition 3.5: [8] An interpretation J for a given domain D is a pair (2, 3) that consists of

a structure 2 and an assignment §. [J

Intuitively, an interpretation in predicate logic is the counterpart of a truth assignment in
propositional logic. For the meanings of terms, given an interpretation J, we have the following

definition:

Definition 3.6: [the meaning of a term], [6]
(a) For a variable z, J(z) := ((z);

(b) For a constant ¢, J(c) := 2

(c) For an m-ary function symbol f applied to n terms ¢, ..., t,_1,

J(fto. . ta1) = f2T(to),...,I(tn1)). O
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Hence the meanings of terms and atomic formulae (for Rtg...t,_1, its meaning is thus
R*3(to),...,3(t,_1)), given J) are well-defined. Just as in propositional logic, we shall define

the notion of satisfaction of J to a formula ¢ below:
Definition 3.7: [§]

(a) For atomic formula Rty...t, 1, T = Rtg...t, 1 iff R*(3I(to), ..., T(tn 1));
(Note that we stipulate that “=%:= {(e,e)le € D},” so “T = to = t; :iff I(ty) = TI(t1).”)

(b) T |~ iff T~ ¢

(¢) TE (pAY) :iff both T = ¢ and T = 4;

(d) T (p V) :iff 3 ¢ or I = ¢ (inclusively);

() T = (p— ) iff if T = o then™J =

(f) T = (p < ) iff T = @ if and only if T .

(g) TV iff foralle € D, J,00 = ;!

(h) T |= 3z :iff there exists e € D such that J,_.. | ¢. 0

An interpretation J is said to bé-a model of a formula @ iff J = ¢. Moreover, for a set A
of formulae, J is a model of A (written J = A) iff J |= ¢ for every ¢ € A.

If for A and ¢, every interpretation J which is a model of A (J | ¢) is also a model of ¢
(3 E ¢), then we write A | ¢ and say that ¢ is a consequence of A. Specifically, if ) | ¢,
i.e.  is satisfied by all interpretations, then we write = ¢ and say ¢ is a valid formulae (a
situation analogous to tautologies in propositional logic). If a formula ¢ is unsatisfiable, i.e. it

has no models, then it is equivalent to the negation of a valid formula.

Example 3.1: Let K := 0, ® := () and 1T := {R,=}, where R is binary. Let Jy and J; be

two interpretations such that:

13, is just J with the variable z mapped to e
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domain {0,1,2} {1,2,3}
x 0 1
Y 1 2
z 2 3

R {(O’ 1)7 (07 2)7 (17 2>} {(1’ 2)7 (17 3)7 (27 3>’ (37 2)7 (37 1)7 (2’ 1)}

(The mappings of other variables are irrelevant to this example.)

Let
Qo= R(xa y>7

and

o = Veyygloxr =g~ R(x, 'v)),

then we have:

Is J, amodel? Is J; a model?

Yo Yes Yes

V1 No Yes

OJ

Equivalent Formulae

Analogous to propositional logic, we have the following definition:

Definition 3.8: [8] Two formulae ¢ and v are equivalent (written: ¢ = ) iff {¢} = ¥ and
{WEe O

The laws for equivalent formulae are the same to those for equivalent propositions (without,

of course, those that involve true or false), regarding a formulae as a proposition. And

additionally, [6, 10]
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FORM NOTE

—Vzp = drz—p generalized DeMorgan’s law for ‘V’
—drp = Vr—p generalized DeMorgan’s law for ‘F’
Vr(p Ap) = (Voo AVay)

V(e A) = (Vep A1) x does not appear free in ¢

Va(o V) = (Ve V) x does not appear free in 1

Ve = Yyplz «— y y does not appear in ¢

(plz < y] is ¢ with those free occurrences of = replaced by occurrences of y) We see that ‘V’
and ‘3’ are similar to ‘A’ and ‘V,” respectively.
On the other hand, every formula can'be transformed into an equivalent formula in prenex

normal form (cf. Definition 3.4). See [65 10].

3.1.3 Deduction Systems

As mentioned in section 2.4, there are four common methods to deduce conclusions given some
premises. Note that the method.-of truth table does not work here, since there are infinitely
many possible interpretations.  (Recall:thatiin propositional logic, there are only finitely many
truth assignments that matter.)

The following definitions are all analogous to those in propositional logic:

Definition 3.9: A proof for an argument?

(QOOA/\QOnfl) :>§0
is a sequence (1, ..., ¥y, ) where
Y= ((po A ... Apn-1) = ),

and each ¥;, 0 < i < m is an axiom of the system or a formula generated according to the

inference rules of the system. [J

2The argument for first-order logic is defined similarly.
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(Note that these axioms are just like premises of another argument where the conclusion is the
original argument.)

If there is a proof for a formula ¢, then we say ¢ is a first-order theorem and ¢ is derivable,
and we also write F .

Given a set A of formulae, if a formula ¢ is derivable regarding those in A as additional
axioms, then we say ¢ is a A-first-order theorem and ¢ is derivable from A, and we also write
A+ ¢. Note that a theorem ¢ is also a A-first-order theorem by definition. The set © of all
A-first-order theorems ¢ (which are sentences) is called a theory, given A. The notation A - ¢
is the syntactic counterpart of A = .

There is an interesting application to the research of artificial intelligence: the knowledge
base plays the role of A, while ¢ denotes the representation of some knowledge. The process
for the knowledge base to deduce @ (reasoning) is'indeed the same as that for A F ¢. For more

on this issue, see [20].
Definition 3.10: [8] A set A is consistent-iff there is no contradiction ¢ such that A+ . O

The axiom system given in [6] 18 shown be¢low:

ITEM FORM

AXO0 Any formula whose propositional form is a tautology.
AX1 Any formula of the following forms:
AXla t=t, wheretis a term.
AX1b ((tg=thA.. Aty =1t 1) — fto.. .ty = fth... 1),
where t;’s are terms and f is an n-ary function symbol.
AXlc ((to=tyN... ANty =1, 1) = (Rto...th—1 — ft...t 1)),
where ¢;’s are terms and R is an n-ary relation symbol.
AX2 Any formula of the form (Vzp — @[z « t]).
AX3 Any formula of the form (p — Vxp), with = not free in .

AX4 Any formula of the form (Vz(p — ¢) — (Vayp — Vaep)).
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(p[z < t] is ¢ with those free occurrences of x replaced by occurrences of the term t). The
formulae shown above are basic axioms. The axiom system contains besides these all those
formulae that are preceded by any number of prefixes of the form ‘Vz.” It is not hard to see
that the axioms are valid formulae. The only one inference rule is modus ponens. (See Example

2.3.) Schematically, it states:
'

(o =)
—

Here we give an example illustrating the proof under axiom systems:

Example 3.2: The formal proof of the theorem Jy(z = y) is:
Yo =xr =21
(an axiom from group AX1a),
Yy = (VY2 =y =% = 1)
(an axionl from group, AX2Y,
e = ((Vy7z =y o pe=a) (v = 22— Fyz = y))
(an axiom from group AXO),
by = (o S Nl £ y)
(from vy and 1)y by 'modus ponens),
Yy :=3Jyr =y
(from vy and 13 by modus ponens). [

In proving a theorem, we often divide it into two or more parts. The correctness of this
technique can be justified by the following lemma. (Note that we prove it in the level of

metalanguage.)
Lemma 3.2: Let ¢ and ¢ be two formulae. Then
(F ¢ and F v) if and only if - (p A ).

Proof: Suppose that - ¢ and - 1, i.e. there are proofs S, and Sy, for them. Notice that ¢ and
1 are the last elements of S, and Sy, respectively. Then (S, Sy, (¥ — (¢ — (¢ AY))), (¢ —
(e A1), (¢ Atp)) is a proof for (¢ A1)). Therefore F (o A ).
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Conversely, suppose that there is a proof Si,ayy for (¢ A1), Then (Sioapy, ((PAY) — @), ¥)
and (S(pay), (¢ A1) — 1), 4) are proofs for ¢ and 1, respectively. Hence - ¢ and I ). ]

Analogous to propositional logic, the following two theorems together state that the notion

of consequence and that of derivability coincides in first-order logic:

Theorem 3.1: [soundness theorem], [6] If A - ¢, then A = . O
Theorem 3.2: [Godel’s completeness theorem], [6] If A = ¢, then A F . O

The following theorem, which is a consequence of Godel’s completeness theorem, is critical

to our main result (Theorem 4.3):

Theorem 3.3: [Lowenheim-Skolem theorem], [6].If a sentence ¢ has finite models of arbitrary

large cardinality (i.e. the size of the domain), then it has an-infinite model. [

For more complete treatment about this, see [6,8; 10].
For more on the axiom system, see [6]. [85:10] are excellent references for other deduction
systems. [6, 8, 10] all discuss the theorems above. (However, the proofs of Theorem 3.2 in all

of them adopt the one by [13]. For Godel’s own proof, see [14].)

3.1.4 Weakness of First-Order Logic

Note that first-order variables are only mapped to the simplest or the individual objects (hence
the name first-order) in a structure, whereas the concepts such as functions and relations are
objects in second-order. Because of this, there are many (computational) problems that cannot
be expressed in first-order logic (our result in the next chapter, for instance). It is the need to

represent these complex objects that provokes second-order logic.

3.2 Second-Order Logic

In fact, second-order logic is very much similar to first-order logic, except for addtional variables

— so-called the second-order variables, — which map to relations over the domain.
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A formula in second-order is the same as in first-order, except that it can be formed using
second-order variable P as ordinary relation symbol in the alphabet (e.g. Ptq...t, 1, where
P is an n-ary second-order variable) and that second-order variables can be quantified in it
(e.g. VP(tg = t,_1 — —Pty...t,_1) or IX Xtyt;). In this aspect, the relation symbols in the
alphabet can be regarded as second-order constants.

A specialized part of second-order logic — existential second-order logic — concerns only
those formulae of the form

dPy,

where P is a second-order variable, and ¢ is a first-order formula regarding P as given in the

alphabet. We shall focus our effort to this in the next chapter.

3.3 Remarks

In the view point of algebra, propositional logic is characterized by Boolean algebras, whereas
predicate logic is characterized by cylindric algebras. [16]

Godel’s incompleteness theorem [15] state§ that! there is some statement about elementary
arithmetic that is neither provable nor refutable provided that our axiom system is consistent,
which manifests the limit of our formalmethod: This is a devastating result to Hilbert’s
program, of which the ultimate goal is to.totally axiomatize mathematics. [6, 8, 10] are all

good references for this topic.
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Chapter 4

Graph-Theoretic Problems as

Expressed in Logical Formulae

4.1 Prolog

Graphs are a widely-used datastructure in computer science, and they have many applications.
The first use of graphs dates-back to 1736, when the Swiss:mathematician Euler used them
to solve the problem of seven bridges of Konigsberg, thereby built the foundations of graph
theory.

Definition 4.1: [17] A directed graph G is a pair (V, E), where V is a finite set and E is
a binary relation defined over V. V is called the set of vertices of G (its elements are called

vertices) and F is called the set of edges of G (its elements are called edges).

Note that there is another kind of graphs called undirected graphs, in which E contains
subsets of cardinality exactly 2 of V as its elements. However, we shall focus on directed
graphs. In the sequel we use graph for short.

A subgraph G' = (V') E’) of G = (V, E) is a graph (hence E' C V' x V') such that V' C V
and E' C E. If (u,v) is an edge of G, then we say that (u, v) is incident from w and it is incident
to v and v is adjacent to u. The in-degree of a vertex v is the number of edges incident to v,

while its out-degree is the number of edges incident from it.
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A path from a vertex u to a vertex v is a sequence (vg, ...,v,) of vertices in V' such that
v9 = u, v, = v, and there is an edge in the graph for each pair of consecutive vertices in the
sequence. A path is simple if each vertex in this path appears exactly once. If there is a path
from u to v, we say that v is reachable from u. A directed graph is strongly connected if every
vertex in the graph is reachable from others.

A cycle is a path such that the first and the last vertices in the path coincide and there is
at least one vertex other than the first and the last ones in this path.

For more thorough treatment, see [11, 17, 18].

Hamiltonian Path

A problem “Does a graph contain a Hamiltonian path?” which is named after the Irish math-

ematician Hamiltonian is defined below:

Definition 4.2: [17] A Hamiltonian path of a graph G =(V, F) is a simple path in which
exactly all vertices in V' appear. The decision problemm HAMILTONIAN PATH asks, given a graph

GG, whether it contains a Hamiltonian path.~E]

HAMILTONIAN PATH is a well-known NP-complete problem. [6, 17] For more on the prop-

erties and examples of Hamiltonian path,.see [11].

4.2 The Successor Function in Graph-Theoretic Prob-
lems

Let us return back to the perspectives of logic. In general, the alphabet concerning graph-
theoretic problems is: Kg := (), &g := () and Il := {G, =}, where G is a binary relation
symbol which is intuitively interpreted as “edges” in a graph, and = is a binary relation symbol
which is “always” interpreted as the equality relation. (See Subsection 3.1.2.)

If we regard the set of vertices V' of a graph G = (V, E) with n vertices as the set of numbers
{0,1,...,n — 1}, then the problem HAMILTONIAN PATH can be expressed by the following

existential second-order formula, where P is isomorphic to the usual is-less-than relation (‘<’)
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over {0,1,...,n—1}: [6]
3P,

where ¢ is the conjuction of the following three formulae:
VaVy(P(z,y) V P(y,x) Vo =y),

VaVyVz(—P(z,z) A ((P(z,y) A P(y, 2)) — P(z, 2))),
and

Vay((Ple,y) AV2(—P(z,2) V =P(z,y)) — Glz,y)).

Moreover, if we added to ¢ in conjunction the additional formula
VaVy(Vz(—P(z,2) A =P(z,y) — G(z,y)),

then the resulting existential second-order formula would characterize the problem HAMILTO-
NIAN CYCLE.

The following two theorems‘are critical:

Theorem 4.1: [Fagin’s theorém], [6] The class of all graph-theoretic properties expressible in

existential second-order logic is,NP. []

A formula 3Py is said to be in Horn existential second-order logic iff ¢ is in prenex normal
form with only universal first-order quantifiers (i.e; ¥’ that only applies to first-order variables),
and its matrix is in conjunctive normal form where each clause contains at most one unnegated
atomic formula that involves the second-order variable P. Horn existential second-order with
successor is that with an additional binary relation symbol S given in our alphabet, i.e. Ilg :=
{G, S, =}, and additionally S is interpreted in advance as the successor function, i.e. a linear
ordering over the vertices in a graph. More precisely, S(z, y) states that vertex y is the successor

of vertex z, and S is isomorphic to {(0,1), (1,2),---,(n—2,n— 1)} for a graph with n vertices.

Theorem 4.2: [6] The class of all graph-theoretic properties expressible in Horn existential

second-order logic with successor is precisely P. [

The reason of the requirement that S should be given in advance is according to [2], and
might be well illustrated by our main result in the following (the proof technique is very much

similar to that adopted in Corollary 6 to Theorem 5.7 from [6]):
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Theorem 4.3: Let 3S¢ be an existential second-order formula describing that S is the

successor function. Then the part ¢ cannot be in first-order logic.

Proof: Suppose, for the sake of contradiction, that there were such a first-order formula .
Then, it must be a sentence, i.e. one that has no free (first-order) variables. The reason is
clear: the subject of this formula is the relation S itself and this description applies to all pairs
of vertices in the graph.

Next, consider the following first-order sentence:

Y= Ao N1 A s,

where

po = JxVy=S(7,y)

states that there is a vertex x that-has no successor.i:el the “last” vertex exists,
p1 = VaVy((S(ey) V(S (5 2) A =5(29))) — G(z,y))

states that there is an edge from vertex x to vertex y if either y is the successor of x or y is

the first vertex (vertex 0) and z"is the last vertex (vertex n —.1), and
o = VaVy(Glr, y) =S Yz (=8(2,2) A —5(z,1))))

states the converse of 1. (¢1 and ¢y together states that there is an edge from vertex z to
vertex y if and only if either y is the successor of x or y is the first vertex and x is the last
vertex.)

1) states that the graph G is a cycle itself, and 1) has arbitrarily large finite models. In other
words, there are finite cycles that have as many vertices as desired. According to Lowenheim-
Skolem (cf. Theorem 3.3), the sentence 1 has an infinite model, call it Gu.

If we start from vertex 0 and follow the edge out of it, we reach vertex 1; and then follow the
edge out of it we reach vertex 2; ..., in this way, we will eventually meet all vertices reachable
from vertex 0.

But since the graph is strongly connected, those vertices previously described include all
vertices in the graph. At the same time, the graph is a cycle, so there must be a vertex,

numbered 7, from which there is an edge to vertex 0. This is obviously a contradiction! The
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asserted “infinite” cycle is indeed finite. L]

Thus the formula expressing the successor function is
353 P,
where ¢ is the conjuction of the following three formulae:
Vay(P(z,y) vV Py, ) V& =y),

VaVyVz(—P(z,z) A ((P(z,y) A P(y, 2)) — P(z, 2))),

and

Vay((Ple,y) ANZ(R(z, 2) N ~Plzy)) < S(z,y)).

Note that it is similar to the formula that expressess HAMILTONIAN PATH.
On the other hand, HAMILTONIAN PATH can in turn be expressed in existential second-order

logic with successor:
I (o Npr N e I\ )4

where

Gl (2 7 ),
o1 = V'V ((r(z, ") ANT(x,2")) — 2 = 2"),
(po and ¢ together state that m is a function.)
o = VaIr'm (2, x),

(Additionally, ¢y states that the function 7 defined by ¢y and ¢, is surjective. Hence these
three formulae together state that w is a permutation, since a surjective function defined over

a finite set is a permutation over it.) and
b= ey ({2, 2') Ay, o) A S y)) — Glo,)).

At this point, 1 says that after the renumbering of all vertices according to the permutation
7 defined by ¢g, @1 and 9, there is an edge between every pair of vertices with consecutive

numbers, hence a Hamiltonian path exists.
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Alternatively, w5 can be replaced by
py 1= VvV Vyvy ((m(z,2') Am(y,y') Na' =) -z =y),

which states that the function 7w defined by ¢y and ¢ is injective. Again, all these three
formulae together says that 7 is a permutation, since an injective function defined over a finite
set is a permutation over it. Furthermore, if we added to v in conjunction the additional

formula
=NV VY (Vz(r(z, ') Am(y, y') A =S (2, 2) A=S(z,9)) — Gz, y)),

then the resulting existential second-order formula would express HAMILTONIAN CYCLE.
Finally, for an NP-complete problem such as HAMILTONIAN PATH, it is least likely that it

can be expressed in Horn existential .second-order logic with successor, unless P = NP.
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Chapter 5

Concluding Remarks

Logic is fundamental to mathematics in the sense that it governs the formulation of mathe-
matical statements and its deductions. In this thesis we restrict ourselves to the classical part
of logic, which underlies mathemtics..There are some interesting properties about nonclassical
logic. For example, intuitionistic logic, which was developed by A. Heyting, L. Kronecker and
L. E. J. Brouwer and which abandons|the use of the law of .excluded-middle, is even closer
to our algorithmic approach, since for a proofiit gives'an algorithm to produce the required
conclusion. Others find its applications to many fields.

With the fact that HALTING PROBLEMis undecidable, it can be shown that first-order logic is
also undecidable, i.e. whether or not a given formula'follows from axioms is undecidable. This in
turn can be used to show that number theory cannot be axiomitized by a recursively enumerable
set of axioms. [6] Therefore it is impossible to devise a machine that, given some premises,
automatically proves or refutes each statement. On the other hand, Hilbert’s program, of which
the ambitious goal is to completely axiomatize number theory and even the whole mathematics,
was defeated by Godel’s imcompleteness theorem.

Moreover, the famous continuum hypothesis, proposed by G. Cantor, which assumes that
the cardinality of R is |2V], was proved independent of our axioms for set theory by K. Godel
and P. Cohen. The “second” Godel’s incompleteness theorem (the one provided in the text
is the “first” Godel’s incompleteness theorem) states that the consistency of set theory itself,
provided that set theory is consistent, is not provable within (axiomatic) set theory itself. With

this result, that the assertion “Mathematics is consistent, i.e. there is no contradiction that can
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be derived within it” is also not provable, since the whole mathematics can be built upon the
notion of set. This brings us to review the rudiments of the formal method, which has evolved
since the time of Aristotle and Euclid.

On the other hand, besides logic there are many other characterizations of computational
problems. The efforts to the problem P Z NP keep on, and the investigations of logic as well.

(For more discussions on the logical characterization about this problem, see [19].)
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