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THESIS ABSTRACT
DEPARTMENT OF INFORMATION MANAGEMENT
NATIONAL TAIWAN UNIVERSITY
NAME: PEI-WEI LI

ADVISOR: FRANK YEONG-SUNG LIN

A Low-latency and Energy-efficient Scheduling Algorithm

for Multi-group Multicasting in Mobile Ad Hoc Networks

A Mobile Ad Hoc Network (MANET) consists of a set of mobile nodes which
communicate over the wireless medium, The network topology, which does not relay on

any pre-existing infrastructure, changes _rkapidxly_\ due, to the mobility of nodes. Another

property of such networks is that the l‘!)étt'“é%/?-‘(r:*apl_ability of nodes is limited. As a result,

energy-efficiency becomes an inﬂ)'(_)r.telu’.lt perforll‘r}apce measure since it directly affects
the network lifetime.

In MANET, multicasting is a fundamental operation to a wide range of
applications which impose end-to-end latency constraints of transmissions. Designing a
low-latency multicast protocol which satisfies these constraints is crucial important.
However, it becomes a challenging task while addressing the critical issues of
energy-efficiency and mobility at the same time.

In this thesis, we focus on the problem of routing and scheduling the transmission

time of nodes for multi-group multicasting in MANET. We formulate the problem as a

v



linear integer programming problem, in which the objective is to minimize the latency
of multicasting. In addition, the formulation ensures the energy consumption within a
reasonable range and avoids possible collisions of transmission which consume a large
amount of valuable energy resources. A set of heuristic algorithms based on Lagrangean
relaxation method is proposed to solve this problem. We conduct a series of experiment
designed from the perspective of design and operation both. Experimental studies
indicate that our algorithm has good performance and high practicability under various
network conditions.

Keywords: MANET, Multicast; Sgheduling,'Energy—Efﬁcient, low-latency, Mobility,
Lagrangean Relaxation Method
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Chapter 1 Introduction
1.1 Background

Mobile ad hoc networks (MANET) are composed of a collection of mobile nodes
which are connected by wireless channels and communicate without the assistance of
any base station. MANET does not rely on any underlying fixed infrastructure since

nodes move arbitrarily causing the rapidly changing of network topology [1].

Due to the nature of wireless medium, assuming the omni-direction antennas are

used, the transmission of a node camrberreceived by all nodes which are in its
transmission range. The propert.}_/__is.;cﬁl-l'ed “Wiféleéé ]%gbadcast Advantage” (WBA) [2],

AR

which can save additional cost fot a s’| g@%ﬂlkhissionof a node to reach all neighbor

M

oL T

nodes. Therefore, two nodes cancoir]mumcat 1 w1th %:a}:h other directly if they are
within each other’s transmissioﬁ rarlge.a I.{:owever, two nodes which want to
communicate with each other are usually out of one another’s transmission range. In
this case, they must have the support of some intermediate nodes relaying the messages.
There is a simple example below. Node A can transmit the packet to node B directly.

However, if node A wants to sends a packet to node C, it has to forward the packet to

node B first, then node B relays the packet to node C.



/e

A

Figure 1-1 Wireless Broadcast Advantage

Multicasting is the transmission of packets to multiple receivers called multicast
group members which are composed of a multicast group. A node can join or leave the
group arbitrarily and also can be a member of more than one group at a time [3].

The major applications ind MANER include military communications, emergency

-

4 ,-"—'-\ N gl
relief, rescue sites, video conferencingf"‘aimi;r_f_ﬁ“ﬂieo/audio broadcasting. Multicasting is
|

| | L

the fundamental operation to these apgt>l|'cat'16’hs ﬁhich__réquire close collaboration of the
5 \| Ve

|

member nodes. Also, these appliéatic;ﬁs .i.”équiré :fim;e-critical information. It is important
to design an efficient multicast algorithm in which the end-to-end latency of
multicasting, which is the time taken for all multicast members receiving the packet,
should be as minimal as possible. However, routing and scheduling are not easy task
under such dynamic environment in which nodes are mobile and a path may break at
any time. Therefore, the reliable paths to all multicast members should be chosen since
it can improve the packet delivery ratio.

Another important issue is that power and bandwidth are valuable resources due to

the limited battery capability of nodes. If the routing and scheduling of multicast
2



packets is not carefully designed, it will result in transmission collision and network
congestion that consume a large amount of energy. Hence, energy-efficiency becomes
an important performance measure since it directly affects the network lifetime.

In conclusion, multicasting in MANET becomes a challenging problem

considering those important issues concurrently.




1.2 Motivation

There is an interesting trade-off between energy consumption, end-to-end latency
of multicast, and link holding time between nodes. The effect is more significant when
we adopt the adjustable transmission radius of nodes. There are two extreme cases. In
the first case, when all nodes transmit with their maximum possible radius, they can
reach more nodes and deliver the packets to the multicast members more quickly. Also,
the link between two neighbor nodes will sustain for longer time before breaking
because the node has to move for longer distance to be out of the transmission range of
the other node. Consequently, it can minimizeé the latency of multicasting and maximize

the link holding time. Howevet, it will lead fo tremendous energy consumption while

—
— -

_—
"

transmitting. In the second ecase, Whe'q all_'%._node_s nartow their transmission radius as
small as possible, the energy consumption can _‘Ibe'::minimized; but it will result in high
latency and short link holding time. It is important to develop the optimal solution of
balancing the latency and energy consumption by adjust the transmission radius of
nodes. This is exactly the core of my work.

To make our work more realistic, we consider the scenario that there are multiple
multicast groups in the network rather than single multicast group. The scheduling of
multi-group multicasting is more complicated because the collision of transmission will
occur more frequently. A collision-free transmission scheduling algorithm can improve

the delivery ratio to the multicast members in the wireless environment that has high

4



transmission error rate.

In order to consider the property of mobility, we use the well-known mobility
model which can simulate the realistic movement pattern to predict the behavior of
nodes. Therefore, the link holding time also can be predicted easily. We try to choose
reliable route to forward the packet and finish the transmission before the link breaks.

Many researchers have engaged in the field of wireless communication especially
in MANET for many years. They developed many efficient protocols to improve the
performance of a variety of applications in MANET. That is the motivation of my work
to propose an efficient scheduli_r}g algorithfn for :multi-group multicasting while
addressing all these important issues together./” *

A



1.3 Literature Survey
1.3.1 Multicasting in Ad Hoc Networks
1) Multicast protocols for MANET can be categorized into two types according to the
multicast structure [4].
o Tree-based: The structure is a tree rooted at multicast source and reaching to all
multicast group members, in which every node on the tree has only one parent.
It can be further divided into two methods. The first method is per-source tree,
that is, every multicast source maintains a tree to reach all its group members.
The multicast packet can xbe forwarded along the most efficient path from

source to each member.” However, this\method may incur a large amount of
"-Fﬂ".'.:,'

overhead due to many multica's;t tré'fe._'- haye to b¢:maintained. The second method
is called shared tree, in \.Vhich mul’;icas:t p:élckets from all multicast sources are
unicast to a core node at first. A shared tree rooted at the core node and
maintained by it must reach all members of all multicast groups. Then all
multicast packets are distributed along the shared tree until they reach all
multicast group members. This method has lower control overhead, but the

path from a source to a destination is not necessarily optimal (shortest).



u
F— tree link @ root node
--------- unused link O receiver node

Figure 1-2 An Example of Tree-based Multicast [4]
Mesh-based: The mesh structure is different from the tree structure since every
node on the mesh can have multiple barents. This method constructs a mesh

structure with redundant links betweeén \nodes:-There are still other alternative

| ==
paths available if primary l:t):ilth s broken due to the mobility of nodes.

Therefore, it can improve-packet de_li\;éry ratio under such environment.
However, this method may perform worse in terms of energy efficiency since

multiple redundant paths must be maintained.
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senderQ

— tree link @ root node
— — — — redundant link O receiver node
unused link

Figure 1-3 An Example of Mesh-based Multicast [4]
In conclusion, mesh-based structure is ‘more robust to mobility, but tree-based

structure may be preferable‘when fenergy/is\a primary concern. Hence, in order to
achieve energy efficiency, we adopt |the_rf:1'fee—based method in our formulation.

An energy-efficient multicast protlocoll 1S _Ius':e"d to determine a minimum-power
multicast tree rooted at the multicast source that reaches all of the multicast
members. There are many algorithms proposed in recent years, and we survey most
well-known one which is centralized and another distributed one. They do not

address the mobility issue.



Energy model
The following energy model [5] is used in the two algorithms. Assume that
each node can adjust its power level within a given range. The received signal

a

power is assumed to be equal to pr ™, where p is the transmission power, » is
the distance and « is a parameter called path loss which is usually between 2 and
4, depending on the characteristics of the communication medium. A simplified
interference model is used in which the interference level is independent of network
traffic and the same at all nodes. Hence, the transmission power required to support

a link between two nodes with distance r-is proportional to 7 since the received

signal power must exceed some threshold, ‘Without loss of generality, we set this
| == \
threshold equal to 1. As aresult,” || 1

p; = power required for the link'between node' i‘andnode j = r”

i
where 7, is the distance of node i and node ;.
Wireless multicast advantage

Assuming the omni-direction antennas are used, a transmission of a node can
be received by all nodes in its communication range. Consider the example below,
in which node i transmits to its neighbors, node j and node k. The power
required to reach node j is F, and the power required to reach node & is P, .

A single transmission with power P

G =max{P;, B} is sufficient to reach both

node j and node k. This property of wireless communication is called “wireless



multicast advantage” [5] that makes multicasting an excellent setting to study the

potential benefits of energy-efficient protocols.

Pik K

Figure 1-4 Wireless Multicast Advantage [5]
Therefore, the total power required: for a.node to reach a set of its neighbors is
simply the maximum required tg reach any of them individually, and the total power

associated with the multicast tree is thé.:_'iﬁm of the powers of all transmitting nodes.
| 'E

¢ Broadcast Incremental Power 'I(BI-l:)-) ar{mi ..Multi.cast Incremental Power (MIP)
[3]
In the beginning, BIP determine the node that the source node can reach with
minimal power consumption, that is, the nearest neighbor. Then BIP choose a
node that can be reached with minimal additional cost (power) from current
formed tree and add this node to the tree. This procedure is repeated until there
is no unconnected node left. A minimum-cost broadcast tree is formed. In MIP,
in order to obtain the multicast tree, the broadcast tree is pruned by eliminating

the transmission that is not necessary for reaching all members of multicast

10



group. The nodes without downstream destinations will not transmit, and some
nodes will be able to reduce their transmission power if their farther
downstream neighbors have been pruned from the tree.

Broadcast Decremental Power (BDP) and Multicast Decremental Power (MDP)
[6]

This algorithm is a distributed protocol which is based on Bellman-Ford
algorithm. At first, a spanning tree is constructed by applying Bellman-Ford
algorithm. Then each node asks all its neighbor nodes about how much
additional cost must pay toxbe its paréht and chooses the node with the smallest

additional cost as its parent. Aften the‘adjusting procedure, a broadcast tree with

— -
_—
=

minimum cost is formed. 1 ?

1.3.2 Scheduling of Broadcasting

Network wide broadcasting is a fundamental operation in ad hoc networks. The

goal is to send data to all nodes in the network. A simple mechanism proposed first is

flooding that every node in the network retransmits the flooding message to its

neighbors after receiving it. It guarantees the flooding message will reach all nodes in

the network only if the network is connected. Nevertheless, it generates a large amount

of redundant traffic that causes the congestion, resource contention, and transmission

collision. This is called broadcast storm problem [7]. Many efficient algorithms were

11



proposed to solve these problems [8]. However, some reduce redundant transmission
but ignore the latency of broadcast and possible collision introduced. In order to make
good use of the resource in an efficient way, one of the good solutions is to schedule the
transmission order [9].

A set of algorithm were proposed to solve the transmission scheduling problem.
Our work is based on the research of Gandhi et al. [10] that proposed a collision-free
broadcast scheduling algorithm to minimize the latency and the number of
transmissions in the broadcast. The algorithm consists of two cases.
1) Single broadcast source: there are two stagés to compute a schedule of broadcasting.

& Broadcast tree construction: o

—
_—
22

First, construct a breadth first ISear'_E__h tree (BES) that is rooted at source. Next,
choose the appropriate parent for cach node'on BFS tree level by level. The
final result is a broadcast tree rooted at source which can reach all nodes in the

network.

¢ Schedule of transmission:
According to the broadcast tree, each non-leaf node u will transmit at time ¢
that satisfies the following constraints: 1) u has received the message before

time ¢, 2) none of its neighbors receive the message at time ¢.

12



(3,-)  (4,-) &)

Figure 1-6 Broadcast Tree ahd Transmission Schedule [10]
2) Multiple broadcast sources: two algorithms are presented.
¢ Intermediate source broadcast (ISB):
Messages from multiple sources get unicast to an arbitral intermediate source.
A scheduling strategy ensures that these unicast is collision free. After the
intermediate source receives all messages, it broadcast them using single
source broadcast algorithm. It has lower computational complexity but higher

broadcast latency.

13



¢  Multi-source broadcast (MSB):
Each source uses single source broadcast algorithm to construct a broadcast
tree and schedule the transmission. The transmission of different messages on
different trees avoids collision by using the scheduling strategy. It has higher
computational complexity but lower broadcast latency.

We adopt the idea of MSB in our work since the latency is the issue concerned. To
make the problem more generic, we transform the broadcast problem addressed in the
research of Gandhi et al. into a multicast problem since broadcast is a special case of
multicast. In addition, we consider‘the scenario of multiple multicast groups in which

the transmission range of a node is'adjustable.

_—
"

RE.

1.3.3 Mobility Model

In order to evaluate the performance of a protocol for ad hoc networks, it is
necessary to use a mobility model that can best describe the behavior of mobile nodes.
In realistic environment, a mobile node may change its speed and direction in
reasonable time slots. The mobility model should accurately mimic the movement of
mobile nodes including speed and direction during a reasonable time interval. Currently,
there are two types of mobility models used in the simulation of networks. One of them
is synthetic entity mobility model that attempts to realistically represent the behavior of

mobile node. There are different synthetic entity mobility models for ad hoc networks

14



[11][12].

1) Random Walk Mobility Model: A mobile node moves from it current location to a

new location with a speed and direction randomly chosen from predefined ranges,

[Minspeed, Maxspeed] and [0,27] respectively. Upon reaching a location, it will

turn to another location without taking pause. This model is a memoryless that the

current speed and direction of a mobile node is independent of its past speed and

direction. It can be used to mimic the environment that mobile nodes move in

extremely unpredictable ways.

800 .
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Figure 1-7 Traveling Pattern of Mobile Nodes Using Random Walk Mobility Model

[12]

2) Random Waypoint Mobility Model: It differs from Random Walk Mobility Model

since it has pause time between changes in direction and/or speed. At beginning, a

mobile node stays in one location for a certain period of time. After the time expires,

it chooses a random destination and moves towards there with a speed between

15



[Minspeed, Maxspeed]. Upon arrival, it stays for a specified time period before

starting the process again.

600
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Figure 1-8 Traveling Pattern of Mobile/Nodes.Using Random Waypoint Mobility
Model [12J5°
I.""_“'\, ,."'fﬁ\'. N

]

¥

|~ ~ |
3) Random Direction Mobility Model:|I r to overeome the clustering of nodes in
Ryl
one part of simulation area in; Riqdom Weiy'[poiht mobility model, a mobile node
chooses a random direction and moves to the border of the simulation area in this

model. After reaching the border of the area, the mobile node pauses a specified

time period and chooses a new direction to start this process again.
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Figure 1-9 Traveling Pattern of Mobile Nodes Using Random Direction Mobility Model
[12]
4) Gauss-Markov Mobility Model: This model ﬁses a tuning parameter to vary the

degree of randomness in'mﬁbilit}ﬁ’_étlteqf;"’_fhe value of speed and direction of a
=24 |
|

; || ==
1
mobile node at n” instanee'is l[, lc_l_{f_a_tedI ibased upon the value of speed and

)
direction at (n—1)" instance, a‘'tandom yariablé, and the tuning parameter. The
equation is as follows:
. 2
s,=as,  +(-a)s+/(I-a”)s,
7 2
d,=ad,  +(1-a)d+{(1-a’)d,
where s, and d, are the speed and direction at time interval n; o is the tuning
parameter which is between [0,1]; s and d are mean value of speed and
direction as n—o; s, and d,  are random variables from a Gaussian

distribution. At time interval 7, the position of a mobile node is calculated by the

following equations:

17



X, =x,,+s,,cosd,
yn = yn—l + Sn—l sin dn—l
where (x,,»,) and (x,,,y,,) arethe x and y coordinates of the mobile

node position at the #n” and (n—1)" time intervals, respectively.

600 T
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200

0 50 100 ) 150 - 200 250 300
N2
Figure 1-10 Traveling Pattern-of Mo‘tJi’e I\_i:E:cie§ Using Gauss-Markov Mobility Model
ry
We adopt Gauss-Markov mobility model in our work because it can eliminate the
sudden stop and sharp turns encountered in Random Walk mobility model by
correlating the current position and speed of a mobile node with its past position and

speed. In addition, it can also represent a wide range of user mobility pattern by tuning

the randomness parameter « .
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1.4 Proposed Approach

In our work, we formulate the multicast scheduling problem as a linear integer
programming problem. Next, we use the Lagrangean relaxation method in conjunction
with a set of heuristic algorithms to solve the problem.
1.5 Thesis Organization

The thesis is organized as follows. In Chapter 2, the formulation of scheduling
problem is presented. In Chapter 3, we introduce the solution approach adopted. In
Chapter 4, the set of heuristic algorithms for solving the problem is proposed. The result
of computational experiment is shoyvn in Chabter 5. Finally, we present our conclusion
as well as the future work in Chapter 6/ AW/

il

19



20



Chapter 2 Problem Formulation
2.1 Problem Description

When multiple multicast sources have message to send to their individual multicast
members, we construct a multicast tree for each source to reach its multicast group
members and schedule the transmission time of the nodes on these multicast trees to
avoid collision and minimize the multicast latency, considering the mobility of nodes
and the energy consumption of transmission.

Considering the general case below, there are two multicast group 1 and 2. We
construct a multicast tree rooted at_j[he multicast source for each multicast group. Some

intermediate nodes may be on'the tulticast tree to-help forwarding the message.

| _a,,f-".-;' | |
. I .1
Therefore, all multicast members WIIF re}__ewe ithe message of the source after all
1 \L/ 4

non-leaf nodes on the multicast tree transmit the mé‘ssage.

Source 1

O ® O O o Groupl

Source 2 members

B Group2

/ members
o— O .

O
O o ®
O O

Figure 2-1 The Scenario of Multiple Multicast Tree
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In this model, we assume that the transmission time can be divided into discrete
time slots. Each non-leaf node on a multicast tree will be assigned to a time slot to
transmit the message. Also, the propagation delay of packets is ignored. Therefore, if a
node transmits in a time slot, all nodes in its transmission radius will receive the
message in the same time slot.

The case below is the scheduling of the transmission time of the non-leaf nodes on
two multicast trees. There are two multicast groups, consisting of group A {1, 2, 3} and
group B {4, 5, 6, 7}. Every multicast group forms a tree rooted at its source. Every
non-leaf node on the multicast tree will‘transmit the message in a particular time slot

after receiving it from the parent nod¢. For example, node 1 of group A transmits the
= |
message in time slot 1 first, and.node SEtrari_E_mits-_to node 2 and 7 in time slot 2. Finally,
| :

node 7 transmits to node 3 in time'slot 3, and all_members of group A receive the

message from source node 1.
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Source

4 Source 6
O s 1’ O
Q Time 1 2 3 4
7 [ Y

/O GroupA 1 8 7
2. 8\?7 GroupB 4 5 8 1
Q:

B Group A members O  Group B members

Figure 2-2 The Schedule of Multi-group Multicasting
When scheduling the transmissio'n'-timé;- we_have to consider the interference

between transmissions of nodes. There ‘are, two typical scenarios [13]:

= el T |
| | == || | |
1) Exposed terminal problem:-When Hvo _r}_e_ugh‘t)lor nodes transmit at the same time, an

I|
. 1%
outgoing transmission of a node cellides, with an incoming transmission from it

neighbor node.

2) Hidden terminal problem: When two nodes transmit to a common neighbor node at
the same time, the two incoming transmission collides at the common neighbor
node.

Therefore, we have to schedule the transmission time carefully to avoid the

collision of messages in the two scenarios.
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Time frame division

Lead Time Transmission time
Wﬁ/\
} | | |

tl t2 t3

Figure 2-3 Time Frame Division

t,: Global information collection time
t,: Scheduling computation time

t,: Scheduling decision dissemination time

In order to take the mobility of nodes into account, the time is divided into several
time frames. We get the location and'mobility information of nodes from GPS during ¢, .

Then using Gauss-Markov imobility model, .we “could probabilistically predict the

Ly
=

oncoming position and velocities 0f nc.)clles"'f%-‘t;l'r.rle (tg+t, +1,). We compute the routing
- | || ¥

assignment for each destination 'of .e;ach sourcéapd scheduling transmission time of

each node on multicast trees during #,. The routing and scheduling decision we

compute during ¢, is disseminated to all nodes in the network during ¢, and used in

the period of transmission time.

Because of the mobility of nodes, the topology of the network will change when
time passes. It means the link between two nodes may break at any time. In order to
transmit the data of all multicast sources successfully, we want to finish the data
transmission on a particular link before the link is disconnected. We use the following

function to calculate how long will the link be connected.
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Effective link holding time calculation

We adopt the simple method proposed by Lee et al. [14] to predict the duration of

time that a link between two neighbor nodes stay connected.

(at+b)* +(ct+d)* =r*
J

ct+d

at+b

Figure 2-4 Illustrationiof ink Holding Time ¢

Assume node j is within the transinission rangen7 ofnode i.The amount of time
that the link (i, ) will stay connected, /iSipredicted by

A |
(ab+cd)+\/(a2+cz)r2—(ad—j)¢)2 . 1 :

2 2 <
a +c

Where

a=V,cos6, -V, cosd,, the difference of horizontal velocity of node i, j
b= X, - X, the difference of horizontal position of node i, j

c=V sin6, - Vj sin 0‘,. , the difference of vertical velocity of node i, j
d=Y - Y i the difference of vertical position of node i, j

Note that when V, =V, and 6, =6,, t issetto oo without applying the equation.
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Energy model

The energy consumed by a transceiver of a wireless node is composed of
receiving/processing energy and transmission energy. We assume the transmission
energy is much greater than other communication activities, therefore we consider only
the transmission energy consumption. Similar to the energy model used in [5], we
assume that each node can adjust its power level within a given range. The received
signal power is assumed to be equal to pr~“, where p is the transmission power, r
is the distance and « is a parameter called path loss which is usually between 2
(unobstructed environment) and 4 (grban envifénment), depending on the characteristics

of the communication medium. A" siniplified’interference model is used in which the

— -
_—
=

interference level is independent-of net'vyorl-'ga%.j[rafﬁ_c and;the same at all nodes. Hence, the
transmission power required to sﬁpport a link }Iaef\:zveen two nodes with distance » 1is
proportional to r“ since the received signal power must exceed some threshold.
Without loss of generality, we set this threshold equal to 1. As a result,

p; = power required for the link between node i andnode j = r/,

where r; is the distance of node i and node ;.
The value of « is assumed to be 2 in our work since we are interested in the
comparison of different algorithm not the exact value of energy. In addition, based on

the “wireless multicast advantage”, the total power required for a node to reach a set of

its neighbors is simply the maximum required to reach any of them individually.
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Therefore, the transmission power of node i is R’ (where R, is the transmission
radius) since the transmission radius of a node is decided by the neighbor with the
longest distance. Finally, the total power associated with the multicast trees is the sum

of the powers of all transmitting nodes.

;1@1@1@5@1&‘"

P !.:-Ik

r,'L‘.:' 7 '-"f_;:g'-' _%’
o o
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Table 2-1 Problem Description

Assumption :

1. There is a centralized node for computing the transmission schedule.

2. We get the location and mobility information of all nodes from GPS.

3. Prediction of velocities and oncoming positions of nodes can be provided by
Gauss-Markov mobility model.

4. All nodes in the network have their clocks synchronized.

5. Transmission time can be divided into discrete slots.

6. Propagation delay of packets can be ignored.

7. Each multicast source has single data to send.

8. All nodes have omni-directional antennas.

9. No energy expenditure is involvedfi signal receptior'l/processing activities.

. . SN P
Given : f )

1. The set of all nodes in the network | | 11}

2. The set of multicast sources. _ _| . )}

Y

3. The set of destinations for each mﬁlticast soﬁrce

4. The set of all candidate paths for each source to reach their destinations

5. The set of possible transmission radius that a node can adopt

6. Maximum transmission energy consumption requirement

7. The transmission power function of each node

8. The effective holding time function of each link

9. The mobility information of nodes in each time slot

10. The set of hop count requirements of each destination on each multicast tree
Objective :

To minimize the total number of time slots used for multiple multicast sources to

transmit messages to their individual group members.
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Subject to :
1. Routing constraint
&  Each destination should be assigned exactly one path to receive the
packet.
& Ifapath is selected, all links on this path should be on the multicast tree.
¢ The hop count of each path reaching each destination should be smaller
than the hop count requirement of the destination.
2. Tree constraint
& The source node should not have any incoming link.
&  Every destination should have exactly one incoming link.
¢ Every intermediate node should have at most one incoming link.
3. Scheduling constraint

o  Every node will not transmit until it receives the message from its parent
on the multicast tree. | +t.": = ||

&  Each non-leaf node or.l__va_ mli.ﬂticd-s:i- trélc% will l;e assigned to a time slot to
transmit the message. ..
¢  The link can be used for transmission only if it is connected.
4. Collision-free constraint
¢ Ifnode B is covered by node A, node A should not transmit when node B
is communicating with the other node.
¢ If'the link between node A and node B is on the tree, node A should not
transmit when node B is hearing the message from the other node.
5. Power consumption constraint
&  The total transmission power of each node on multicast trees should be

smaller than maximum transmission energy consumption requirement.
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To determine :

1. Transmission radius of each node

2. Routing paths from each multicast source to its individual destinations
3. The set of multicast trees for each multicast source

4. The transmission time of each non-leaf node on each multicast tree

) ,ﬁ;@;[@l@fﬁiﬁz.s::m
4 v B N
‘r:’f I 3 N
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2.2 Problem Notation

Table 2-2 Notation Descriptions of Given Parameters

Given Parameters

Notation Definition
Vv The set of all nodes in the network
The set of multicast sources
D, The set of destination nodes for each source s, where seS
d The set of candidate paths from source s to destination d, where
seS,deD,
8 1iflink (;, ) ds on'the path p , and 0 otherwise
(where p e P,,s&'S,d eDS)
R, The set of possible tral;lsllnif%gﬁ r:adius Qf node i, where ieV
P The maximum traynsmis:lsim;-enefgy consumption requirement
H, Hop count constraint for ¢ach destilaation d,where deD ,seS§
h, The longest hop count distance among the shortest paths which the
source s used to reach each destination d, where se S,d € D,
v, The velocity of node i, where ieV
o, The moving direction of node i, where i€V
(x,. , y,.) The position of node i, where iel
a The difference of horizontal velocity of node i and j, which is
v,cos6, —v,cost, (where i,jel)
b The difference of horizontal position of node i and j, which is

x; —x,; (where i,jeV)
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c The difference of vertical velocity of node i and j, which is
v, sin@, —v, sin@, (where i,jeV’)

d The difference of vertical position of node i and j, which is
y;,—y,; (where i,jeV’)

d, The distance between node i and node j,where i,jel

M, A large number

M, A large number

M, A large number

M, A large number

M A large number

T The index set of time-slots; wﬁi_ch islarge enough for all members of

all multicast groups to feceive'the messages
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Table 2-3 Notation Descriptions of Decision Variables

Decision variables

Notation Description

X, 1 if source node use path p to reach the destination, and 0 otherwise
(where peP,,seS,deD,)

Vi liflink (i, ) is on the multicast tree rooted at source s, and 0
otherwise (where i,j€V,se€S)

n, 1 if node i is a non-leaf node on the multicast tree rooted at source
s, and 0 otherwise (where ieV,se€S)

4, 1 ifnode ; is within the transmission range of node i, and 0
otherwise (where 4,7 €V) .

hijt 1 ifnode he.arxs the transrﬁissi‘oh ofnode i intime slot ¢, and 0
otherwise (where i, j| eigz :g 7)

7 The transmlssmn radllls of nodé I, Where ieV

D, (”i ) The effective hnk'hold_lng ltlmg between node i and node j , which

is a function of r, (where i,jeV)

The transmission power of node i, which is a function of 7,

(where ieV)

b, 1 ifnode i transmits the message from source s in time slot ¢,
and 0 otherwise (where i€V ,se S,t e ?)
z 1 if any node transmits in time slot ¢, and 0 otherwise (where

tef)
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Objective function

minZZt

tel

Subject to:

Routing Constraints

2, %, =1

pePy

Z xp5p(U) < yijs

pEPSd

x, = Oorl

ZZ pr5p(,~j) <H,

ielV jeV peP,

Tree Constraints

Zyijs:()

ieV

2 Vi =1

ieV

Z Vi <1

ieV

zzyijs e maX{hs 2 Ds }

i€V jeV

Vi = 0orl

nile 2 Zyys
jev

nis S Z y;’/’s

jev

n= 0 or 1
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VdeD,,se§

Vi,jeV,deD_ ,seS§

VpeP,,deD, ,seS

VdeD,,se§

Vj,seS,j=s

YjeD ,seS§

VieV,se§

VseS

Vi,jeV,seS

VieV,seS

VieV,seS

VieV,seS

Vi,seS,i=s

Vi,jeV

Vi,jeV

(IP)

2.1)

(2.2)

2.3)

2.4

(2.5)

(2.6)

@2.7)

(2.8)

2.9)

(2.10)

@2.11)

(2.12)

(2.13)

(2.14)

(2.15)



y[js S¢g

Scheduling constraints

nis = Z bits

tel

Z bits = 1

tel

Zbits < 1

tel

Zbits < 1

seS§

t
bjts + yijs S Z biws - bits i l
w=1

ZtM3 2 zzbim

ieV seS§

Zz, > r?gx{hs}

teT

t—CD..(I’,-)SM4(2—yf,—.g _bits)

y

z, = 0orl

b. =0orl

its
Collision-free constraints

bits + ijts' < 2 - yzjs

s'eS

¢, + me <h, +1

seS

¢, + > b, =2h,

seS
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Vi,jeV,seS
VseS
VieV
VieD,se§

Vi,jeV

VieV,seS
Vi,seS,i=s
Viel,seS

VieV,teT

V-i,jeV,seS,teT

VieT

Vi,jeV,seS,teT
‘v’tef

‘v’ieV,tef,seS

‘v’i,jeV,teT,seS
‘v’i,jeV,te?

‘v’i,jeV,te?

(2.16)

2.17)

(2.18)

(2.19)

(2.20)

2.21)

(2.22)

(2.23)

(2.24)

(2.25)

(2.26)

(2.27)

(2.28)

(2.29)

(2.30)

2.31)

(2.32)

(2.33)



> hy, ~1<M(2-y,, -b,) VijeVieT,seS (2.34)

i'eV
hy = 0orl Vi,jeV,teT (2.35)

Power consumption constraints

>.plr)<P (2.36)

ieV

Explanation of objective function:
The objective function (IP) is to minimize the total number of time slots used for
multiple multicast sources to transmit messagés to_their individual group members. If

the time slots used for transimission” ate not'\contifiious, we can use a renumber

l—
s

procedure to reorganize the distribution of the time slots used.

1 2 3 4 5 6 7 8 9 10 11 12 13 14

1 2 3 4 5 6 7 8 9 10 11 12 13 14

Figure 2-5 Renumber Procedure

By the renumber procedure of time slots, the objective function can imply that the

latency of all multicasting will be minimized.

36



Explanation of constraints:

(1) Routing Constraints

>

2

Constraints (2.1) and (2.3) indicate that for each multicast source, it should
choose exactly one path to reach each of their individual destinations to
ensure the message will be transmitted to their multicast group members.
Constraint (2.2) enforces all the links on the path that is selected by the O-D
pair should be on the multicast tree. Therefore, the decision variable y,
should be equal to 1.

Constraint (2.4) indicatqs the hop'- count of the path selected for each

destination d should b less than its hop count constraint /7, .

=

— -
_—

"

Tree Constraints = - 1 T

Constraint (2.5) enforc;es that. the il_ico'::ming link of all multicast sources
should be equal to 0.

Constraint (2.6) enforces that every destination should have exactly one
incoming link.

Constraint (2.7) enforces that all intermediate nodes should have at most one
incoming link.

Constraint (2.8) confines that the total number of links on the multicast tree

rooted at source s is at least the maximal value chosen from /4, and the

number of destinations D, .
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Constraint (2.10) and (2.11) jointly model the relationship between n, and

Z Yy - h, stands for whether the node i is the non-leaf node on the

is
jev

multicast tree rooted at s. If the node i on the multicast tree rooted at s

has at least one outgoing link (Z Yy 2 1), n, should be equal to 1 and 0

jev

otherwise. The relationship of them is shown in Table 2-4.

Table 2-4 Explanation of Constraint (2.10) and (2.11)

1 Constraint (2.10) Constraint (2.11)
ZV Vi 21 R =1 n, = 0,1
Jje
ZV Vi =0 " hE= 041 n, =0
J€ 1 J
= |

Constraint (2.13) enforces thpt hie each source s is a non-leaf node on its

multicast tree.

Constraint (2.14) and (2.15) jointly model the relationship between ¢,, r,,
and d, . ¢, stands for whether the node j is covered within the

transmission radius of the node i. If the transmission radius of the node i is

larger than the distance between node i and j (r, > d;), ¢, should be

equal to 1 and O otherwise. The relationship of them is shown in Table 2-5.
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Table 2-5 Explanation of Constraint (2.14) and (2.15)

¢y Constraint (2.14) Constraint (2.15)
r,2d; ¢ =1 ¢, =0,

Constraint (2.16) indicates that if the node j is not covered within the
transmission radius of the node i (¢, =0) then y, must be 0. In other
words, the link (i, /) can be on the multicast tree rooted at s ( Yy =1) only

if the node j is covered within-the transmission radius of the node i

(¢g/ =1 ). -- r "-:' / l‘.\

ke o )
=

| 2= ||
Constraint (2.17) indicates-t[hat:!ﬂle {transmission radius of each multicast

source must not be 0.

Constraint (2.18) indicates that the transmission radius of node i is chosen
from its own discrete radius set R, .

Constraint (2.19) enforces that all destination should be within at least one

node’s transmission range.

(3) Scheduling constraints

>

Constraint (2.21) indicates that if node i is a non-leaf node on the multicast

tree rooted at s (7, =1) then it should transmit the message of source s in

a particular time slot (me =1). Otherwise, Zb

tel tel
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should be equal to 0.

its



Constraint (2.22) enforces that each multicast source should transmit its own
data in a particular time slot.

Constraint (2.23) indicates that each node will transmit the data from a
multicast source at most once.

Constraint (2.24) enforces that every node should transmit at most one
message of a particular source s in a time slot.

Constraint (2.25) indicates that if link (i, i ) is on the multicast tree rooted at
s, the node j can not transmit the message of source s at time slot ¢

can be equal

until it receives the message from parent node i. That is, b

to 1 only if the mode /i tfansmitS the message of source s during the

| —

<~ p

interval of time slot I-to time ISlOt'_'E:i -1 ( Z bie— b, =1).
i | =,
S\l \/
Constraint (2.26) indicates- that if there is at least one node transmitting in

time slot ¢ (Zme >1), z, should be equal to 1 and 0 otherwise.

ieV seS

Constraint (2.27) confines the total number of time slots used should be at
least the longest hop count distance of the shortest path to each destination for
all multicast trees.

Constraint (2.28) indicates that if node i transmits the message of source s
to node ;j in time slot ¢ (y, =1 and b, =1), the duration of time slot 1
to ¢ should be smaller than the effective link holding time of link (7, ). It

ensures that the link can be used to transmit only if it is connected.
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(4) Collision-free constraints

>

Constraint (2.31) indicates that if node i is the parent of node ;j on the

multicast tree rooted at s ( y, =1), the node ;j can not transmit

(Z b,, =0) to avoid message collision when the parent node i transmit

s'eS

the message of source s to node ; in time slot ¢ (b,, =1). That is, only

its

one of b, and Z b,, canbeequalto I.

s'eS

Constraint (2.32) and Constraint (2.33) jointly model the relationship between

$;, by, and h, . If node ; is within the transmission range of node i

(¢, =1) and node i transmits the data of any multicast source s in time

slot ¢ (me =1), it/means-that node /" hears the transmission of node i

seS Y

| === |
in this time slot. Therefore, :}nfft ﬁ'}ouldl be 1 and 0 otherwise. The relationship

of them is shown in Table 2-6.

Table 2-6 Explanation of Constraint (2.32) and (2.33)

¢ij ;bﬁs Constraint (2.14) Constraint (2.15)
by =1 g%zl hy, =1 hy, =01
¢; =1 ;bﬂs =0 hy, = 0,1 hy, =0
¢, =0 ;bim =1 hy, =0, hy, =0
¢, =0 ;bﬂs =0 hy, =0, hy, =0
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»  Constraint (2.34) indicates that for each node j, when its parent node i on
the multicast tree rooted at s (y, =1) transmits the data of source s, it
should not hear any transmission from other node except node i in the same

time slot to avoid collision of messages. Therefore, when the parent node i

transmits the message of source s to node ; in time slot ¢ (b, =1),

its

z hy,, ~must smaller than 1.

i'eV
(5) Power consumption constraints
» Constraint (2.36) enforce that the total transmission power of each node
should be smaller thap maximum transmission energy consumption
requirement P.
(6) Boundary constraints = . T
I

»  Constraints (2.3), (2.9), (2:12), (2.20), '(2.29), (2.30) and (2.35) are integer

constraints of the decision variables.

42



Chapter 3 Solution Approach
3.1 Introduction to Lagrangean Relaxation Method

The idea of Lagrangean relaxation method has come into being since early 1970s,
which was first applied in solving scheduling problems and general integer
programming problems [15, 16]. Due to the flexibility and effectiveness, it has become
one of the best techniques for solving optimization problems such as integer
programming, liner programming with combinatorial objective function, and non-linear
programming. In addition, this method has improved the algorithms for a number of
important problems in the areas of rputing and écheduling.

The fundamental principle of "'L_a_grangean relaxation method is to relax

— -
_—

complicated constraints of primal opti.miz-'_aé_,._tion problem and put them into objective
function with the corresponding Lagrangean r_nuitipliers for each relaxed constraint.
Therefore, the primal optimization problem is transformed into a Lagrangean relaxation
problem. Next, we can divide the LR problem into several independent sub-problems
that is easy to solve. For each sub-problem, we apply some heuristics or well-known
algorithms to optimally solve it.

With relaxing procedures addressed above, we loosen the complexity and difficulty
of original problem. However, the optimal value of the Lagrangean Relaxation problem
is a lower bound (for minimizing problems) on the optimal value of original problem.

Therefore, we design a set of heuristics according to the bound to get the primal feasible

43



solution. In order to minimize the gap between the primal problem and the Lagrangean
Relaxation problem, we improve the lower bound by using subgradient method to adjust

the set of multipliers iteration by iteration.

Lagrangean

Dual Problem

Sub-optimal
Subproblem [ 4

Adjust Solution
Multipliers
[
. @
Primal Lagrangean °
Problem Relaxation °
Decompose
Sub-optimal
Subproblem [ 8

Solution

Figure 3-1 Illustration of Lagrangean Relaxation Method
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1.Find Z (initial feasible solution), LB = —0
2.8et u® =0,1, =2

3. Set IterationCount = 0, ImproveCount = 0,

MaxIterationCount=0, MaxImproveCount=0.

1. Optimally solve each subproblems

2. Get decision variables

— 1. Get primal feasible solution (UB) if it does

not violate the relaxed constraints

- 2. Tuning by proposed heuristic, otherwise

1. Check LB, IF Z,(u") > LB then LB=Z,(u")
2. Check UB, IFUB < Z then Z =UB

| Update Bounds |

—

. IF ((TterationCount > MaxIterationCount)
or (UB-LB)/LB<¢ )then STOP
2. IterationCount ++
1. IF ImproveCount
> MaxImproveCount
Then A= A/2, ImproveCount=0
2. ImproveCount ++

3. Renew ¢, ,u,

.....

Figure 3-2 Procé&u;éﬁbﬁzi!agraggeo%‘ﬁ:*]éﬁeiaxation Method

- -
“..f,:;r;'j- lIl b
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3.2 Lagrangean Relaxation

introducing Lagrangean multiplier vectors u ,..... u ~, we relax constraints
By introd L Itipl t R TL | traint

(2.2), (2.10), (2.11), (2.14), (2.15), (2.16), (2.21), (2.24), (2.25), (2.26), (2.28), (2.31),
(2.32), (2.33), (2.34), (2.36) in (IP) to obtain the following Lagrangean relaxation

problem (LR).

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
ZLR(u u ,u,u u,u . u u,u u u u u u ,u ,u ):

min Z z,

teT
+Z ZZZ”MJ( pr r(i) yl]b
seS deDgieV jeV PePy,
+Zzui(zyzjb —n,M,)
ieV seS jev
+Zzut’3s(nis _Zyijs)
ieV seS Jjev
+2 D uy (1 —d; —¢,M)
ieV jeV
+ 2,2 U; (dydy = 1)
ieV jev _.:n
+ZZZ”§s(J’y’s—¢i/) : | | ®
ieV jeV se§ |
+Zzui7s(nis _sz’m)
ieV se§ teT
+ Zzui (Zbils _1)
ieV tel se§

+ZZZZ”’/W[bﬂY+yU9 (szm _b +l)]

ieV jeV seS§ teT

+3 u (YD by —z,M,)

teT ieV se§

+ZZZZMW[Z‘—®U(7‘) M,(2- Yigs — b)]

ieV jeV seS§ teT

+Zzzzuw[bzm +me _(2 yljb)]

ieV jeV seS§ teT s'eS

+ D D uplgy+ D by —(hy +1)]

ieV jeV tel seS

+2. 2. 2 2k, —(f;+ > b))

ieV jeV tel seS

F 22,2, 2 il ) by —1=M (2= vy =b,)]

ieV jeV seS teT i'elV

+u' r)—P
(;p( )—P) e

46



Subject to:

przl

pePy

x, = Oor1

ZZ Zxﬁp@ <H,

i€V jeV pePy,

zyijs :0

eV

Zyzjs‘ :1

ieV

Zyz/s <1

ieV

ZZyijS > max{h,,

ieV jeV

Yy = 0or 1

neR
Zbits :1

tel

Zbits < 1

tel

b. =0orl

its

2.z zmax{h,}

teT
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VdeD,,se§

VpeP,,deD, ,seS

VdeD,,se§

Vj,seS,j=s

VieD,,seS

VieV,seS

VseS

Vi,jeV,seS

Vi,seS,i=s

YieV,seS

VieD_ ,se§
Vi,jeV
Vi,jeV,te?
VseS
VielV
Vi,seS,i=s

VielV,seS

‘v’ieV,teT,seS

3.1

(3.2)

(3.3)

(3.4)

(3.5)

(3.6)

3.7

(3.8)

(3.9)

(3.10)

@3.11)

(3.12)

(3.13)

(3.14)

(3.15)

(3.16)

(3.17)

(3.18)

(3.19)



z, = 0orl VieT (3.20)

We decompose (LR) into eight independent subproblems and solve them optimally.
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3.2.1 Subproblem 1 (related to decision variable x )

mmz ZZZ Z”sdu X0 piii) (SUB 3.1)
seS deDgieV jeV pePy,

Subject to:

> ox, =1 VdeD,,seS 3.1)
pePy
x, =0orl VpeP,,deD,seS 3.2)
ZZ Zxﬁpm = Hd VdeD_, ,seS§ (3.3)
i€V jeV pePy,

(SUB 3.1) is to compute the shortest path for all multicast source s to all its
destinations D, . It is a shortest path problem with nonnegative link costs uid[j and hop

count constraints /7, , and can be;solved by Béllman-Ford algorithm. The computational

complexity (SUB 3.1)is O (|S| |V| )
(=3
] | 'T
1] 1

3.2.2 Subproblem 2 (related to decis.ionlviiriable Vis)

. 1
manZZ[u —u +uw Zusdi/.JrZ(uystvLuwM +uw WM )]yys

i€V jeV seS deD, teT

+ Z ZZZ U" U" 2M ) 2“1]91‘ ljst (1 + 2M )] (SUB 3-2)

ieV jeV seS§ teT

Subject to:

ZI;J’,-,-S =0 Vj,seS,j=s (3.4)
D vy =1 VieD.,seS (3.5)
ieV

>y <1 VieV,seS (3.6)
ieV

2.2 Yy = maxih,,|D[} VseS (3.7)
ieV jeV

Vi = 0orl Vi,jelV,seS 3.8)
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(SUB 3.2) can be further decomposed into |S | subproblems. For each source s,

. 2 3 6 1
manZ{[uiS — U tuy — Zusdij +Z(uw +uWM +uw wM )]yw

ieV jev deDy teT
+ D [y gy (0= 2M ) = 2uis, —uis (14 2M )]} (SUB 3.2.1)
teT
Subject to:
D V=0 vjeS,j=s
ieV
Doy, =1 VjeD,
ieV
Z Yis <l VjieV
ieV A
Zzyijs 2 max{hs’ Ds }
iel jeV
Yy = 0orl VigjeV

We propose an algorithm deseribed below\to solve eachi(SUB 3.2.1) optimally:
Stepl: We compute the coefficient| | | M

T 12
uy —u +uyv Zugdy+2(uw+u M +u +u! M) foreachy, .

1St yvt yvt
deDy tel
Step 2: For all node j on multicast tree rooted at source s, we find the link with the

smallest coefficient among its all incoming links. In order to satisfy the constraint

Z Vis S 1, if the smallest coefficient is negative, set the corresponding Y tobel
ieV

and other incoming links y,  to be 0. Otherwise, set all incoming links y,  to be 0.

Step 3: In order to satisfy the constraint z Yy =0, for source s, we need to check
ieV

whether there is an incoming link to s. If there is any incoming links, set the
corresponding y, to be 0.
Step 4: In order to satisfy the constraint Z v =1, forall destinations D, of source

ieV
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s , we need to check whether there is any incoming links to it. If there is no incoming

links, find the link with smallest coefficient among its all incoming links and set the

corresponding y, to be 1.
Step 5: If the total number of y, with the value of 1(donate as N') is smaller than

max{h,,

DS

}, we identify the nodes whose incoming links are all 0. From those

identified nodes, we choose max{#,,

DS

}— N nodes whose incoming link with the
smallest coefficient must be the smallest ones among those nodes. Then set the

incoming link with the smallest coefficient of each selected node to be 1.

The computational complexity (SUB 3.2)is O(|S | X |V|2).

Yok o' ]

=

3.2.3 Subproblem 3 (related to d|ec1§10n variablen, )

minzzs;(—uiMl +u) +uln, \§ : 2 _' L 8 (SUB 3.3)
iV se -

Subject to:

n.= 1 Vi,seS,i=s 3.9
n= 0or 1 VieV,seS (3.10)

(SUB 3.3) can be further decomposed into |V| X |S| subproblems. For eachn,,
min(—u, M, +u, +u])n, (SUB 3.3.1)
Subject to:

n= 0or 1

For each (SUB 3.3.1), calculate the coefficient —u M, +u; +u] for eachn, . If the
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coefficient is negative, we set n, to be 1. Otherwise, n, 1is set to be 0. Then check
whether the corresponding n, of each source s is set to be 1. If not, set the n, to
be 1. The computational complexity (SUB 3.3) is O(|V| |S |)

3.2.4 Subproblem 4 (related to decision variable ¢, )

. 4 5
min > [ My +ujdy =D uio+ Dy —u (SUB 3.4)
i€V jev seS teT
Subject to:

S g,

) VieD,,seS 3.11)
¢, = 0orl

Vi, j el

3.12)
(SUB 3.4) can be further decomposed 1nto |V| fV| subproblems. For each link (i, j),
min[—uijM2 +uijd,j —Zuw +Z(uw +|uw )‘i]¢lj .
seS 1

tel

(SUB 3.4.1)
Subject to:

¢ﬁ =0orl

For each (SUB 3.4.1), we calculate the coefficient

—u4M +u5du Zum +Z(uw w) for each link (i,j) . If the coefficient of
seS teT
link (7, j) is negative, we set ¢, to be 1. Otherwise, ¢ 1is set to be 0. In order to

satisfy the constraint (3.11), check the corresponding ¢ . of all destinations ;. If there

is no node i which covers the destination j, we choose the one with the smallest

coefficient and set the corresponding ¢ . to be 1.

The computational complexity of (SUB 3.4) is O(|V| )

52



3.2.5 Subproblem 5 (related to decision variable/,,)

min Z Z Z (2uljt Uy )hl/t + z Z u:jfr ht/t yt (SUB 3.5)

ieV jeVv teT seSi'eV

Subject to:

hy =0orl Vi,jeV,teT (3.13)

In order to solve (SUB 3.5) efficiently, we can rewrite the objective function of the

subproblem to make the index notation of decision variable £, consistent by

transforming.
Transformation:
S Y - ufhy + Y Y i -
ljt l/t ijt gjst " “i'jt yt
i€V jeV teT seSi'el i
— 15 13
ZZZ (2uljt Uy )hljt + Zzuuvthljt —uw
ieV jeV teT seS i'eV N
=222 Quyl —uj; +ZZMW Wi 1 ZZZMW
i€V jeV teT seS i'eV: leV ]eV teT

After transforming, (SUB 3.5) can be. decompos_ed into |V|2 X m independent

subproblems. For each #,,,

min(2u; —uy; + Y > up hy, (SUB 3.5.1)

seSi'eV

Subject to:
h; =0orl

For each (SUB 3.5.1), we calculate the coefficient (2uw uy, +ZZul o) for

seS i'eV

each i, . If the coefficient is negative, we set 4, to be 1. Otherwise, #;, is setto be 0.

The computational complexity of (SUB 3.5) is 0(|V|2 x m)
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3.2.6 Subproblem 6 (related to decision variable », @ (r) and p(r,))

1

min D {u'* p(r) + D[y —ui)r —ugdy, = > > g @, ()] —u'P (SUB 3.6)

ieV jev seS teT

Subject to:
r, #0 VseS 3.149)
r.eR VieV (3.15)

(SUB 3.6) can be further decomposed into |V| subproblems. For each node i,

minfu'® p(r) + Y [y —u))r, —ujdy; =D > up @, ()]} (SUB 3.6.1)

jev seS teT

Subject to:
reR
For each (SUB 3.6.1), we calculate the '(')fb.j-:ec_tiyé' function

ij
jev seS tjGIT

u' p(r)+ Z [(u; — uj " — u:d - ZZ uﬁ,CDU (r)}} for each possible transmission
radius of node i. Then we choose the one which can fhinimize the objective function to

be r.

1

3.2.7 Subproblem 7 (related to decision variablebs,, )

minzzz {[~u. +u +u," + Z(u;ﬂ + u;.i,M4 + ul.ll.i + u,f - u};; + u;f,MS )16,
i€V seS teT jev
SIS I RTINS I I (SUB 3.7)
jev jev s'eS jev w=l1
Subject to:
D by, =1 Vi,seS,i=s (3.16)
teT
2. bu <1 VieV,seS (3.17)
teT
b, =0orl VieV,te?,seS (3.18)
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In order to solve (SUB 3.7) efficiently, we can rewrite the objective function of the
subproblem to make the index notation of decision variable b, consistent by
transforming.

Transformation:

7 8 10 9 11 12
ZZZ{[_uiS +uit +ut +z(uijsl +uystM +ut/st +ulj1 _ut/t ystM )]btts

ieV seS tel jev

!
VLTI RIS R I

Jjev jev s'eS jev w=l1
— 7 8 10 9 11
- Zz Z {[_uis + uit + ut + Z (u[/'st + uz/stM + ut/st + ut/t - ut/t z/stM )]btts
ieV seS tel jev
+ Z ujIS'l its + Z Z ule‘l its Z utjst Z bms }
Jjev jev s'eS jev
_ 7 8 10 9 L1 15
- Z Z Z {[_uix + uit + Z’lt + Z (uijst + uystM i uz/st + uzjt yt + uystM + u/zst + Zu]lSt its
ieV seS tel JjeK b . s'eS
- Zzuust ms . [} J:, -
jev w= (a==4)
=

After transforming, (SUB- 3. 7) can| b& decomposed into |V| |S| independent

subproblems. For each node i of ¢ach multicast tree s,

: 7 8 10 9 11 12 15
man{[—um +u, +u, +Z(uw +uwM gy, +uw W Y u M +”,m +Z”/m s

ijst

teT jev s'eS
S Y ulb (SUB 3.7.1)
Jjev w=l
Subject to:
b, =0orl VieT

In order to solve (SUB 3.7.1) efficiently, we rewrite the objective function (SUB 3.7.1)

into another form. First, let

. 11 12 15
a, =-u] +u; +u, +Z(uw+uwM +“,vz+“y, +uwM +um+2u/m

jev s'eS

9
B =uy,
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The objective function (SUB 3.7.1) can be transformed into Z (a,b, - z Z B.b,)

teT jeV w=1

Z(atbt _ZXﬂﬁbw)

teT Jjev w=l1
= albl _Zﬂjlbl
Jjev

+a,b, - Z (B,2b + B,by)

jev

+a;by — Z (ﬂj3b1 + ﬂj3b2 + ﬂj3b3)

Jjev

jev

e il = 2 By + Bt + Bbs v+ B
=[e, _Z(ﬂjl + B, + B +"'+ﬂjm)]b1

Jjev
+[a, _Z(ﬂjz +ﬂj3 +"'+ﬁjm)]b2
Jjev
+[a; - Z(ﬂjs oot | )1b;
jev
el = 2P by
Jjev
i
=2 (@ =22 Bk, ~
tel jeVv w=t ___ O
| 2= ||
Wil A | : 7]
For each node i of each multicast trlelzs Jwe cla'lculate' the coefficient o, — Zz B
e ! ) ! jev w=t
of each time slot 7. In order to satisfy,the Constraint Zb'm <1, we check the time slot

tel

¢t with the smallest coefficient. If the value is negative, set the corresponding b, to

be 1 and other time slots b, to be 0. Otherwise, all time slots b, are set to be 0. In

order to satisfy the constraint me =1 for all source s, set the corresponding
teT

b its

of the time slot ¢ with the smallest coefficient to be 1 and other time slots b, to

its

be 0.

The computational complexity of (SUB 3.7) is O(|V| X |S| X |f|) .
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3.2.8 Subproblem 8 (related to decision variablez,)

min%[(l —ul"M,)z, - ,;u,i] (SUB 3.8)
Subject to:

;zt > r?gasx{hs} (3.19)
z, = 0orl VieT (3.20)

(SUB 3.8) can be further decomposed into |T| independent subproblems. For each

time slot ¢,

min(l—u,"M; +u,")z, = > u;

ieV

t

(SUB 3.8.1)
Subject to: -\
z, = 0orl . | T

For each (SUB 3.8.1), we calculate the eocfficient 1 ="M, +u,” for each time slot .

If the coefficient of time slot ¢ is negative, we set z, to be 1. Otherwise, z, is set to

be 0. In order to satisfy the constraint Zzt > me}gx{hs}, if the total number of z, with
tel i<
the value of 1 (donate as Z) is smaller than m%x{hs}, we select (megx{hs}—Z ) time

slots whose value is 0 and the coefficient is the smallest. Then set the corresponding z,

of the selected time slot to be 1.

The computational complexity of (SUB 3.8) is O(|f|) .
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3.3 The Dual Problem and the Subgradient Method

According to the weak Lagrangean duality theorem [15], for any given set of
nonnegative multipliers, the optimal value of the corresponding Lagrangean Relaxation
problem is a lower bound (for minimizing problems) on the optimal value of primal

problem.

4 5 6 8 9 10 11 12 13 14 15 16 > O ,

1 2 3
sdij’uis’uis’uij’uij’uijs’uit’uijst’ t > ijst > Vst > Vit 2 7V ijt > T ijst 0

Hence, if u

1 2 4 1 11 12 1 14 1 1 '
Z,.(u ,u o ut o u® o’ ' ut u" u® u™ u ,u') is a lower bound on (IP).

We construct the following dual problem (DP) to get the tightest lower bound.
Dual Problem (DP)

1 2 3 4 5 6 T =g 9 #40 11 12 13 14 15 16
Zpp=maxZ,,(u ,u",uu " usu ,u S7AN7M RN N N N )

=
Subject to: : ; i}
1 2 3 4 5 6 8 9 10 b5 12 13 14 15 16
usdij 7uis ’uis7uij7uijﬂuijls‘ 5uil’“ij§'t’ " Tgsh > T ijseR Bjt OS50t 0 7 ijst 3 ZO

Then, we solve (DP) by subgradient method [17]. In iteration k& of the

subgradient optimization procedure, the multiplier vector 7* =", u*,...,u'") is

updated by 7" =7z" ++"g" , where g is a subgradient of Z,,(u',u’,...,u'®). The

Zp ~Zp (@)

” k” , where Z), is the best primal
g

step size t* is determined by A

objective function value found during k iterations (an upper bound onZ,,) and A is

aconstant (0< A <2).
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Chapter 4 Getting Primal Feasible Solution

After optimally solving those subproblems mentioned in previous chapter, a set of
multipliers and decision variable is derived. However, the solution provided by the
value of these decision variables would not be feasible to the primal problem because
many complicated constraints are relaxed. Hence, we must design a series of heuristics
to tune the decision variable to ensure the solution will satisfy all of the primal
constraints.

In this chapter we propose a four-stage heuristic which takes the multipliers
derived in LR problem as a hint fqr getting gbod primal feasible solution. Due to the

complexity of the primal problem, 'we diyide the process of solving problem into several

— -
_—

stages and decide the decision Variable'siresﬁ._ectively.

At first, we decide the roﬁting decision for each multicast group. In order to
finishing the transmission before the breaking of the links, the maximal transmission
time of each node on each multicast tree is calculated. Then the transmission time of
these nodes are arranged according to their maximal transmission time derived
previously. In other words, the transmission time of node should be smaller than its
maximal transmission time to ensure the connectivity of the link. Finally, when a node
transmits according to the transmission schedule, we can calculate the actual
transmission radius the node use, which may be smaller than we calculate in routing

stage due to the mobility of nodes, to save the energy consumption.
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4.1 Heuristic for Routing Policy

In this heuristic, we have three major decision variables to be determined
includingx,, y,, 1. Once {x,} are determined, {y,} and {r,} can be handily
derived.

First, we construct a tree for each multicast group. When calculating the

multicast tree for source s, set the arc weight to be 1+ coefficientY[i][j][s] and run

Bellman-Ford algorithm to get the shortest paths to all destinations. The arc weight

. . . 2 3 6 1 9 11 12 15
coefﬁCZentY[l] [.]] [S] 1S uis - uis + uijs - Z Z'tsdij + Z (uijst + uijstM4 + uijst + uijstMS) b

deD; telT

which is the coefficient of decision variable - yﬁs m subproblem 2 and gives us a good

reference of arc weight to construct a\low-latency ‘multicast tree according to our

_—
"

experiment result. , 1 11
After constructing the trees;~we must _chébk whether the power constraint is

violated. The transmission power p(ri) of node i is defined as »’> and can be

derived when {r,} are determined. We show the details of the procedure in Table 4-1.
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Table 4-1 Routing Heuristic

For each multicast source s, do the following steps.

Step 1 :

Step 2 -

Step 3 :

Step 4 -

Step 5 -

Set the arc weight of each link (i, j) to be 1+ coefficientY[i][j][s] and run
Bellman-Ford algorithm to calculate the shortest path to each destination.

If a path from source s to destination d is selected as the shortest path, set
the corresponding  {x,} tobe l and {y,} on this path mustbe 1.

The transmission radius of node is determined by the longest distance of the
outgoing link whose corresponding {y, } is 1. Then set the value of {r,} to
be the nearest value from {R}.

Use {y,} to constructthe'multicast trees.

Ly
=

21 _..J'"'.é'. .
Calculate the total transmission power. If the result does not satisfy the
constraint Z p(rl. ) <P give up this itéra_:t_ion.

ieV

4.2 Heuristic for Calculating Maximal Transmission Time

The structure of multicast tree is not permanent due to the mobility of nodes and

the connection time of a link is limited. Hence, the node on the tree must transmit the

data before any downstream link is broken, which prevents the children of the node

from not receiving the data. The latest time the node must transmit to avoid unfinished

transmission of data, which is defined as the maximal transmission time, is determined

by the holding time of all links on its subtree and the distance from it to all nodes on its
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subtree.

We do the calculation for each multicast tree. The maximal transmission time of
each node ; on the tree rooted at source s (donated asnode[j].max_([s]) has
initial value of @ (r,)+1 which is the holding time of link between node , and its
parent i plus 1. It means that the parent must send out the data before the link
holding time @, (r) is passed and the latest time its children receive and send it again
is @,(r)+1.

Next, we check if there is any node whose maximal transmission time minus the
hop distance to source is smaller t}}an [ The value represents the latest time the source

should transmit to guarantee the data feception ‘of the'node. If the value is smaller than

— -
_—
o

1, which means the timely transmis:sio;'_f’;._'- of'|source:is impossible, we enlarge the
transmission range of the parent .to prlolong.the_llirfl:( holding time.

Finally, for each node i, when is comes to sending the data to a node j in its
downstream before the link connected to node j is broken, it must consider the link
holding time as well as the time slot used to transmit the data to node ;. Therefore,
the final value of the maximal transmission time of node i should be the smallest
value of D (which is the link holding time minus the hop distance to node i) among

all nodes on its subtree. We show the details of the procedure in Table 4-2.
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Table 4-2 Calculating Maximal Transmission Time

For each multicast tree rooted at s, run Step 1 — Step 4.

Step 1 * Iflink (i, j) is on this tree, set initial node[ j].max_¢[s] tobe @, (rl.)+1.

Step 2 : Check the node i on the tree level by level to see whether
node[i]l.max_t[s]— (node[i].level[s]—1) is smaller than 1.

Step 3 : If there is any node i whose node[i].max_t[s]—(node[i].level[s]—1) is
smaller than 1, enlarge the transmission radius of its parent until its
node[i].max_t[s]— (node[i]level[s]—1) is larger than 1. Then update the
decision variables related tor 7, -such as p) ~ @ ,.j(r,.) and ¢,.

Step 4 - For each non-leaf node i, calqulgte ~
node| j].max_t[s]— (no.de[i].lerezﬁé i;zc}de[ j].{evel[s]) of all nodes j in
its subtree and choose thé émeiliest one tl'ot be t.he updated value of
node[i].max_t[s].

Step 5 : Calculate the total transmission power again. If the result does not satisfy the

constraint z p(l’,- ) < P, give up this iteration.
ieV

63




4.3 Heuristic for Scheduling Policy

In this heuristic, we schedule the transmission time of all non-leaf nodes on all
trees. We try to make the total time slot used for multicasting as short as possible. It
means that the nodes tend to transmit in the same time slot if they did not interference
each other. On the other hand, some basic rules have to be followed. One is that a node
can not transmit the data until its parent sends the data to it. Therefore, the transmission
time of a node is larger than that of its parent. Another one is that the transmission time
of a node should be smaller than its maximal transmission time we calculate in previous
stage to ensure the data can reach al} destinations.

We implement this heuristic using the data structure of array. An array stores all

— -
_—
=

non-leaf nodes of all trees, which'is sbrted'_?by maximal; transmission time of node first

and by coeffcientB[i][s] later. The coeﬁ"cien_tB[:i][s] is the coefficient of decision

i
variable b, in subproblem 7, which is the value of Z(a[ —ZZ B,,) . Then each

teT jev w=t

node has a flag which represents the transmission status of the node. The initial value of
flag is 0, which means it does not receive the data yet. The transmission of its parent can
change the value of its flag from O to 1, which means it has received the data and can
send it out. When the node finishes its transmission, it changes the flag from 1 to 2. For
each time slot ¢, we tend to let the node with smaller value of maximal transmission

time transmit as soon as possible. We proceed with this process until all non-leaf nodes
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have sent. We show the details of the procedure in Table 4-3.

Table 4-3 Scheduling Heuristic

Step 1 -

Step 2 :

Put all non-leaf nodes of all multicast trees into an array. Sort this array into

increasing order by node[i].max_t[s] of each non-leaf node.

If there are many nodes whose node[i].max ¢[s] are the same value, sort

these node again into increasing order by coeffcientB[i][s].

Step 3 : Each non-leaf node has a status flag. When the flag is 1, it means the node has

Step 4 -

Step 5 -

Step 6 -

Step 7 -

received the message before and can send the message. If a node has
transmitted before, its flag is 2: Othéi'wise, the flag is set to be 0. First, the

flag of each source node has ifs nitigl value\ I;"and the flag of other non-leaf

| 2=
. T
nodes is 0. - 1 1

From time slot t=1 to T',-'re;peat.Step 5'and Step 6 until all non-leaf nodes
have sent their messages.

Choose the first node i whose flag is 1 in the array and check all nodes with
flag 1 to see if they can transmit with node i simultaneously without any
collision.

For node i and the set of nodes which do not interfere with node i, set their
transmission time to be this time slot ¢ and flag to be 2. Then change the
flags of their children in this array from O to 1.

Set {b, } according to the transmission time of each node on each tree. Also,

its
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set the corresponding {z,} to be 1 if there is any node transmitting in time

slot ¢.

4.4 Heuristic for Saving Energy Consumption

The transmission radius derived in routing stage is a conservative estimate due to
the mobility of nodes. When a node executes the transmission in a particular time slot
according to the transmission schedule produced in scheduling stage, its children may
be closer to it than that at the beginning. Therefore, the node can adapt smaller
transmission range to reach all of its children: In tl}is heuristic based upon this concept,

each node would adjust its transmissidﬂ_ }“adiyi__s;by tracing the position of each child to

save the energy consumption of transr'ﬂ[issigh. We show; the details of the procedure in

Table 4-4.

Table 4-4 Heuristic of Saving Energy Consumption

For each time slot ¢, execute Stepl — Step2.

Step 1 : For all nodes transmitting in time slot ¢, calculate the position of all children
in this time slot.

Step 2 - Update {r;} to be the nearest value chosen from {R,}, which can reach all of

its children.

Step 3 : Update the total transmission power z p(r,- ) .

ieV
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4.5 Lagrangean Relaxation Based Algorithm

Solving the Lagrangean Relaxation problem optimally as described in Chapter 3
is to get a lower bound (LB) of the primal problem while the primal feasible solutions
derived by the four-stage heuristic in previous section in this chapter is a upper bound
(UB) of the primal problem. In each iteration, by solving both Lagrangean dual problem
and the four-stage heuristic, we get the LB and UB respectively. The gap between UB
and LB, computed by (UB-LB)/LB, provides the optimality of primal feasible solution.
The smaller gap is computed, the better solution is derived. Next, we adopt a
subgradient method to update Lag{angean mﬁltipliers which is used in next iteration.
The complete Lagrangean Relaxation/ bqfed_-fgl‘gorithm' 1s. composed of the following

o |
il

steps. : ' :

Table 4-5 Lagrangean Relaxation Based Algorithm

1 Initialize the value of Lagrangean multipliers vectors (u',u°,...., 14'®) to be 0.
2  UB:=0, LB :=- Infinity;

3 Max_Iteration Number := 5000;

4 Max_improve counter := 90;

5 improve counter := 0;

6  step_size coefficient ;= 10;

7  For iteration := 1 to Max_Iteration Number do

8  Begin

9 solve subprobleml1 (Sub 1)
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10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

solve subproblem?2 (Sub 2)
solve subproblem3 (Sub 3)
solve subproblem4 (Sub 4)
solve subproblem5 (Sub 5)
solve subproblem6 (Sub 6)
solve subproblem?7 (Sub 7)
solve subproblem8 (Sub 8)
Calculate Zdu which is the value of dual problem.
If Zdu > LB then

LB :=Zdu;

improve _counter :=0;

Run the Primal Heuristi¢ to-get'the value of Zip.

If Zip < UB then s ~ O
UB :=Zip; | ;-":° : :_

If improve counter = .Max_éililqprz):\-/-e_c'f%?unter ihen
step_size coefficient :=..s'.tep_size_coe.:f;ﬁcient /2;
improve counter :=0;

improve counter := improve counter +1;

iteration := iteration +1;

Update the step size and adjust multipliers according to subgradient method.

End;
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Chapter 5 Computational Experiments

In this chapter, we conduct a series of computational experiment to test the
solution quality of our heuristic for getting primal feasible solution. In the mean time,

we implement three simple algorithms for comparison.

5.1 Experiment Environment

The computational experiments program is developed in C, and we use a Pentium
M 1.86GHz, 1.5GB, Windows XP Service Pack 2 as our test platform. Table 5-1 shows

the experiment parameters and test platform. - :

Table 5-1 Experiment-Environment and Parameters

Parameter Value
Network area : R 1 W 200%200
Number of nodes " | | 710~80
Number of source nodes - O ¥ 1~8
Density of destination
nodes 10%~100%
Transmission radius 30~120
Number of iteration 5000
Improvement counter 90
Initial value of multipliers 0
CPU : Intel® Pentium® M processor 1.86GHz
Test Platform RAM :1.5GB
OS : Microsoft Windows XP with SP2
Development Tool Code::Blocks 8.02
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5.2 Simple Algorithm for Comparison and Performance

Metrics

We implement three simple algorithms for comparison. The first one is Shortest
Path Tree Algorithm, in which we construct a shortest path tree for each multicast group
in routing stage and the same scheduling policy as ours. We donate this method as
Simple Algorithm 1 (SA1). The second one is multiple source broadcast (MSB)
proposed by Gandhi et al. [10] which is design for broadcasting in a static wireless ad
hoc network. We compare it with our heuristic in such an extreme scenario and donate it
as Simple Algorithm 2 (SA2). Thez last-one ‘is Bread First Search Tree Algorithm, in

which we construct a breadth first'search'tree for each multicast group in routing stage

and the same scheduling policy-as our's:‘ \K;_é:._'-donate this:method as Simple Algorithm 3
(SA3).

In addition, we donate the best solution of our dual problem as LB, and the best
solution of our Lagrangean based heuristic as LR . The solution derived by simple
algorithm is donated as S4. We consider two performance metrics to evaluate our
solution quality, including “Gap” and “Improvement Ratio” Gap is calculated by

LR—-LB SA—-LR

x100% , and Improvement Ratio is calculated by x100% which is

donated as /.R. in the table of experiment result.
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5.3 Experiment Scenario

In the following experiment scenarios, we place nodes at random within a
200*200 square, and choose the source and destination nodes also in a random manner.
We divide the scenarios into static and dynamic network environments. In a static
network, the position of nodes is fixed while in a dynamic network, nodes move with a
randomly chosen speed in a random direction. We conduct our heuristic in both two
scenarios. In addition, we test our heuristic both in multicasting and broadcasting since

multicasting is a general case of broadcasting.

5.3.1 Static Network with Different Number of Nodes

At first, ten nodes are placed within if_ﬁé-.square, in which three sources has data to

a3

broadcast to all nodes. In each casg¢; ten extra nodes ate’added in the network at a time.

The following table shows the experiment results as the network size increases.

Table 5-2 Parameters of Static Network with Different Number of Nodes

Number of Source Nodes Density of Destination Nodes Transmission Radius

3 100% 50~90

71



Table 5-3 Experiment Result of Static Network with Different Number of Nodes

Number - L.R. L.R. L.R.
a

of LB LR (/I)’ SA1 toSA1 SA2 toSA2 SA3  toSA3
Nodes ° (%) (%) (%)

0 3 6 100 6 0 8 3333333 7 16.66667

20 3 5 66.66666667 7 40 13 160 7 40

30 3 4 3333333333 7 75 14 250 6 50

40 3 4 3333333333 7 75 14 250 6 50

50 3 4 3333333333 7 75 15 275 6 50

60 3 4 3333333333 7 75 16 300 6 50

70 3 4 3333333333 7 75 16 300 5 25

Number of Time

Slots

18

16 |

14 r ——IR

12 —=— Simple Algorithm 1 (SA1)
10 1 —a— Simple Algorithm 2 (SA2)

8 r . . . . . . Simple Algorithm 3 (SA3)

6 r i —*— Lower Bound (LB)

4 i b3 X X ¥ X X X

2 -

0

10 20 30 40 50 60 70
Number of Nodes

Figure 5-1 Experiment Result of Static Network with Different Number of Nodes

With the fixed multicast groups, it is more possible to reduce the latency as the

number of nodes in the network increases. When we add ten nodes in the network, a

good algorithm should find better multicast trees which can lead to less delay or the

same trees as the ones before adding extra nodes. It should not result in larger latency.

Otherwise, the algorithm has poor solution quality. According to the result above, SA1
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and SA2 is the algorithm with poor solution quality we describe. The delay they

compute is become longer as the nodes increases especially for SA2. SA3 and our

algorithm can explore better solution as the network size increases, but the delay

derived by our algorithm is shorter.

We run another case with bigger problem size in order to test the scalability of our

algorithm. At first, twenty nodes are placed within the square, in which five sources has

data to broadcast to all nodes. In each case, ten extra nodes are added in the network at a

time. The following table shows the experimerif results.as the network size increases.

Table 5-4 Parameters of Static Network with Different Number of Nodes

Number of Source Nodes Density of Destination Nodes Transmission Radius

5

50~90

100% | |

Table 5-5 Experiment Result of Static Network with Different Number of Nodes

Number
Gap L.R. to SA1 I.R. to SA2 L.R. to SA3
Of LB LR SA1
(%) (%) (%) (%)
Nodes
20 5 9 &80 16 77.77777778 21 133.3333333 18 100
30 5 8 60 17 112.5 24 200 15 87.5
40 5 8 60 16 100 22 175 15 87.5
50 5 6 20 16 166.6666667 23 283.3333333 15 150
60 5 8 60 11 37.5 25 212.5 15 87.5
70 5 7 40 12 71.42857143 26 271.4285714 15 114.2857
80 5 8 60 12 50 27 237.5 15 87.5
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Number of Time
Slots

30
25 1
20 | ——IR
—8— Simple Algorithm 1 (SA1)
/.\I—I\ . .

15 5 \/._. —+— Simple Algorithm 2 (SA2)
10 & Simple Algorithm 3 (SA3)
‘\‘—‘\’/‘\./‘ —*— Lower Bound (LB)

5 - X X X X X X X
0

20 30 40 50 60 70 80
Number of Nodes

Figure 5-2 Experiment Result of Static Network with Different Number of Nodes

5.3.2 Static Network with'Differént Number of Source Nodes

\ 7, %

Yo o', |
T

Table 5-6 Parameters of Static Net_{niorkfi‘éyitﬁ Different Number of Source Nodes
Number of Nodes Density of Destination Nodes Transmission Radius
60 100%, 50~60

Table 5-7 Experiment Result of Static Network with Different Number of Source Nodes

Number
of Gap LR. to SA1 LR. to SA2 LR. to SA3
S LB LR %) SA1l %) SA2 %) SA3 %)
Nodes
1 7 7 0 8  14.28571429 9  28.57142857 7 0
2 7 7 0 12 71.42857143 12 71.42857143 7 0
3 7 10 42.85714 15 50 13 30 10 0
4 7 10 4285714 16 60 18 80 16 60
5 7 10 42.85714 16 60 18 80 19 90
6 7 13 85.71429 19 46.15384615 18 38.46153846 21 61.53846154
7 7 13 8571429 29 123.0769231 22 69.23076923 22 69.23076923
8 7 14 100 32 128.5714286 23 64.28571429 25 78.57142857
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Number of Time

Slots
35
30
25 | IR
—=— Simple Algorithm 1 (SA1)

20 —— Simple Algorithm 2 (SA2)
15 r Simple Algorithm 3 (SA3)
10 + —*— Lower Bound (LB)

5 L

0

Number of Source Nodes

Figure 5-3 Experiment Result of Static Network with Different Number of Source
“Node

As the result shown above, total number ‘of fime slots used for transmission will
=\, :
| I

—.

. . =) | : . .
increase as the number of multicast grolugji_m_crqa'ses. The result is straightforward since
| | m |l

, S
e 1

more multicast groups introduce morelpossible transmission collision which would lead
to longer delay to complete entire transmission requests. Our heuristic has better
performance than three simple algorithms and our improvement ratio to them is bigger

when the number of multicast group is more than 6.

5.3.3 Dynamic Network with Different Density of Destination Nodes
We studied the effect of varying the density of destination nodes on the total
number of time slot used. In this scenario, five multicast groups are randomly chosen,

and we vary the density of destination nodes of each multicast tree from 10% to 90% of
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total number of nodes.

Table 5-8 Parameters of Dynamic Network with Different Density of Destination Nodes

Number of Nodes Number of Source Nodes Transmission Radius

40 5 50~70

Table 5-9 Experiment Result of Dynamic Network with Different Density of

Destination Nodes

Density of Lower Simple
destination Bound LR Gap (%) Algorithm 1 In-lprovement
Ratio to SA1 (%)
nodes (LB) (SA1)
10% 5 6 20 8 33.33333333
20% 6 6 0 10 66.66666667
30% 7 7 0 9 28.57142857
40% 7 7 0 9 28.57142857
50% 7 7 0 9 28.57142857
60% 7 7 &, 9 28.57142857
70% 7 7 A 9 28.57142857
80% 7 {7 : ; 0?" \ 10 42.85714286
90% 7 87 [ 0> | 10 42.85714286
i :
Number of
Time Slots
12

10 A _=—=a
8 T . .
’_‘/Q—Q—Q—Q—Q—Q—Q —=— Simple Algorithm 1 (SA1)

6 Lower Bound (LB)

10% 20% 30% 40% 50% 60% 70% 80% 90%

Density of destination nodes

Figure 5-4 Experiment Result of Dynamic Network with Different Density of

Destination Nodes
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Table 5-10 Energy Consumption of Dynamic Network with Different Density of

Destination Nodes
Density of Destination Nodes LR Simple Algorithm 1 (SA1)
10% 46558 60085
20% 57006 69693
30% 70477 77947
40% 73373 81712
50% 79551 82776
60% 79707 84082
70% 80454 85487
80% 82571 87431
90% 82403 87431
Total Energy
Consumption
100000

90000

80000

70000

60000 ——]R

50000 —=— Simple Algorithm 1 (SA1)

40000

30000

20000

10000

0

10% 20% 30% 40% 50% 60% 70% 80% 90%

Density of destination nodes

Figure 5-5 Energy Consumption of Dynamic Network with Different Density of

Destination Nodes

The result indicates that the density of destination nodes does not make a great

impact on latency. According to the plot of our algorithm, the latency remains the same

as the density of destinations nodes is more than 30%. The reason is that the major

factor which influences the latency mostly is the depth of the multicast tree. While the
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density of destination nodes become higher enough, the non-leaf nodes on the multicast
trees constructed has more outgoing links which can reach more destinations, and the
depth of multicast tree remains stable. Consequently, the value of the total number of
time slots will tend to converge.

We also use another performance metric “Total Energy Consumption”, which is
the energy consumption to complete the transmission request of all multicast groups, to
evaluate our algorithm. The result shows that to transmit data to more destinations will
lead to the increase of power since some non-leaf nodes may use bigger transmission
radius in order to reach more destingtions which are far from it. Note that our algorithm

not only use less time slots but also consume/less energy to complete the transmission.

— -
_—
=

That is because the multicast-tree we cohstruct has few non-leaf nodes, which will

introduce less power for transmission.

5.3.4 Static Network with Different Transmission Radius

We assign the transmission radius of each node at random. The transmission
radius we discussed here represents the maximal transmission radius a node can adopt.
A node may choose not to turn on if it is not the intermediate nodes from a multicast
source to destinations. Therefore, the transmission radius of this node is set to be 0. In
this experiment, we increase the transmission radius 5 units at a time to observe the
impact on delay.
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Table 5-11 Parameters of Static Network with Different Transmission Radius

Number of Nodes

Number of Source Nodes

Density of Destination Nodes

60

3

100%

Table 5-12 Experiment Result of Static Network with Different Transmission Radius

Transmission T Gap LR. to SA1 LR. to SA2 LR. to SA3
Radius (%) (%) (%) (%)
50~60 7 10 42.85714 15 50 13 30 10 0
55~65 6 7 16.66667 16 128.5714286 15 114.2857143 10 42.85714
60~70 5 8 60 16 100 16 100 9 12.5
65~75 5 9 80 17 88.88888889 11 22.22222222 13 44.44444
70~80 5 7 40 18 157.1428571 15 114.2857143 14 100
75~85 5 6 20 15 150 16 166.6666667 12 100
80~90 4 6 50 15 15(.)'__ 15 150 12 100

| === 11
Number of Time
Slots

20

18

16

14 IR

5 \/ —a— Simple Algorithm 1 (SA1)

10 —— Simple Algorithm 2 (SA2)
] Simple Algorithm 3 (SA3)
6 x‘\\\\% —*— Lower Bound (LB)
4
2
0

50~60 55~65 60~70 65~75 70~80 75~85 80~90

Transmission Radius

Figure 5-6 Experiment Result of Static Network with Different Transmission Radius
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Table 5-13 Energy Consumption of Static Network with Different Transmission Radius

Transmission Radius LR Simple Algorithm 1 Simple Algorithm 3

50~60 85845 87605 89777
55~65 101137 112099 102563
60~70 110328 121061 110602
65~75 147010 133762 139259
70~80 129889 147557 129625
75~85 142716 163494 143268
80~90 154689 179425 138698

Total Energy

Consumption

200000

180000 [

160000 [

140000 ——IR

120000 [ . .

100000 F . —=— Simple Algorithm 1 (SA1)
80000 F Simple Algorithm 3 (SA3)
60000 [

40000 [
20000
0

Q S (\Q o} N\ “ Q
%Q"b ¢§fb & @:\ «Q”OO «‘?’% %@

Transmission Radius

Figure 5-7 Energy Consumption of Static Network with Different Transmission Radius

In this experiment, we observe the effect of enlarging transmission radius to the
latency. For a single multicast tree, a larger transmission range a node adopts can reach
more destinations and shorten the depth of multicast trees, which can decrease the
number of time slots. However, in the environment of multiple multicast groups, the
bigger coverage of transmission can make two non-leaf nodes have common children,

which can introduce more possible interference. In order to avoid such collision, the
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nodes can not transmit simultaneously, and consequently it takes longer time to finish
the transmission.

The result shows the interaction of these two factors to the latency. Although the
latency may increase slightly in our algorithm as we adjust the transmission radius a
small unit at a time, the latency has the trend of dropping down as the transmission
radius become larger. Compared to our algorithm, the plots of SA1, SA2 and SA3
display an unstable solution and higher latency.

Note the energy consumption will increase as the adoptable transmission range become
larger, due to the non-leaf nodes try to reach all children by adopting larger radius which

will consume more energy. The performance of our algerithm is better than SA1 in most

— -
_—
=

cases since the total number of non-leaf nodes on all multicast trees we construct is less
than the one constructed by SAl.“More Non—lé:éf nodes which are responsible for

transmission will potentially consume more energy.

5.3.5 Dynamic Network with Different Transmission Radius

Table 5-14 Parameters of Dynamic Network with Different Transmission Radius

Number of Nodes Number of Source Nodes Density of Destination Nodes

40 4 50%
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Table 5-15 Experiment Result of Dynamic Network with Different Transmission Radius

Lower
Transmission L.R. to SA1 L.R. to SA3
. Bound LR Gap (%) SAl
Radius (%) (%)
(LB)

30~70 7 11 57.14286 13 18.18181818 14 27.27272727
40~80 6 8 33.33333 10 25 12 50
50~90 5 8 60 9 12.5 12 50
60~100 5 8 60 12 50 13 62.5
70~110 4 8 100 10 25 14 75
80~120 4 6 50 10  66.66666667 10 66.66666667

Number of Time

Slots
16

14

12

——LR
107 \ ' —=— Simple Algorithm 1 (SA1)
- Simple Algorithm 3 (SA3)
B x\,\x—x\x—x\ —*— Lower Bound (LB)

30~70  40~80  50~90 60~100 70~110 80~120

T
*
*

(e} [\ >~ (@)} [oe]
T

Transmission Radius

Figure 5-8 Experiment Result of Dynamic Network with Different Transmission Radius

As we increase the transmission radius 10 units at a time, the decreasing trend of

number of time slots is more obvious than previous experiment. The performance of our

algorithm is much better than SA1 and SA3 as the transmission radius increases.
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5.3.6 Summary

The solution derived by our algorithm has less latency or even lower energy in
some cases than the solutions of any other simple algorithms according to the series of
experiment with different features. The only difference between these algorithms is the
routing policy which leads to constructing different sets of multicast trees. The
scheduling policy is the same for all algorithms. Therefore, as soon as the multicast
trees are constructed, the transmission order is about to be decided by the structure of
these multicast trees. Based on this observation, we can conclude the most important
factor which influences the delay: mpstly is the:method-of routing. We also find the trees

we construct has less depth and'fewer/non-leaf nodes ‘compared to the one constructed

by SA1. This structure potentially reéqltsl-ﬁ; non-leaf modes with more outgoing links
and decrease the latency of trénsmissionT H_(I)w':éver, it may produce large energy
consumption and more potential interference which can delay the transmission schedule.
As a result, the depth of trees constructed by SA3 is the least one but the delay
computed by SA3 is not the shortest one. Our algorithm can find a good solution in
these two effects with a tradeoff relationship. Another important factor is that the
topology of network, which can decide the lower bound of delay. And a small change of

topology may lead to totally different transmission schedule result.
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5.4 Implementation in Long-Term Operation

The experiment we conduct so far is based on the design concept. We design a LR
based algorithm and run many iterations to explore the best solution for the scheduling
problem, which is proved to have good performance in both latency and energy
consumption according to the experiment results in the previous section. However, in a
real environment of MANET, nodes move with any speed and any direction in any time.
As receiving a multicast request, we have to calculate a good enough decision before
the topology become invalid. That means the computational time must be limited.
Therefore, we have to run our algorithm in limited iteration and get a decision in time

which must still have good quality. We_w_:onghict a variety of experiments to test the

_—
"

performance of our algorithm. . ' ' 11

We set the scenario of expe.riment to be a iorfg time interval which is composed of
small phase. A set of multicast group requests to exchange short messages in each phase.
The scenario can be applied to some practical military or rescue cases in which there are
many teams exchanging strategical commands or rescue finding periodically. Our
algorithm must calculate the transmission schedule in single phase which represents a
short time interval, and the decision we compute in each phase is implemented in next
phase. As we are in the process of computation for a phase, the multipliers we use in the

first iteration is the one derived in last iteration of previous phase. From long-term

operational perspective, we are convinced that the multipliers derived by many phases
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can optimize our solution as long as the environment has no rapid changes. This set of
multipliers can provide a good reference to schedule the transmission order since it is
accumulated by the experience of many different but related scenarios of each phase in
a long time interval.

The more detail division of time interval is in the following graph. There are three
stages for a multicast request before it is served. First, we receive the multicast requests
in the duration equal to a phase time. Next, we use a phase time to calculate the
scheduling decision, which means that we run our algorithm with limited iterations. In
next phase time, the transmission schedule we just derived is implemented. The time
interval composed of the three’ stagés ‘is called a ‘eycle. In order to improve the

==
efficiency of process, these cycles'can bie executed in a parallel manner. Therefore, three
| | :
tasks proceed simultaneously in each phase. We receive the multicast requests while
computing the decision which is requested in previous phase and used in next phase.

And the transmission schedule calculated in previous phase is implemented in this

phase.
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5.4.1 A Scenario of Constant Speed during a Phase
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Figure 5-10 Scenario of Qg,n_sia;lt Speed during a Phase
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In this experiment, the nodes change their speed and direction only between phases.

During a phase time, they move v;/ith.the same si)eé:d and direction as the initial value of
speed and direction at the beginning of this phase. We assume that the mobility pattern
can be described by Gauss-Markov mobility model which is introduced in chapter 1. In
the graph above, after receiving the multicast requests and their mobility information in
Phase 1, we predict the position, speed, and direction of nodes at time T according to the
Gauss-Markov mobility model and compute the decision in Phase 2 based on the
prediction. We assume that the prediction is accurate. Then the nodes execute the
transmission schedule in Phase 3. The performance metric we consider is the delay,

which is the total number of time slots to finish the data transmission. We vary two
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major factors including speed and the duration of a phase, which may have a great
impact on delay. In the following experiment, we run our algorithm for 20 phases to

solve the periodical multicast request of each phase.

o The Experiment Result of Different Speed

In each phase, our LR based algorithm is executed for limited iterations which are
decided by the duration of a phase. In this experiment, we assume that a phase occupies
30 time slots and the number of it?rations which our algorithm is permitted to run is
about 100. We vary the speed from O.l"[{Ql-‘:1._9. and also test an extreme case in which the

=
i
_—
"
| M

speed of each node is 0.

Table 5-16 Parameters of Constant Speed during a Phase with Different Speed

Number of Nodes Number of Source Nodes
50 5
Density of Destination Nodes Transmission Range
40% 50~90
Number of Time Slots / Phase Number of Iterations / Phase
30 100
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Table 5-17 Experiment Result of Constant Speed during a Phase with Different Speed

0 0.1~0.5 | 0.3~0.7 | 0.5~0.9 | 0.7~1.1 | 0.9~1.3 | 1.1~1.5 | 1.3~1.7 | 1.5~1.9

LR [SA1|LR|SA1| LR |[SA1|LR|SA1|LR |SA1|LR|SA1|LR |SA1| LR [SA1|LR|SA1

8 | 14 [13| 18 | 15| 8 |13/ 18 [ 13| 18 |13 [18|15| 8 | 13 | 18 [13] 18
14 [11/21[10{20]9|16| 7 |18 (1020 | 8 [ 13 | 11 | 20 [12] 19
14 (1019 | 13 |23 [11[ 15[ 9 [ 18 [ 11 |18 11| 25| 10 | 12| 8 | 16
8 | 14|10 15 12 | 13 (11|24 [10] 14 | 8 |18 | 8 | 17| 7 |16 |11]18
10|14 |8 [19] 9 |16 |11 11 11|16 [11]| 179 |20 | 11 |23 |10] 16
14 (1101510 [ 17 [11[15 11|16 | 9 |14 [10| 12 | 11 |22 |12] 16
14 (1120 9 |17 12|17 (12|26 [12 19| 7 | 12| 10 | 27 | 8 | 26
O | 14 |12 14|10 [ 19 [10| 14 [ 12| 22 [12 |17 [ 13|21 | 16 | 14 [ 11| 16
10| 14 (1122 9 [ 151117 |9 |22 [12]20 11|21 | 10 |19 13|22
14 (1017 | 10 |10 [11] 19 [13 [ 19 {14 23| 9 | 15| 9 |17 |12] 13
9 | 14 |10 15|10 [ 13 [10| 17 [ 12| 17 [15|22 [ 10| 12 | 10 | 15 [ 13|31
14 (1113 |10 | 13 [15]20 [ 11| 15 {13 |22 [10| 14| 13 |21 |12 22
14 (1021 [ 12 [ 19 | 14| 21 Je9fa2eful3 [ 15| 7 | 13 | 14 | 20 [ 11| 17
10| 14 | 9|16 | 10 | 12 [ 10421 [ 11 20 11.J:22 [ 11|19 | 10 | 15 | 13|17
14 (1201110 | 16 | 9 [ 28413 | 35 |4 | 21 [ 11| 19 | 12 | 16 |12] 17
1419 |16| 12|19 13723 |[A1 151120 (9 |16 | 12| 26 |11]22
14 6| 12|11 ]21]8|g2 .1:2-.,:;-2-.15-'512 1919 24|11 (181215

14 [11] 14 | 14 | 18 | 1122110 |16 |19 116 |14 | 25 | 10 | 20 |12 16
14 [10] 18 | 10 | 16 [121:257 1h.| 144 12419 | 15| 23 | 12 | 14 | 12] 18

9
9
9
8 [ 14| 9|12 13|15 14523 (11 M4 |10 |20 |13 | 16 | 13 | 23 [ 10| 17
9
8
7

J5| 14 (10.2|16.4 (10.95( 16 [11.3]19.4]10.9|18.45(11.6| 19 |10.5(17.25|11.25| 18.8 |11.4|18.6

S— "
—

Average Number of Time Slots
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Figure 5-11 Experiment Result of Constant Speed during a Phase with Different Speed
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Figure 5-12 Energy Consumption of Constant Speed during a Phase with Different

Speed

Each plot in the graph above represents the average value of solutions in 20

phases. Our solution is better than Shortest Path Tree algorithm in each case with
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different speed. The result has an important meaning. The experiment we conduct is a
design problem in which our algorithm can run many iterations to explore the good
solution. And the result shows our solution is better than the one of Shortest Path Tree
algorithm. However, the important strength of Shortest Path Tree algorithm is efficiency
since it only needs one run to compute the solution, which is superior to our algorithm.
The simplicity makes it have higher practicability which is the weakness of our
algorithm. Nevertheless, the experiment we conduct in this section is proved that, even
in the environment close to reality, our algorithm can provide better solution than

Shortest Path Tree algorithm by munning limited iterations.

Number of
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S D B~ OV o
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Figure 5-13 Experiment Result of Each Phase in the Scenario of Constant Speed during

a Phase with Different Speed
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Figure 5-14 Experiment Result of Each Phase in the Scenario of Constant Speed during

a Phase with Speed=0.9~1.3
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Figure 5-15 Experiment Result of Each Phase in the Scenario of Constant Speed during

a Phase with Speed = 0.7~1.1

We show the solution of each iteration and the line of regression analysis to it. As

mentioned before, the solution of each phase can be improved by the set of multipliers

derived in previous phase. According to the result of this experiment, the trend in first
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ten iterations is increasing and then decreasing in last ten iterations. The possible reason
is the statistical bias and we usually drop the first part of the result when we do the
statistics analysis. However, we can not yet conclude that the solution is optimized

phase by phase based on the multipliers.

¢ The Experiment Result of Different Number of Time Slots in each

Phase

Table 5-18 Parameters of Constant Speed dﬁfing a Phase with Different Number of

Time Slots in Bach Phase

Number of Nodes Number of Source Nodes
30 a 11NN L 5
Density of Destination Nodes Transmission Range
100% - Tk " 80~100
Speed
0.7~1.1
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Table 5-19 Experiment Result of Constant Speed during a Phase with Different Number

of Time Slots in Each Phase

10 20 30 40 50 60 70 80
LR [SAI|LR|SAl|LR [SAI|LR [SA1| LR [SA1| LR [SA1| LR |SA1|LR [SAl
g |10/8 108 108 |8 ]10]s8][10]s|10]s]i0

{7 1| 7|13 7148159 17814817
8 [ 11 (10| 14 |14 1214|138 (138 |9 |7 |11|8 |11
o1 fof1s|u|1s| 8177137978609
9o |11 |10|16|7 149|188 |9 |5 |8|5|10[5]7
0148167137107 |1|8 177771
114|817 811998 7076 |11]7]16
9 [ 151017 |9 | 15| 8 [11] 6 o 127 |13]8 |1
10| 11 [ 1417 11|14 |8 116|107 |[14] 919|612
709 |8 16 11|15 8 15|67 10115 |14]|5]14
7 0109|188 17| 7|15/ 9 [14|6 |8 | 7|8 |61l
9 129|168 |8 |62 |9 18] 6|10 5|10]7]12
8 9 | 14 |7 T-Ld0 ol 02 18 [ 11| 9 [15] 5 |12
7 71126 | M2 | 76T | 12| 6 [10] 6|17
8 10|15 | 7 |41 |[8 | M05:5)| 10)f 5./12] 4| 6 |8 |14
0| 1|8 1379 b6 |48 |86 o|s|12]8]|13
o |11 9|10 |7 | mle 130\, 5| 9|8 |15]7]18

10 [ 7|13 7 | 11 7 w81 |45 |12 7 | 14| 8 | 10

1069 (8|7 | T 1771426 |6|9]14]9 |11

06| 8 |5|13]8[12]7 146 |11[09]|12]7]12

8.55[10.85| 8.6 [13.85(8.1511.95(7.75 [ 12.5| 7.5 | 12 | 6.9 |10.7|7.05|11.65]6.95| 12.4
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Figure 5-16 Experiment Result of Constant Speed during a Phase with Different

Number of Time Slots in Each Phase

-~ ~

We extend the duration of each phase fnom 10 time slots to 80 time slots. The

.-""u

more time slots a phase occuples the nloré 1tere;ti0n our algorlthm can executes, which
i | 17

would lead to better solution. Hc;WeV'er, anoﬂlerx factor may influence the solution
quality we find. The topology would have more difference between phases for the
phases with longer duration, which may results in bigger variation of solution and
higher probability of deriving worse solution.

According to the experiment result above, in the cases of 10 time slots ~ 60 time
slots, we can derive the better solution as the duration of phase become longer. One may
have doubt with this statement since Shortest Path Algorithm can also find better

solution with just one run as the number of time slots a phase occupies increases. This

trend represents that the topology in the scenario with longer duration can takes less
95



time to finish all multicast requests. Therefore, the reason of deriving better solution is

not the more iteration which makes us compute better solution. However, the result of

70 time slots and 80 time slots can overturn this inference. The delay computed by

Shortest Path Algorithm increase while the delay derived by our algorithm remains

stable. This result illustrates the longer duration of a phase can really help us explore

better solution.
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Figure 5-17 Experiment Result of Each Phase in the Scenario of Constant Speed during

a Phase with Different Number of Time Slots in Each Phase
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Figure 5-18 Experiment Result of Each Phase in the Scenario of Constant Speed during

a Phase with Numberof Time Slots = 60 in Each Phase

iy N\
According to the experiment resurt_:_-g_-_f;@pih phase of these cases, the solution of
; = |
R
| m | | -

each phase is improved as we eke_cute[ the éT"gor%t'\hm for more phases. It proves that the
w5 A 4

multipliers derived in each phase can héip us Co'.mpute better solution in next phase and

can be used as the initial value of multiplier used in the scenario with the same multicast

requests in the future.
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5.4.2 A Scenario of Variable Speed during a Phase
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Figure 5-19 Scenario of Variable Speed:during a Phase

sy
— -

_—
"

1R £

In this experiment, the nodes: can ':change tlheér speed and direction during a phase.
It means that the decision, which is coniputéd in Phase 2 based on the mobility
information at time T, may become invalid while implemented in Phase 3. In other
words, the prediction of mobility information become inaccurate and the nodes may
move outside the transmission range of its parent on the tree causing the loss of data.
Therefore, the result we really concern about is how many destinations have received
the data.

In order to study the performance of our algorithm in such scenario, we defined

two metrics which are calculated by difference concept. The total number of
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destinations is donated by D and the number of destinations which have received the
. . . . d L
data successfully is donated by d. Delivery ratio 1 is calculated by D’ which is
destination-based. Next, we donate the total number of trees as 7. and the number of
trees on which all destinations have received the data successfully as 7. . Delivery ratio

. t S
2 is calculated by T—’ , which is tree based. We also vary speed and change frequency of

r

speed and direction during a phase to test the robust of our algorithm.

¢ The Experiment Result of Different Speed

Table 5-20 Parameters of Variable'Speed during a Phase with Different Speed

Number of Nodes Number of Source Nodes

50 = 5

Density of Destination Nodes Transmission Range

40% AN | 1k 50~90

Number of Time Slots / Phase Number of Iterations / Phase
30 100

Change Frequency of Speed and Direction / Phase
15

99



Table 5-21 Experiment Result of Variable Speed during a Phase with Speed = 0.1~1.1

0.1~0.5 0.3~0.7 0.5~0.9 0.7~1.1
Ratio 2 | Ratio 1 | Ratio 2 | Ratio 1 | Ratio 2 | Ratio 1 | Ratio 2 | Ratio 1

0.4 0.96 0.2 0.9 0 0.89 0 0.89
0.2 0.95 0.6 0.93 0.2 0.95 0.4 0.92
0.2 0.93 0.4 0.94 0.2 0.91 0.2 0.88
0.8 0.99 0.4 0.97 0.6 0.97 0.6 0.96
0.2 0.96 0.8 0.99 0.4 0.86 0.6 0.98
0.4 0.91 0.4 0.92 0.2 0.86 0 0.92
0.6 0.98 0.4 0.8 0.4 0.97 0.4 0.94
0.6 0.9 0.6 0.97 0.4 0.96 0.4 0.93
0.8 0.99 0.4 0.96 0.4 0.95 0.4 0.93
0.4 0.94 0.8 0.99 0.6 0.98 0.2 0.95
0.8 0.99 0.6 0.95 0.6 0.95 1 1
0.6 0.98 1 1 0.6 0.98 0.8 0.99
0.6 0.96 1 1 0.6 0.95 0.8 0.99

1 1 0.2 0.82 0.6 0.98 0.6 0.97
0.6 0.97 0.4 0.97 040 097 0.4 0.97
0.4 0.93 0.8 0.990 )\ A 1 0.8 0.99
0.8 0.99 0.6 0.97 | 1=-0.6 0.98 0.8 0.99
0.6 0.98 0.6 |~ 098 | Mos| T 099 0.6 0.98
0.8 0.99 0.8 F50.99| | 40.8)/] %099 0.6 0.98

1 1 0.6 0.98 = 08 1099 0.6 0.97
059 | 0965 | 058 | 0951 | 051 | 0954 | 051 | 0.9565

~—_ _
—

Average Delivery Ratio
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Table 5-22 Experiment Result of Variable Speed during a Phase with Speed = 0.9~1.9

0.9~1.3 L1~L5 1.3~1.7 1.5~1.9
Ratio 2 | Ratio 1 | Ratio 2 | Ratio 1 | Ratio 2 | Ratio 1 | Ratio 2 | Ratio 1

0.2 0.88 0.4 0.9 0.4 0.9 0.4 0.9

0.4 0.89 0 0.94 0.2 0.91 0.6 0.96
0.2 0.93 0.2 0.94 0 0.8 0.6 0.95
0.2 0.83 0.4 0.95 0 0.91 0.2 0.92
0.6 0.97 0.4 0.96 0.6 0.95 0.4 0.95
0.4 0.96 0.4 0.94 0.6 0.98 0.2 0.95
0.2 0.95 0.6 0.98 0.8 0.99 0.4 0.95
0.2 0.94 0.2 0.81 0.6 0.98 0.2 0.96
0.4 0.83 0.8 0.96 0.8 0.98 0.2 0.95

0 0.94 0.6 0.9 0.4 0.95 0.2 0.91
0.8 0.99 0.4 0.95 0.6 0.96 0 0.88
0.6 0.91 0.2 0.93 0.6 0.98 0.2 0.93
0.6 0.97 0.6 0.98 0.2 0.92 0.6 0.98
0.2 0.95 0.6 0.97 0 0.94 0 0.89
0.4 0.95 0 0.92 0.6 091 0 0.92
0.6 0.9 0.4 0.97 )\ 02 0.96 0.2 0.93
0.6 0.98 0.2 0.89 | =0 0.94 0.6 0.98
0.6 0.98 0471~ 0035 | | Mos| Vw91 0.2 0.89
0.2 0.95 0.2 G081 | 403)/) %094 0.4 0.95
0.2 0.93 0.2 09 = 06 | 1097 0.4 0.93
038 | 09315 | 036 | 09325 | 04 | 0939 | 03 | 0934
~—_ _
—

Average Delivery Ratio
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Figure 5-20 Average Delivery Ratio 1 of Variable Speed during a Phase with Different

Speed.
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Figure 5-21 Average Delivery Ratio 2 of Variable Speed during a Phase with Different

Speed

It is intuitive that the scheduling policy we make at the beginning of a phase may
become invalid much faster as the moving speed of nodes increases. More nodes on the

trees may loss the sent by their parents according to the transmission schedule since
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they are out of transmission range of their parents if they move with a fast speed. The
trend is consistent with our experiment results that the delivery ratio is smaller when
nodes moving faster. However, the delivery ratio of our algorithm still remains 0.93
calculated by delivery ratio 1 or 0.3 calculated by delivery ratio 2. The high delivery
ratio implies our scheduling policy takes a short period of time to transmit data to
destinations before the topology has rapid change. Therefore, delivery ratio can be
considered as another significant metric to test the performance of our algorithm. Also,
according to the following set of graphs, the delivery ratio can be improved and tend to

converge as more phases passed by.

Delivery Ratio 1
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Figure 5-22 Delivery Ratio 1 of Each Phase in the Scenario of Variable Speed during a

Phase with Different Speed
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Figure 5-23 Delivery Ratio 1 of Each Phase in the Scenario of Variable Speed during a

Phase with Speed = 0.7~1.1
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Figure 5-24 Delivery Ratio 2 of Each Phase in the Scenario of Variable Speed during a

Phase with Different Speed
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Figure 5-25 Delivery Ratio 2 of Each Phase in the Scenario of Variable Speed during a

Phase with Speed = 0.5~0.9

. N

o The Experiment Result of the ﬁgerént Change Frequency of Speed

1l A
and Direction : i a5

Table 5-23 Parameters of Variable Speed during a Phase with Different Change

Frequency of Speed and Direction

Number of Nodes Number of Source Nodes
50 3
Density of Destination Nodes Transmission Range
100% 90~100
Number of Time Slots / Phase Number of Iterations / Phase
30 100
Speed
0.1~0.5
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Table 5-24 Experiment Result of Variable Speed during a Phase with Change Frequency

=2,3,4,6
6
Ratio1 | Ratio2 | Ratio1 | Ratio2 | Ratio1 | Ratio 2 | Ratio 1 | Ratio 2
0.986667 | 0.333333 | 0.986667 | 0.333333 |  0.98 0 0973333] 0
1 1 [0913333] 0 10973333 0  |0.946667| 0
0.966667 | 0 096 0333333 1 1 0.98 |0.333333
1 1 0.92 0  |0.973333]0.333333| 0.96 0
0913333 0 1 1 [0946667| 0 0973333 0
0.993333 | 0.666667 | 1 1 10926667| 0  |0.9933330.666667
1 1 0.98 10.333333/0.966667| 0  |0.973333| 0
0.946667| 0 ]0.993333 |0.666667 | 0.993333 | 0.666667 | 0.993333 | 0.666667
0.84 0 1 1 0993333 ]0.666667| 1 1
0.986667 | 0.666667 |  0.98 0  |0.986667|0.333333| 098 |0.333333
1 1 1 1 10.9733330.3333330.973333| 0
1 1 1 1. | 0:986667 | 0.666667 | 0.966667 | 0
1 1 1 ] ] 1 0.98 |0.333333
098 10333333 1 TN AN GR ! 1 1
1 I |0.993333 | 0.66666740:993333 | 0.666667 | 0.986667 | 0.666667
1 1 1 B gl 1 ]0.9933330.666667
1 1 1 1< | 1 1 1
1 1 1 1 1 1 ]0.986667|0.333333
1 1 1 1 10.9866670.333333| 1 1
1 1 1 1 1 1 |0.986667 | 0.666667
0.980667 | 0.7 |0.986333[0.716667 | 0.984 | 0.55 |0.982333|0.433333
— v
—

Average Delivery Ratio
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Table 5-25 Experiment Result of Variable Speed during a Phase with Change Frequency

=10, 15, 30
10 15 30
Ratio 1 Ratio 2 Ratio 1 Ratio 2 Ratio 1 Ratio 2
0.96 0 0.953333 0 0.946667 0
0.973333 0 0.986667 0.333333 0.866667 0
0.953333 0 0.973333 0.333333 0.973333 0
0.98 0 0.953333 0.333333 0.933333 0
0.96 0 0.973333 0.333333 0.973333 0
0.946667 0 0.98 0 0.953333 0.333333
0.986667 0.333333 0.8 0 0.953333 0
0.973333 0.333333 0.966667 0 0.973333 0
0.96 0.333333 0.986667 0.333333 0.986667 0.333333
0.966667 0.333333 0.966667 0 0.973333 0.333333
0.953333 0.333333 0.98 0.333333 0.98 0.666667
0.953333 0.333333 0.953333 0,333333 0.94 0.333333
0.98 0.666667 0.966667 0:666667 0.986667 0.333333
0.986667 0.333333 096 .. 0.333333. 0.98 0
0.92 0 1 _-:ﬂ 111 0.966667 0.333333
0.966667 0.333333 L || r; > 0.886667 0.333333
0.986667 0.666667 0.8933353 0.3'33333 : 0.986667 0.666667
0.973333 0.333333 0.:9.866;67 0:333333 0.98 0.666667
0.98 0.333333 0.993333 | 0666667 0.986667 0.333333
0.98 0.333333 0.986667 0.666667 0.946667 0
0.967 0.25 0.963 0.366667 0.958667 0.233333
S~— I
—

Average Delivery Ratio
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Figure 5-26 Average Delivery Ratio 1 of Variable Speed during a Phase with Different

Change Frequency of Speed,and Direction

Average Delivery

Ratio 2

0.8

0.7
06

%

0.5

0.4
03 1
02

AN

0.1

0

2 3 4 6 10 15 30
Change Frequency of Speed and Direction / Phase

Figure 5-27 Average Delivery Ratio 2 of Variable Speed during a Phase with Different

Change Frequency of Speed and Direction

In this experiment, we increase the change frequency of speed and direction in a

phase to study the effect to delivery ratio. A phase occupies 30 time slots in this scenario
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and the change frequency =10 means that we change the speed and direction of all
nodes once for each of three time slots, which has ten changes in a phase. The inference
is similar with previous experiment that delivery ratio will drop down as the change of
speed and direction is more frequent since the scheduling decision becomes invalid
sooner. Note that delivery ratio may has a small increase as the value exceed some
threshold, for example, change frequency =15 in the graph of delivery ratio 2. The
possible cause is that some nodes gradually move away from each other and turn back
after they reach the edge of the square. The positions of nodes may become closer,
which will lead to the increase of dxelivér'y ratio. In .addi.tion, we also observe the result

of the solution of each phase shown as follows; which. ¢an support our statement that the
N=-14)|
1 -dlf-r:‘:: | .I

; | =
delivery ratio is improved phase.by ph#lsfe. 1 [ {
SN | 1)
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Figure 5-28 Delivery Ratio 1 of Each Phase in the Scenario of Variable Speed during a

Phase with Different Change Frequency of Speed and Direction
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Figure 5-29 Delivery Ratio 1 of Each Phase in the Scenario of Variable Speed during a

Phase with Change Frequency = 4
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Figure 5-30 Delivery Ratio 2 of Each Phase in the Scenario of Variable Speed during a

Phase with Change Frequency = 2, 3, 4
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Figure 5-32 Delivery Ratio 2 of Each Phase in the Scenario of Variable Speed during a

Phase with Change Frequency = 15
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Chapter 6 Conclusion
6.1 Summary

MANET is a challenging environment since the battery resource is limited and
the rapid change of network topology due to the mobility of nodes. In our work, we
focus on the multicasting function which imposes low latency in MANET with multiple
multicast groups, and aim to design an efficient transmission schedule which can
minimize the end-to-end delay for transmitting the data to all intentional destinations
and consume low energy as well.

We formulate this problem as an integér programming problem and propose a

four-stage heuristic based on“the ILagrangean Relaxation technique to solve the

— -
_—
=

complicated scheduling problem- We dqsig-r'_i._'a s¢t of experiment with different scenarios
to evaluate the solution quality of our LR basedl ai:gorithm. The result of computational
experiment indicates that our algorithm has better performance than other algorithms
used for comparison.

We also conduct another experiment in which the scenario is a longer time
interval divided into many small phase. In each phase, our algorithm is executed in
order to satisfy the multicast requests in this phase. The goal of this experiment is to test
the efficiency and practicability since the time our algorithm permitted to run is limited.
It was proved by our experiment result that our algorithm still can derive good solution

quality compared to Shortest Path Tree algorithm with limited computational iterations.

113



6.2 Future Work

Lead Time Transmission time
Wﬁ/\
} | | |

tl t2 t3

In our work, according to the graph above, we compute a transmission schedule
used in the period of transmission time based on the mobility information at the
beginning of this period. The transmission schedule guarantees the delivery of data to
all destinations before the links used for transmission break. And it is implemented until
finishing all multicast requests. In other words, we will not change our scheduling
policy as the time pass by. However; the network eondition is different at each time slots
due to the mobility of nodes. Some linké ﬁ%:l..a.reaks and-some nodes may move into the

1R £
transmission range of other nodes: .This': dynami¢ gpndition may lead to the existence of
better routing or scheduling policy which cén ﬁrovide lower latency. Therefore, one of
the improvements of our work is that the schedule decision in each time slots can be
adjustable dynamically according to the network condition we predict in each time slot,
which can derive better solution. In addition, one of our assumptions is that the nodes
move with constant speed during the period of transmission time. However, in the real
environment, the movement of nodes is more variable. Hence, we can consider the

acceleration or change of speed and direction in any time slots, which can be more close

to the mobility pattern of nodes in ad hoc networks.
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