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摘要

在現今社會指紋識別技術已被廣泛應用於各種領域，包括門禁系統、法醫調

查和海關管控等。然而低品質的指紋影像可能會影響指紋特徵識別的準確度。因

此需要利用指紋影像增強技術來克服這個問題，比如 Gabor 濾波器就是最常見指

紋影像增強技術，而 Gabor 濾波器需要可靠的方向場估算來確保影像增強的效果。

在這篇論文中，我們介紹一種利用灰階強度微分值之指紋方向場估算法，並利用

高斯模糊和高斯雜訊降低指紋影像品質，來檢驗所提出的演算法的準確性和可靠

性。實驗結果顯示，在低品質的指紋影像中，本文所提演算法在指紋方向場估算

的可靠性方面比基於梯度演算法和基於功率頻譜密度演算法更好。尤其是在有雜

訊的指紋影像中，本文演算法指紋方向場估算可靠性比基於梯度演算法和基於功

率頻譜密度演算法分別提高了 6.46％和 32.93％。

關鍵字：指紋、方向場估算、指紋方向場估算-梯度法、Gabor 濾波器
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Abstract

Fingerprint identification technologies are widely used for various applications, in-

cluding access control systems, forensic investigations, and border security. However,

low-quality fingerprint imagesmay affect the accuracy of fingerprint identification. There-

fore, fingerprint image enhancement, such as the Gabor filter, is necessary and the Gabor

filter requires a reliable orientation field estimation to ensure the result of image enhance-

ment. In this study, we introduce an orientation field estimation algorithm based on dif-

ferential values of grayscale intensity and examine the accuracy and reliability of the pro-

posed algorithm by applying it to fingerprint images processed using the Gaussian blurring

and the Gaussian white noise process. The experimental results indicate that the orienta-

tion field estimation reliability of the proposed algorithm is higher than the gradient-based

method and the power spectrum density-based method in low quality fingerprints. The

proposed algorithm is especially useful in noisy fingerprint images, where the orientation

field estimation reliability of the algorithm is 6.46% and 32.93% higher than the gradient-
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based method and the power spectrum density-based method, respectively.

Keywords: Fingerprint, Orientation Field Estimation, The Gradient-based Method, 

The Gabor Filter
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Chapter 1 Introduction

1.1 Introduction

Fingerprints are widely recognized as one of the most effective and reliable personal

identification [1, 19, 23, 35]. Their usefulness arises from two main factors. Firstly, fin-

gerprints are unique and remain unchanged throughout a person’s life, making them an

ideal biometric indicator of an individual’s identity [3, 33]. Secondly, fingerprints have

the highest reliability of all biometric indicators, making them a preferred choice for use

in various fields [8, 29]. Fingerprint identification technology is commonly used in foren-

sic investigations by law enforcement authorities to identify suspects or link evidence to

a specific individual [17, 18]. This is possible because fingerprints leave behind unique

and identifiable impressions on surfaces they come into contact with. The use of finger-

print identification in criminal investigations has proven to be highly effective, leading

to the successful prosecution of many criminals. In addition to forensic investigations,

fingerprint identification technologies are also utilized in other fields, such as border con-

trol and access control systems for secure facilities. In border control, fingerprints can

be used to verify the identity of travelers, while in access control systems, they can be

used to restrict access to authorized personnel only. The unique and immutable nature of

fingerprints, combined with their high reliability, makes them a valuable tool for personal
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identification in various fields, including law enforcement, border control, and access con-

trol systems.

Fingerprint matching is a crucial task in forensic investigations and identification

systems. It involves the extraction of fingerprint features from imaging, which can be

either global or local [11]. However, the accuracy and reliability of these methods heavily

depend on the quality and integrity of the fingerprint images [4, 25]. To improve the

quality of fingerprint images, fingerprint enhancements are often employed, which can

help display the fingerprint features more clearly and extract them more accurately [2,

24]. Various techniques and methods are available for fingerprint enhancement. Current

fingerprint image enhancement algorithms aim to reduce noise and increase contrast in

fingerprint images. Fingerprint enhancements can significantly impact the accuracy of

fingerprint matching, especially when dealing with low-quality or degraded fingerprint

images.

The Gabor filter is a well-known classic algorithm that can effectively enhance fin-

gerprint images [40], also known as a Gabor wavelet or Gabor kernel (refer to Fig 1.1). It

is named after Dennis Gabor, a Nobel Prize-winning physicist who first described this fil-

ter in the 1940s. The Gabor filter is commonly used in computer vision applications such

as image enhancement. It is especially useful for patterns that vary in both orientation

and frequency, such as lines and edges in an image, therefore can help extract fingerprint

features more accurately from degraded fingerprint images, thus enhancing the overall

performance of fingerprint identification systems. The Gabor filter is a type of linear fil-

ter that is designed to mimic the receptive field of simple cells in the visual cortex of

the brain. These cells are known to have specific orientation tuning, which means they

are sensitive to certain orientations of visual stimuli. By using a Gabor filter image pro-
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cessing algorithms can mimic this orientation selectivity, and use it to analyze the spatial

frequency content of an image at different orientations and scales. The Gabor filter is cre-

ated by modulating a Gaussian function with a sinusoidal wave. The Gaussian function

provides the filter with a spatial localization, meaning that it only responds to features

in a small region of the image. The sinusoidal wave provides the filter with a frequency

selectivity, meaning that it only responds to features with a certain spatial frequency.

The Gabor filter have 5 main variables, namely, the wavelength of the sinusoidal

factor, the orientation of the Gabor filter, the phase offset, the standard deviation of the

Gaussian function and the spatial aspect ratio which specifies the ellipticity of the Ga-

bor filter. Among them, the orientation is the most important variable in the Gabor filter

[16, 37]. Accurate orientation field (OF) estimation of fingerprint image is essential pre-

processing step for the Gabor filter. With correct OF of the fingerprint, then we could

pick the suitable Gabor filter (same orientation) from the Gabor filter bank (refer to Fig

1.2) which consists of multiple Gabor filters with different orientations and spatial fre-

quencies. By convoluting the fingerprint image with the suitable Gabor filter, we could

get a enhanced fingerprint image which strength the features, ridge and valley, of the fin-

gerprint. However, incorrect fingerprint OF estimation can lead to significant distortions

in the fingerprint image (refer to Fig 1.3). This is especially true when the estimated ori-

entation is perpendicular to the actual fingerprint orientation [15]. Therefore, it is crucial

to prevent poor estimation of the fingerprint OF to ensure accurate fingerprint image en-

hancing results [13].

Over the past few decades, several methods have been proposed for estimating the

orientation field of fingerprint images. These methods include gradient-based techniques

[5, 21], slit-based methods [30], frequency domain-based estimations [12, 31], learning-
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based models [10, 32], and grayscale intensity variance methods [9, 13, 37]. Among these,

the gradient-based approach is the most widely used method for OF estimation because of

its high resolution, accuracy, and low computational complexity [6, 7, 15, 20, 22, 27, 34,

36–39]. However, the gradient-based method is sensitive to image quality and may fail

to accurately estimate the OF in low-quality fingerprint images [14, 38]. In such cases,

other OF estimation methods, such as the frequency domain-based approach, may be more

suitable. Some researchers claimed that frequency domain-based OF estimation methods,

such as the PSD-based approach, can provide more accurate OF estimation in low-quality

fingerprint images. However, these methods are computationally more demanding than

the gradient-based. Learning-based models, such as deep neural networks, have also been

proposed for OF estimation in fingerprint images. These methods have shown promising

results, but they require large amounts of training data and may not be suitable for low-

resource environments.

In this study, we propose an alternative method to address the limitations of the

gradient-based method for estimating orientation field in low-quality fingerprint images.

Our approach is based on differential values of grayscale intensity and involves only con-

volution calculations to obtain the fingerprint OF estimation field. We demonstrate that

our proposed method is more accurate and reliable than both the classic gradient-based es-

timation and another commonly used OF estimation method, the PSD-based estimation,

in the fingerprint images with the Gaussian blurring and the Gaussian white noise. Our

experimental results support the effectiveness of our proposed method in improving the

accuracy and robustness of OF estimation for low-quality fingerprint images. Overall,

our proposed method offers a promising alternative to the classic gradient-based and the

PSD-based methods in low quality fingerprint images.
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Figure 1.1: Fingerprint image and fingerprint image enhancement with the Gabor filter.
(a) Original fingerprint image; (b) Fingerprint image enhancement with the Gabor filter
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Figure 1.2: Gabor filter bank.
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Figure 1.3: Fingerprint image and fingerprint image distortions with the Gabor filter. (a)
Original fingerprint image; (b) Fingerprint image distortions with the Gabor filter (wrong
orientation)
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1.2 Related methods

1.2.1 The gradient-based method

In the gradient-basedmethods for fingerprint orientation field estimation, the gradient

vectors are computed by using the classic Prewitt or Sobel convolution kernels at each

pixel, denoted as (Gx,Gy) in Cartesian coordinates. These gradient vectors indicate the

directions of the highest variation of grayscale intensity, which are perpendicular to the

edges of the ridge lines in the fingerprint image.

The averaged gradient angle computed from the local gradient vectors in a block is

denoted as ϕ, and the dominant orientation angle θ is orthogonal to ϕ. However, a ridge

line has two edges, and the gradient vectors at both sides of the ridge may be opposite

to each other, leading to cancellation during direct averaging of the gradient angles. To

overcome this issue, the gradient angles should be doubled before averaging, effectively

transforming ϕ into 2ϕ and (ϕ + π) into (2ϕ + 2π), which is equivalent to 2ϕ. In practical

terms, 2ϕ can be represented as the angle of a squared gradient vector (Gsx, Gsy), which

has a specific relationship with (Gx,Gy) according to trigonometric identities.

 Gsx

Gsy

 =

 G2 cos 2ϕ

G2 sin 2ϕ

 =

 G2
(
cos2 ϕ− sin2 ϕ

)
G2(2 sinϕ cosϕ)

 =

 G2
x −G2

y

2GxGy

 (1.1)

The averaged square gradients (Gsx, Gsy) in a block B can be therefore calculated

by:
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 Gsx

Gsy

 =


∑

B Gsx/N∑
B Gsy/N

 =


∑

B

(
G2

x −G2
y

)
/N∑

B 2GxGy/N

 (1.2)

The direction of orientation field for the block B, θB,that is perpendicular to the gra-

dient direction is given by:

θB =
1

2
∠
(
Gsx, Gsy

)
+

π

2

=
1

2
(2ϕ) +

π

2

= ϕ+
π

2

(1.3)

1.2.2 The PSD-based method

The use of 2D Fast Fourier Transform (2D FFT) in fingerprint image analysis is

supported by the observation that clear fingerprints display a periodic stripe pattern. This

pattern arises from the ridge and valley structures of the fingerprint, resulting in alternating

black and white regions in a consistent and repetitive manner. When analyzing a finger-

print image with a unidirectional structure, where fingerprint ridges have a constant width

and distance between them, distinctive sharp peaks appear in the Fourier-transformed im-

age, known as power spectrum density (PSD), with the center of the coordinate system as

the center of symmetry (see Fig 1.4).

The PSD image generated from the 2D FFT of the fingerprint provides valuable infor-

mation about the spatial frequency and orientation of the fingerprint ridges. The distance

of these sharp peaks from the center of the PSD image indicates the spatial frequency,

which relates to the width of the fingerprint ridges. Higher spatial frequencies indicate
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narrower ridges, while lower spatial frequencies indicate wider ridges. Additionally, the

orientation of the peaks in the PSD image is orthogonal to the orientation of the fingerprint

ridges.
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Figure 1.4: Fingerprint images and power spectrum density of fingerprint images. (a) The
fingerprint image-a; (b) The PSD of fingerprint image-a; (c) The fingerprint image-b; (d)
The PSD of fingerprint image-b
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Chapter 2 Methodology

2.1 Differential values of grayscale intensity in each ori-

entation

Fingerprint recognition is a highly effective technology used in various identifica-

tion and security systems. To extract meaningful information from low quality fingerprint

images, improving the quality of fingerprint images is a necessary step and fingerprint en-

hancement, the Gabor filter, are often employed. It is essential to estimate the orientation

field of the fingerprint image for the using of the Gabor filter. In this study, we propose

an efficient algorithm for OF estimation using a simple concept based on drawing straight

lines through the center of the fingerprint image in different orientations.

We start by drawing N straight lines through the center of the image, where N de-

noted as the number of orientations. For instance, we use 16 orientations for the fingerprint

image in Figure 2.1. When the straight lines are orthogonal to the orientation of the fin-

gerprint, the grayscale intensities are more sensitive along the orientation of the lines. In

contrast, if the straight lines are closer to the orientation of fingerprint, the grayscale inten-

sity is less sensitive to changes. We plot the grayscale intensities of the image along each

straight line, resulting in a set of line graphs as shown in Figure 2.2. The x-axis represents

13 doi:10.6342/NTU202302201



the index of each pixel, and the y-axis denoted as the corresponding grayscale intensity of

the pixel.

Next, we compute the value of variances in the grayscale intensity for each orienta-

tion by differentiating the grayscale intensities of each line and taking its sum of absolute

values. Smaller values indicate that the orientation of the straight line is closer to the

orientation of the fingerprint. Based on the smaller variances in grayscale intensities, we

estimate that the orientation of the fingerprint image in Figure 2.2 is approximately 56.25°.

To simplify the calculations, we substitute differential operations with convolution

calculations. In our experimental results, we observe that the performance of the proposed

OF estimation algorithm increases with the number of orientations. However, the com-

putational demand of 32 orientations is much higher than that of 16 orientations since the

convolution kernel size should increase with the number of orientations. Moreover, the

convolution kernel size should not be larger than the pixels between fingerprint ridges

width (about 7 pixels in our fingerprint samples) to ensure image convolution could cal-

culate the differential of the grayscale intensities between ridge and valley of fingerprint.

Therefore, we select 16 orientations for this study to strike a balance between compu-

tational efficiency and accuracy. The number of orientations can be adjusted to trade off

between computational complexity and estimation accuracy. The proposed OF estimation

process is illustrated in Figure 2.3.
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Figure 2.1: Schematic view of 16 orientations of a fingerprint image.
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Figure 2.2: Line graphs of grayscale intensities of straight lines in the 16 orientations
shown in Figure 2.1.
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Figure 2.3: The proposed OF estimation process.
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2.2 Image partition

The first step of our proposed algorithm involves dividing each fingerprint image

into 10 equal parts along both the x and y axes, resulting in 100 blocks of 16 x 16 pixels

per image. The reason why we divide fingerprint image into 100 blocks of 16 x 16 pixels

is that we must ensure that blocks size is larger than the gap between the ridge of the

fingerprint (the gap is about 7 pixels) and contains a complete ridge and valley of the

fingerprint at least. The schematic view of fingerprint image partition is shown in Figure

2.4.
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Figure 2.4: Schematic view of fingerprint image partition.
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2.3 Image convolution

The second step of the proposed algorithm for estimating the orientation field of fin-

gerprint images involves performing a convolution calculation on each of the 100 blocks

obtained from the first step. Equation 2.1 describes the convolution calculation used,

where g represents the grayscale intensity of the image, k is the convolution kernel, f is

the convolution result, and m, n denoted as the center pixel to perform convolution and

i and j denoted as the corresponding pixels covered in the kernel. M, N denoted as the

size of fingerprint image, and I, J denoted as the size of kernel. Figure 2.5 shows a ex-

ample of image convolution process. To perform the convolution calculation, 16 kernels

of 5 x 5 are used, with each kernel representing a different orientation. These orientations

have an angular difference of 11.25 degrees, which is consistent with the common Gabor

filter bank[26, 28]. The result of the convolution calculation is related to the differential

grayscale intensity in each orientation. Figure 2.6 shows the convolution kernels of the

16 orientations. For a 2D function f (x,y), the partial differential equation is described in

Equation 2.2. However, for discrete data, we can approximate this equation using finite

differences, as shown in Equation 2.3. Then, we discuss the Prewitt filter, which com-

prises two convolution kernels of size 3 x 3 each, as shown in Figure 2.7. These kernels

are specifically designed to detect horizontal and vertical edges and can be applied inde-

pendently to determine the gradient component in each orientation (as Gx and Gy). This is

equivalent to the partial differential results for 2D images (Equation 2.3). Therefore, we

could utilize this concept to calculate the differential using convolution in our proposed

algorithm.
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f [m,n] = g[m,n] ∗ k[m,n]

=
∑
J

∑
I

g[i, j] · k[i−m, j − n]

(2.1)

∂f(x, y)

∂x
= lim

ε→0

f(x+ ε, y)− f(x, y)

ε

∂f(x, y)

∂y
= lim

ε→0

f(x, y + ε)− f(x, y)

ε

(2.2)

∂f(x, y)

∂x
= Gx ≈ f(x+ 1, y)− f(x, y)

1

∂f(x, y)

∂y
= Gy ≈

f(x, y + 1)− f(x, y)

1

(2.3)
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f [2, 3] =
∑
j

∑
i

g[i, j] · h[i− 2, j − 3]

=g[1, 2] · h[−1,−1] + g[2, 2] · h[0,−1] + g[3, 2] · h[1,−1]

+ g[1, 3] · h[−1, 0] + g[2, 3] · h[0, 0] + g[3, 3] · h[1, 0]
+ g[1, 4] · h[−1, 1] + g[2, 4] · h[0, 1] + g[3, 4] · h[1, 1]

=1 · 1 + 1 · 1 + 1 · 1
+ 0 · 1 + 0 · 1 + 0 · 1
+ (−1) · 0 + (−1) · 0 + (−1) · 0

=3

Figure 2.5: A example of image convolution process.
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Figure 2.6: The convolution kernels of the 16 orientations.
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Figure 2.7: The Prewitt filter kernels. (a) Kernel of Gx; (b) Kernel of Gy
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2.4 Orientation field estimation (index, matrices)

In the third step of the proposed algorithm for estimating the orientation field of

fingerprint images, the sum of the absolute grayscale intensities for each block after con-

volution is computed. This sum is represented as F for all 16 orientations (kernels). The

minimum F value is then determined using Equation 2.4. A higher F value indicates more

variances in grayscale intensity in the orientation and more orthogonal orientation relative

to the fingerprint orientation. Conversely, a lower F value implies greater parallelism with

the fingerprint orientation.

To estimate the orientation field, the two minimum F values are weighted, and their

weighted average is computed using Equation 2.5, because we want to improve the accu-

racy of fingerprint orientation field estimation, rather than being limited to only 16 orien-

tations.

F =
∑
N

∑
M

|f [m,n]|

Fmin = min (F1, F2, F3, · · ·F16)

(2.4)

OFweighted average = OFmin 1 ×
1

Fmin 1
1

Fmin 1
+ 1

Fmin 2

+OFmin 2 ×
1

Fmin 2
1

Fmin 1
+ 1

Fmin 2

(2.5)

2.5 Image reconstruction

The proposed algorithm entails a fourth step that involves assembling the 100 indi-

vidual blocks to generate the estimated fingerprint OF for the whole fingerprint image.
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This step serves to create a comprehensive representation of the entire fingerprint for fur-

ther analysis. The resulting OF is illustrated in Figure 2.8, which depicts both the original

fingerprint image and the estimated fingerprint OF. The process of image reconstruction

is a important aspect of the algorithm as it ensures that the reconstructed image is a faithful

representation of the original fingerprint and could verify the accuracy of the orientation

field estimation of fingerprints.
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Figure 2.8: Fingerprint image and fingerprint OF.
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Chapter 3 Experiments and Results

This study presents three experiments aimed at evaluating the accuracy and relia-

bility of a proposed algorithm for estimating orientation field in fingerprint images. The

experiments involve comparing the results of the proposed algorithm with the classic OF

gradient-based and the PSD-based methods.

Experiment 1 evaluates the accuracy of the proposed algorithm by selecting 15 clear

fingerprint images (as shown in Figure 3.1a), calculating the OF estimations using the pro-

posed algorithm, and comparing the results with the classic gradient-based and the PSD-

based methods. The experiment validates that the proposed algorithm produces accurate

OF estimations for clear fingerprint images.

Experiment 2 evaluates the accuracy of the proposed algorithm in blurred fingerprint

images. The Gaussian blurring is performed on each fingerprint image (as shown in Figure

3.1b), and the OF estimations of the original and blurred fingerprint images are calculated

using the proposed algorithm, the gradient-basedmethod, and the PSD-basedmethod. The

experiment validates that the proposed algorithm is reliable in estimating OF in blurred

fingerprint images.

Experiment 3 evaluates the accuracy of the proposed algorithm in noisy fingerprint

images. The Gaussian white noise is added to each fingerprint image (as shown in Figure
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3.1c), and the OF estimations of the original and noisy fingerprint images are calculated

using the proposed algorithm, the gradient-based method, and the PSD-based method.

The experiment validates that the proposed algorithm is reliable in estimating OF in noisy

fingerprint images.

we also utilize statistical tool, correlation analysis to validate the accuracy and reli-

ability of our proposed OF estimation algorithm. The correlation coefficient, denoted as

”r”, is a widely used statistical measurement that quantifies the strength and direction of

the linear relationship between two variables. It is calculated using statistical methods,

such as the Pearson’s correlation coefficient, and is a numerical value that ranges between

-1 and 1. A positive correlation coefficient (r > 0) indicates a positive linear relationship

between the two variables. This means that as one variable increases, the other variable

tends to increase as well, and as one variable decreases, the other variable tends to decrease

as well. For example, in a study investigating the relationship between age and income,

a positive correlation coefficient would suggest that as age increases, income tends to in-

crease as well. On the other hand, a negative correlation coefficient (r < 0) indicates a

negative linear relationship between the two variables. This means that as one variable

increases, the other variable tends to decrease. For example, in a study examining the

relationship between temperature and hot coffee, a negative correlation coefficient would

suggest that as temperature increases, hot coffee sales tend to decrease. A correlation

coefficient of 0 (r = 0) indicates no linear relationship between the two variables. This

means that changes in one variable are not associated with changes in the other variable.

However, it is important to note that even when the correlation coefficient is 0, there may

still be other types of relationships between the variables that are not captured by the lin-

ear correlation coefficient. The magnitude of the correlation coefficient (i.e., how close it
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is to -1 or 1) reflects the strength of the relationship. A correlation coefficient of -1 or 1

indicates a perfect linear relationship, where all data points fall exactly on a straight line.

All the algorithms are developed and implemented in LabVIEW (short for Laboratory

Virtual Instrument Engineering Workbench) which is a powerful graphical programming

language and development environment used for creating custom applications that control

and automate laboratory equipment and processes. Developed by National Instruments in

1986, LabVIEWhas become a popular tool in many fields, including engineering, physics,

biology, chemistry, and more. The language is based on a dataflow programming model,

which means that program execution is determined by the flow of data through a set of

interconnected nodes, rather than by explicit program instructions. LabVIEW’s unique

graphical user interface (GUI) allows users to create programs by dragging and dropping

graphical icons representing functions, data structures, and control flow structures. These

icons are connected together using wires, which carry data and signals between the differ-

ent parts of the program. The resulting program, or VI (Virtual Instrument), can be run on

a computer or deployed to a variety of hardware platforms, including embedded systems

and data acquisition devices.

The LabVIEW VDM (Vision Development Module) is a software module of Lab-

VIEW that helps us develop machine vision algorithm and found to be suitable for our

study. Using LabVIEW VDM helps the creation of our proposed fingerprint OF estima-

tion algorithm, because the LabVIEW VDM intuitive user interface and comprehensive

library of pre-built machine vision functions also allowed for streamlined development and

faster prototyping of algorithms. These are the reasons why we develop our fingerprint

OF estimation algorithm with LabVIEW and our source code of the proposed algorithm

(partial) and GUI as shown in Figure 3.2.

31 doi:10.6342/NTU202302201



Figure 3.1: Fingerprint image samples for experiments: (a) Original Sample; (b) Blurred
Sample; (c) Noisy Sample

32 doi:10.6342/NTU202302201



Figure 3.2: LabVIEW source code and GUI: (a) Source code; (b) GUI
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3.1 Database

In this study, we use the fingerprint data of volunteers, which are captured with an

OLED panel display image sensor. These fingerprint images are only used for orientation

field estimation, which is explained to the study participants. No personal information

such as age, gender, and name, are collected from the volunteers. The study dataset in-

cluded 2520 images (126 finger samples, with 20 elements each). The resolution of each

sample is 160 × 160 pixels.

3.2 Experiment 1: Accuracy assessment in clear finger-

print images

In this study, we propose a new algorithm for estimating the OF of fingerprints and

compare its accuracy to two commonly used methods - the gradient-based method and

the PSD-based method. We conducte an experiment using 15 fingerprint images from our

study database and compute the OF using the three methods. The results are compared,

and we find that our proposed algorithm’s OF estimation is similar to that of the gradient-

based method, whereas the PSD-based method has more differences with the gradient-

based method.

To evaluate the accuracy of the three methods, we compare the deviation of the esti-

mated OF from the actual OF in 1,500 blocks of the 15 fingerprint images. From Figure

3.3, We could find that our proposed algorithm has a deviation of more than 20 degrees

in 67 blocks, while the PSD-based method has a deviation of more than 20 degrees in 119

blocks. We considere these deviations as misinterpretations, and we calculate the accu-
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racy rate of our proposed algorithm and the PSD-based method. We find that the accuracy

rate of our proposed algorithm is 95.53%, which is higher than the 92.06% accuracy rate

for the PSD-based method. This indicates that our proposed algorithm is a more reliable

and accurate method for estimating the OF of clear fingerprints.

We also analyze the error blocks in the fingerprints and find that they are primarily

concentrated around the edges of the fingerprint (as shown in Figure 3.4). This is not

surprising, as the edges of the fingerprints tend to have the lowest image quality, which

makes it more challenging to obtain accurate data. Furthermore, we find that the core area

of the fingerprint, which is a semi-circle or an arc, lacks obvious orientations, making it

difficult to define the orientation of the overall fingerprint in those core blocks.

At last, we conducte a correlation coefficient analysis to compare the three meth-

ods. We find that our proposed algorithm shows a strong positive correlation (r = 0.909)

with the gradient-based method, indicating that the two methods are highly correlated. In

comparison, the correlation coefficient between the PSD-based method and the gradient-

based method is found to be 0.755, which is lower than the correlation coefficient between

the proposed algorithm and the gradient-based method. These findings further support the

conclusion that our proposed algorithm is a more reliable and accurate method for estimat-

ing the OF of clear fingerprints. From Figure 3.5, OF estimation of each fingerprint block

on clear fingerprint images, we could confirm the result about correlation coefficient anal-

ysis as well, the trend is close between the the proposed algorithm and the gradient-based

method.
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Figure 3.3: Deviations in the estimated OF between the proposed method/the PSD-based
method and the gradient-based method on clear fingerprint images (1,500 blocks).
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Figure 3.4: Deviations in the estimated OF between the proposed method/the PSD-based
method and the gradient-based method on clear fingerprint images (1,500 blocks) by lo-
cation.
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Figure 3.5: OF estimation of each fingerprint block on clear fingerprint images using the
proposed method, the gradient-based method and the PSD-based method (1,500 blocks).
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3.3 Experiment 2: Accuracy assessment in blurred fin-

gerprint images

The reliability of the proposed OF estimation algorithm on blurred fingerprint images

is tested in this study. The Gaussian blurring is applied to 15 fingerprint images selected

in Experiment 1 using a 7x7 Gaussian kernel. The proposed algorithm, the gradient-based

method, and the PSD-based method are used to calculate the estimated OF of both the

original (clear) and blurred fingerprint images. The results are compared to determine

the reliability of the proposed algorithm on blurred images. The Gaussian blurring is a

nonuniform low-pass filter that blurs the details of an image but preserves low spatial

frequencies and reduces image noise. It is achieved by convoluting an image with a 7x7

Gaussian kernel. The 7x7 Gaussian kernel used in this study is shown in Figure 3.6.

The histograms of the results (shown in Figure 3.7) indicate that the estimated OF

results of the clear and blurred fingerprint images calculated by the proposed algorithm dif-

fers only slightly. The proposed algorithm produces an accuracy rate of 99.53%, with only

7 blocks having an orientation deviation of more than 20 degrees. The average orientation

deviation is 1.81°, and the correlation coefficient is 0.995. These results demonstrate the

reliability of the proposed algorithm for estimating OF in blurred fingerprint images.

In contrast, the OF estimation results of the gradient-based method for clear and

blurred fingerprint images resulted in 13 blocks with an orientation deviation of more

than 20 degrees, indicating an accuracy rate of 99.13%. The average orientation deviation

is 2.18°, and the correlation coefficient is 0.978. The PSD-based OF estimation results of

the clear and blurred fingerprint images result in 126 blocks with an orientation deviation
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of more than 20 degrees, an accuracy rate of 91.6%, an average orientation deviation of

6.92°, and the correlation coefficient is 0.868. As shown in Figure 3.8 - 3.10, OF esti-

mation of each fingerprint block on blurred fingerprint images, the correlation coefficient

analysis also confirms that the orientation field estimation results in the proposed algo-

rithm and the gradient-based method both show a close trend between clear and blurred

fingerprints, however, there is a slight difference observed in the orientation field estima-

tion results between clear and blurring fingerprints in the PSD-based method.

In conclusion, the proposed algorithm shows promising results in estimating OF in

blurred fingerprint images. Its accuracy rate is high, and its orientation deviation and

correlation coefficient are both good, indicating that it produces reliable and consistent

results. This experiment provides evidence that the proposed algorithm can be used in real-

world scenarios where fingerprint images may be blurred due to environmental factors or

poor image quality. The study’s results demonstrate that it outperforms the gradient-based

and the PSD-based methods in blurred fingerprint images.
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Figure 3.6: The Gaussian blurring kernel.
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Figure 3.7: Deviations in estimated OF between clear and blurred fingerprint images
(1,500 blocks).
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Figure 3.8: OF estimation of each fingerprint block on blurred fingerprint images using
the proposed method (1,500 blocks).
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Figure 3.9: OF estimation of each fingerprint block on blurred fingerprint images using
the gradient-based method (1,500 blocks).
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Figure 3.10: OF estimation of each fingerprint block on blurred fingerprint images using
the PSD-based method (1,500 blocks).
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3.4 Experiment 3: Accuracy assessment in noisy finger-

print images

To assess the reliability of the proposed OF estimation algorithm in noisy fingerprint

images, an experiment is conducted on 15 selected fingerprint images. The Gaussian

white noise process, a technique used to add random noise values from a the Gaussian

distribution to an image, is applied to these 15 fingerprint images. Then we estimate the

OF of the original (clear) and noisy images using the proposed algorithm, the gradient-

based method, and the PSD-based method. The purpose of the experiment is to compare

the results of all three methods and determine the reliability of the proposed algorithm in

noisy fingerprint images.

The results of the experiment, displayed in Figure 3.11, show that the estimated OF

results of clear and noisy fingerprint images differ significantly more than the blurred

fingerprints in Experiment 2 for all three algorithms. However, the proposed algorithm

outperforms the gradient-based and the PSD-based methods in OF estimation in noisy

fingerprint images. The proposed algorithm has 383 blocks with an orientation deviation

of over 20 degrees, giving it an accuracy rate of 74.46%, an average orientation deviation

of 13.86°, and a correlation coefficient of 0.898. The gradient-based method produces

480 blocks with an orientation deviation of more than 20 degrees, resulting in an accuracy

rate of 68%, an average orientation deviation of 21.79°, and a correlation coefficient of

0.661. The PSD-based method produces 877 blocks with an orientation deviation of more

than 20 degrees, an accuracy rate of 41.53%, an average orientation deviation of 42.19°,

and a correlation coefficient of 0.236. The observation from Figure 3.12 - 3.14, which

displays the orientation field estimation of each fingerprint block on the clear and noisy
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fingerprint images, reveals that the trends in the clear and noisy fingerprints orientation

field estimation diverge significantly in all three algorithms. However, it is evident that the

difference between the results of clear and noisy fingerprints orientation field estimation

in the proposed algorithm is notably smaller compared to the other methods.

In conclusion, the experiment shows that the proposed algorithm is reliable for esti-

mating OF in noisy fingerprint images. The proposed algorithm outperforms the gradient-

based and the PSD-based methods in OF estimation in noisy fingerprint images. Table 1

and Table 2 compare the performance and positive/negative aspects of the proposed algo-

rithm and the two classic OF estimation methods.
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Figure 3.11: Deviations in estimatedOF between clear and noisy fingerprint images (1,500
blocks).
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Figure 3.12: OF estimation of each fingerprint block on noisy fingerprint images using
the proposed method (1,500 blocks).
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Figure 3.13: OF estimation of each fingerprint block on noisy fingerprint images using
the gradient-based method (1,500 blocks).
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Figure 3.14: OF estimation of each fingerprint block on noisy fingerprint images using
the PSD-based method (1,500 blocks).
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Table 3.1: The performance of the proposed OF estimation method, the gradient-based
method, and the PSD-based method on blurred and noisy fingerprint images.

The Proposed OF The gradients-based OF The PSD-based OF
estimation estimation estimation

Numbers of
Deviations > 20° 7 13 126

in blurred
fingerprint images

Accuracy
in blurred 99.53% 99.13% 91.6%

fingerprint images
Average deviations

in blurred 1.81° 2.18° 6.92°
fingerprint images

Correlation coefficient
between clear and blurred 0.995 0.978 0.868

fingerprint images
Numbers of

Deviations > 20° 383 480 877
in noisy

fingerprint images
Accuracy
in noisy 74.46% 68% 41.53%

fingerprint images
Average deviations

in noisy 13.86° 21.79° 42.19°
fingerprint images

Correlation coefficient
between clear and noisy 0.868 0.661 0.236

fingerprint images
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Table 3.2: Advantages and disadvantages of the proposed method and the classic OF es-
timation methods.

The Proposed OF The gradients-based OF The PSD-based OF
estimation method estimation method estimation method

Advantages Much higher reliability High accuracy and Lower computational
in blurred and noisy resolution in time than the
fingerprint images clear fingerprint images proposed algorithm.

Disadvantages Longer Lower reliability Worst reliability
computational time in blurred and noisy in blurred and noisy

demand fingerprint images fingerprint images
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Chapter 4 Conclusions

Fingerprint identification technologies are widely used for various applications, in-

cluding access control systems, forensic investigations, and border security. However,

low-quality fingerprint images often inhibit accurate fingerprint feature extraction, classi-

fication, and recognition. Therefore, advanced image processing techniques, such as the

Gabor filter, are necessary for enhancing image sharpness and reducing noise in finger-

print images. These techniques require a reliable orientation field estimation.

In this study, we propose an effective fingerprint OF estimation method based on

grayscale intensity. We conduct experiments to compare the proposed OF estimation al-

gorithm with the gradient-based method and the PSD-based method, which are commonly

used for OF estimation. Our experimental results in clear fingerprint images show that the

orientation field estimated by the proposed OF estimation algorithm and the gradient-

based method are similar, with only 67 blocks out of a total of 1,500 blocks showing a de-

viation of more than 20 degrees between the two results. The proposed algorithm achieves

a higher accuracy rate of 95.53% compared to the result of the PSD-based method which

is 92.06%.

Furthermore, we test the reliability of the proposed OF estimation method in blurred

and noisy fingerprint images, which often occur in real-world scenarios. In blurred fin-
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gerprint images, the OF estimation reliability of the proposed method is 0.4% and 7.93%

higher than the gradient-based method and the PSD-based method, respectively. In noisy

fingerprint images, the OF estimation reliability of the proposed method is 6.46% and

32.93% higher than the gradient-based method and the PSD-based method, respectively.

These results suggest that the proposed algorithm is much more reliable in estimating OF

in blurred and noisy fingerprint images than the two commonly used methods.

We attribute the efficient performance in low quality fingerprint images of the pro-

posed algorithm to the fact that it uses convolution to obtain OF, which uses only addition

and multiplication, whereas The gradient-based method requires gradient calculation to

obtain OF, where the gradient calculation involves division and makes it more susceptible

to noises.

In conclusion, our proposed fingerprint OF estimation method based on grayscale in-

tensity achieved high accuracy and reliability in estimating OF in both blurred and noisy

fingerprint images. This method has the potential to improve the performance of finger-

print recognition systems, especially in real-world scenarios where image quality is often

compromised.
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Chapter 5 Future Work

In our study, we conduct a comprehensive comparison between the proposed orien-

tation field estimation algorithm and classical methods, namely the gradient-based and the 

PSD-based methods. We design and conduct a series of experiments to evaluate the accu-

racy and reliability of the different algorithms, particularly under challenging conditions 

such as blurred and noisy fingerprints.

The results of our experiments confirm that our proposed OF estimation algorithm 

outperforms the classical algorithms in terms of reliability for lower quality fingerprints. 

We observe that our method consistently produces more accurate and robust OF estimates, 

even in the presence of blurring or noise in the fingerprint images. However, despite 

these promising results, the discussion on the underlying reasons behind the observed 

improvements is not yet complete and requires further investigation.

In our future work, we plan to conduct additional experiments to propose clearer 

explanations for the observed improvements in our method’s performance. This could in-

volve conducting further analyses of the algorithm’s mathematical properties, investigat-

ing the effects of varying parameter settings, and examining the algorithm’s performance 

on different datasets. We also plan to compare our method with other state-of-the-art OF 

estimation algorithms, including those based on deep learning techniques.
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Furthermore, considering the rapid advancements in AI technology, particularly in

the field of deep learning, we aim to explore the development of a deep learning-based

approach for fingerprints OF estimation in our future work. Deep learning techniques,

such as convolutional neural networks (CNNs), have shown great potential in various im-

age processing tasks, including fingerprint analysis. By leveraging the power of deep

learning, we plan to develop a deep learning-based approach for fingerprints orientation

field estimation. To validate the strengths and weaknesses of deep learning-based ap-

proach, compared to traditional algorithms, we plan to conduct rigorous experiments on

large datasets, including diverse fingerprint images with varying quality levels. This will

allow us to thoroughly evaluate the performance of deep learning-based approaches, as-

sess their limitations, and gain insights into their potential applications in fingerprints OF

estimation.
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