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Abstract

We deeply study the Lp boundedness of the generalization of Polyno-
mial Carleson Operator. Our main contributions, comparing to previous
works done by Victor Lie and by Pavel Zorin-Kranich, are to verify de-
tails with explicit constructions, modify some part with language of Sparse
Dominance, and provide a heuristic interpretation about the whole treat-
ment in general.
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1 Introduction

There are three major themes in Harmonic Analysis that ordinary tools in Real
Analysis are weak against:

Singular ⇒ Singular Integral Operator

Maximal ⇒ Hardy-Littlewood Maximal Operator

Oscillatory ⇒ Fourier Integral Operator.

Still, mathematicians have developed tools for individual class of operators
and have gained fruitful understanding. Before becoming overly optimistic, how-
ever, what if there is an instance where the three themes combine together?

Definition 1.0.1 (Carleson Operator).

Cf(·) := sup
N∈R

∣∣∣∣p.v.ˆ eiNy

· − y
f(y)dy

∣∣∣∣ .
2
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Indeed, we see that there are:

• Singularity in the integral kernel 1
·−y .

• Pointwise maximal in the evaluation.

• Oscillation within the integral.

Naturally, we can not expect the tools designed for one particular theme to
be effective against such operator. Maybe, we just need to combine all the
tools in a smart ways. Additionally, we better do so in a way that separate
different features from different themes so that each individual tools can
shine. In hindsight, the missing glue to stick all the tools together is Time-
Frequency Analysis. While, the participation of sparse dominance is a
pleasant surprise.

Of course, this operator is not something mathematicians conjure up just
for fun. To convince the reader that such type of operators arises naturally, we
first introduce some notions.

1.1 Basic Notions

As a preparation for stating the main result, we introduce some definitions and
notations. Throughout this thesis, we only work under Euclidean setting (RD).

Definition 1.1.1.

Qd := {q ∈ R[x1][x2] · · · [xD] | degq ≤ d}

Definition 1.1.2 (Standard Kernel).
Given K : RD×RD → C, we say K is a Standard Kernel if given x, y ∈ RD,
we have ”Size Control”:

|K(x, y)| . ‖x− y‖−D.

Furthermore, there’s τ ∈ (0, 1] such that for ∆ ∈ RD satisfying ‖∆‖
‖x−y‖ ≤

1
2 , we

also have ”τ-Hölder Type Control”:

|K(x+ ·, y)
∣∣∣∆
0
|+ |K(x, y + ·)

∣∣∣∆
0
| . (‖∆‖/‖x− y‖)τ

‖x− y‖D
.

Definition 1.1.3 (Calderon-Zygmund Operator).
Given T ∈ BL(L2, L2), we say T is a Calderon-Zygmund Operator (CZO) if it’s
associated to a standard kernel K in the following sense:

∀f, g ∈ C∞c , suppf ∩ suppg = ∅⇒ 〈Tf, g〉 =

ˆ
K(x, y)f(y)g(x)dxdy.

Remark. Kernel determines a CZO up to a difference of Multiplication Opera-
tor. That is: Given T, S ∈ BL(L2, L2) be a pair of CZOs, if T, S are associated
to the same kernel, then

∃m ∈ L∞ s.t. ∀f ∈ L2, T f − Sf = mf.

3
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For the rest of the thesis, we fix T ∈ BL(L2, L2) a CZO, denote the corre-
sponding kenerl as K(·, ·), and use f ∈ C∞c to denote a generic function. Now,
we introduce some related operators.

Definition 1.1.4 (Singular Integral Operator).
If the kernel satisfies additional regularity condition:

∀′x ∈ RD, lim
ε→0+

ˆ
ε≤‖x−y‖≤1

K(x, y)dy exists,

the following limit:

lim
ε→0+

ˆ
ε≤‖·−y‖

K(·, y)f(y)dy

actually defines a CZO associated to K. We call this particular type of CZO
Singular Integral Operator.

Definition 1.1.5 (Maximal Truncated CZO).

T∗f(·) := sup
r<R

∣∣∣∣∣
ˆ
r≤‖·−y‖<R

K(·, y)f(y)dy

∣∣∣∣∣ .
Definition 1.1.6 (Maximal Operator).

Mrf(·) := sup
B3·
|f |B,r

where B denotes a cube and |f |B,r :=
(ffl
B
|f |rdµ

)1/r
with r ∈ [1,∞) and µ

the Lebesgue measure. Notice that Hardy-Littlewood Maximal Operator is
essentially the case when r = 1. For convenience, we write:

Mf := M1f and |f |B := |f |B,1 .

Definition 1.1.7 (Polynomial Modulation Invariant CZO).

Cdf(·) := sup
q∈Qd

∣∣T (eiqf)(·)
∣∣

Definition 1.1.8 (Maximal Truncated Polynomial Modulation Invariant CZO).

Cd∗f(·) := sup
q∈Qd

T∗(e
iqf)(·)

Observation. Due to a version of Cotlar’s Inequality([Duo+01]Lemma 5.15),
we always have:

T∗f .MTf +Mf,

and thus,
Cd∗f .MCdf +Mf.

As a result, boundedness of Cd implies boundedness of Cd∗.

4
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1.2 Motivation

We provide some instances where considering such type of operators are relevant.

• Pointwise a.e. Convergence of Fourier Series: In 1915, Luzin con-
jectured that the Foruier series of a L2 function converges almost ev-
erywhere to the function itself. The result is proved fifty years afterward.

Theorem 1.2.1 (Carleson’s Theorem).
Qualitative statement:(Lennart Carleson, 1966 [Car66])

The Fourier Series of L2 function converge a.e. to itself.

Quantitative statement:(Charles Fefferman, 1973 [Fef73])

T be Hilbert Transform on T, ‖C1f‖L1(T) . ‖f‖L2(T).

The original proof was quite complicated. It was not until 1973 that
Fefferman gave a much elegant proof on the quantitative equivalence based
on Stein Maximal Principle and ideas of Time-Frequency Analysis.

• Constant Coefficient PDE: We provide the most elementary case:
Heat equation to illustrate the idea.{

ut(x, t)−∆xu(x, t) = f(x, t), t > 0

u(x, 0) = u0(x),

Due to the linearity of the equation, we reduce to solve the following two
sets of equation:

{
ut(x, t)−∆xu(x, t) = 0, t > 0

u(x, 0) = u0(x)
homogeneous

{
ut(x, t)−∆xu(x, t) = f(x, t), t > 0

u(x, 0) = 0
non-homogeneous.

Suppose we have understood how the regularity of the initial data u0

affects the regularity of the solution u of the homogeneous equation.
We now proceed to investigate how the non-homogeneous term f af-
fects the regularity of the solution u in the sense of Sobolev space
language. To do so, we first assume the following stronger condition:
Given u(·, ·), f(·, ·) ∈ S(RD × R) that vanishes for t ≤ ε with some ε > 0,

ut(x, t)−∆xu(x, t) = f(x, t)

Fourier⇐⇒
(
2πiτ + 4π2|ξ|2

)
û(ξ, τ) = f̂(ξ, τ)

By defining m(ξ, τ) := 2πiτ
2πiτ+4π2|ξ|2 and setting

Ltf := F−1 (mF(f)) ,

5
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we expect Ltf to solve ut. Notice that m(λξ, λ2τ) = m(ξ, τ), thus by
setting K := F−1(m), we have:

K(λx, λ2t) = λ−D−2K(x, t).

As we expand Ltf :

Ltf(·) := K ∗ f(·)

=

ˆ
R+

ρD+2

ˆ
SD

K(ρx, ρ2t)f(· − (ρx, ρ2t))J(x, t)d(x, t)
dρ

ρ

=

ˆ
SD

K(x, t)J(x, t)

ˆ
R+

f(· − (ρx, ρ2t))
dρ

ρ
d(x, t),

we reduce to control the following operator:

Definition 1.2.2 (Hilbert Transform Along Paraboloid).

H(y,s)f(x, t) := p.v.

ˆ
R
f((x, t)− (ρy, ρ2s))

dρ

ρ

Denoting Fourier on (x̃, t) := (x2, x3, · · · , xD, t)” as F̃, we deduce:

F̃
(
H(y,s)f

)
(·, ξ̃, τ) = p.v.

ˆ
R
e−2πi(ρ2τs+ρξ̃·ỹ)F̃f(· − ρy1, ξ̃, τ)

dρ

ρ
,

which can be controlled by C2 with T be Hilbert Transform:∣∣∣F̃ (H(y,s)f
)

(·, ξ̃, τ)
∣∣∣ . C2F̃f(·, ξ̃, τ).

If we have ‖C2f‖L2 . ‖f‖L2 , then using the tensor product structure
of the product measure and Plancherel theorem, we have:

∵
∥∥∥F̃ (H(y,s)f

)
(·, ξ̃, τ)

∥∥∥
L2
.
∥∥∥F̃f(·, ξ̃, τ)

∥∥∥
L2

∴
∥∥H(y,s)f

∥∥
L2 =

∥∥∥F̃ (H(y,s)f
)∥∥∥
L2
.
∥∥∥F̃f∥∥∥

L2
= ‖f‖L2 .

This implies that ‖Ltf‖L2 . ‖f‖L2 . (There is an analogous statement for
∆xu.) As a result, we can use density argument to infer that:

∀f ∈ L2(RD×R+), ∃u solving the equation s.t. ut, ∆xu ∈ L2(RD×R+),

which can be easily translated to Sobolev space language.

Remark. If D = 1, the linear term in the modulation vanishes. This
case is covered by Stein and Wainger’s result in [SW01]

• Modulation Symmetries: An operator may possess certain symmetry.
One such instance is polynomial modulation symmetry. We expect
that understanding Cd and Cd∗ paves the way to the understanding of
some more complicated operators.

6
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– Explicit Polynomial Modulation Invariance: (Hard but have result
on Lp → Lp boundedness.)

q ∈ Qd =⇒

{
Cd
(
eiqf

)
= Cd (f)

Cd∗
(
eiqf

)
= Cd∗ (f)

– Implicit Polynomial Modulation Symmetry: (No good result on
the boundedness of the operator for n > 2)

H−→α (fj)
n
j=1 (·) : = p.v.

ˆ
R

n∏
j=1

fj(· − αjt)
dt

t

n∑
j=1

qj(· − αjt) = q(·) =⇒ H−→α
(
eiqjfj

)n
j=1

= eiqH−→α (fj)
n
j=1

Indeed, inspired by Fefferman’s proof on the boundedness of C1, Thiele
and Lacey came up with a much elegant argument using the same
philosophy to prove the boundedness of H(1,−1):

Theorem 1.2.3 (Christoph Thiele & Michael Lacey, 1997 [LT97]).
∀p, q, r ∈ (2,∞) such that 1

p + 1
q + 1

r = 1,

|〈H(1,−1)(f, g), h〉| .
p,q,r
‖f‖Lp‖g‖Lq‖h‖Lr .

Later on, they notice the similarity (similar modulation symmetry)
between C1 and H(1,−1) and use their method to prove:

Theorem 1.2.4 (Christoph Thiele & Michael Lacey, 2000 [LT00]).

‖C1f‖L2,∞ . ‖f‖L2 , where T is Hilbert Transform.

It is tempting to believe that there is an implicit correspondence:

Cdf, Cd∗f
⇐=
=⇒ H−→α (fj)

n
j=1 .

However, there must be some missing links between the two scenarios.
To elaborate, we present some of the differences:

(=⇒) We need to find a way to convert the multilinear nature of the
operator into products of linear structures. Additionally, we bet-
ter extract the implicit modulation symmetry into the form of
explicit modulation invariance.

(⇐=) The conversion of C1 into H(1,−1)-like operator, relies on the Fourier
correspondence between linear modulation and translation.
There is no good notion for polynomial modulation.

7
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• Detection of the Singularity: It is an idea from one of my colleagues.
Let us compare 1

· and 1
|·| and its corresponding operators:{
Hf(·) := p.v

´
1
·−yf(y)dy

Xf(·) := p.v
´

1
|·−y|f(y)dy.

Some easy verification shows that:{
‖Hf‖Lp . ‖f‖Lp
‖Xf‖Lp 6. ‖f‖Lp

, ∀p ∈ (1,∞).

As we put in modulation: Fixing Q ⊂ C∞(R,R), we define:

Qf(·) := sup
φ∈Q

∣∣∣∣p.v.ˆ 1

· − y
eiφ(y)f(y)dy

∣∣∣∣ ,
we see that the behavior of Q is morally governed by the two cases: H
and X. That is, if Q is too large, we can expect the modulation recovers
the absolute value that is:

|Xf | ≤ |Qf | and, thus, ‖Qf‖Lp 6. ‖f‖Lp , ∀p ∈ (1,∞).

Otherwise, we have for example: Q := Q1 and T := H,

C1f = Qf and, thus, ‖Qf‖Lp . ‖f‖Lp , ∀p ∈ (1,∞).

The interesting part is to find the borderline between the two cases:

Definition 1.2.5 (Detection of Singularity).
Given T ∈ BL(L2, L2) a CZO, we say Q ⊂ C∞(RD,R) detects the
singularity at p ∈ (1,∞) if the operator defined as:

Qf(·) := sup
φ∈Q

∣∣T (eiφf) (·)
∣∣

is not bounded at p. That is, ‖Qf‖Lp 6. ‖f‖Lp .

In other words, Q1 does not detect the singularity of Hilbert trans-
form. We think a non-trivial example of Q that detects the singularity
at specific p would give us new light on the understanding of the singu-
larity of an operator.

1.3 Main Result

Stein conjectured that Cd is bounded for suitable K(·, ·). In his joint work
with Wainger [SW01], a restricted case (excluding linear modulation) is
resolved through the technique of stationary phase formula and TT ∗-T ∗T
arguments. While, Lie, after proving the weak(2, 2) bound of C2 with T being
Hilber transform on T, proved the Stein conjecture for the following case:

8
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Theorem 1.3.1 (Victor Lie, 2020 Annals of Mathematics [Lie20]).
T be Hilbert Transform on T,

‖Cdf‖Lp(T) .
p,d

‖f‖Lp(T), ∀p ∈ (1,∞)

Inspired by the proof, Zorin-Kranich extended the result and resolved the
full Stein conjecture:

Theorem 1.3.2 (Pavel Zorin-Kranich, 2019 [Zor19]).
For arbitrary D,T ,

‖Cd∗f‖Lp .
T,D,d,p

‖f‖Lp , ∀p ∈ (1,∞).

Remark. The precise condition for Theorem 1.3.2 is actually weaker:

‖T∗f‖Lp .
p
‖f‖Lp , ∀p ∈ (1,∞).

That is, even if there is no C.Z.O associated to the kernel K(·, ·), the condition
is still valid. Alternatively, it infers that polynomials with bouneded degree
cannot detect the singularity of the kernel if T ∗ is bounded.

By previous observation, it’s tempting to think Cd a more fundamental ob-
ject and try proving its boundedness first. Naturally, we would come up with
our first guess:

Theorem 1.3.3.
If T is a Singular Integral Operator, we always have:

‖Cdf‖Lp .
T,D,d,p

‖f‖Lp , ∀p ∈ (1,∞)

However, in hindsight, we actually treat Theorem 1.3.3 as a direct corollary
of Theorem 1.3.2. Notice that it’s quite different from the treatment in [Lie20].
The author proves Theorem 1.3.3 for T being Hilbert Transform directly. We
will address what causes the difference in 3.4.

9
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2 Mathematical Jigsaw Puzzle

In this section, we give a heuristic explanation about how we’ll use Time-
Frequency Analysis to proceed with the proof of Theorem 1.3.2.

2.1 Cut out the Pieces

The idea is to linearize Cd∗:

Cd∗f(·) 
ˆ
r(·)≤‖·−y‖<R(·)

K(·, y)eiq(·)(y)f(y)dy =: C̃d∗f(·)

so that the time-frequency information of f(·) gets transferred to the operator
itself. Since q(·) is encoded with the sheet music–time-frequency portrait

of f(·), Time-Frequency Analysis would be done on C̃d∗ instead of f .
Next, we break C̃d∗ into tiny pieces and treat them as mathematical jigsaw

puzzles. Our goal is to fit those pieces into a ”bounded” box. To do so, we do
the following decomposition:

• Scale(s ∈ Z): We break K(·, ·) according to scales so that each piece
mimics the behavior of a wavelet. As a result, the s-scale piece of the
operator extracts 2s-resolution features only. In short, we have

K(x, y) ∼
∑
s∈Z

wavelets(x−y) ∧ T∗f(·) ∼ sup
s<s

∣∣∣∣∣∣
 s∑
s=s

wavelets

 ∗ f(·)

∣∣∣∣∣∣ .
• Temporal block(I ⊂ RD): With a fixed scale, we decompose the piece to

separate the support into different temporal position with block-size
matching the scale.

• Spectral block(ω ⊂ Qd): Fixing scale and temporal position, we decom-
pose the piece again so that q(·) fall in distinct spectral position with
block-size respecting some kind of Uncertainty Principle.

That is, a generic piece satisfies:

2s ∼ diameter of I ∼ diameter of ω−1,

where s is the natural scaling of I × ω and is denoted by sI×ω. In short,

C̃d∗f(·) ∼
∑

pieceI×ωf(·),

where
pieceI×ωf(·) ∼ waveletsI×ω ∗

(
eiq(·)f

)
(·)χEI×ω (·)

with
EI×ω := {x ∈ I | qx ∈ ω ∧ rx ≤ 2sI×ω ≤ Rx} .

Naturally, this comes with good properties. For instance, all the pieces have
similar sizes in BL(Lp, Lp). However, we need finer estimation, and we do so by
tracking the following attributes for each piece:

10
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• Scale : This corresponds to the resolution of features the operator de-
tects/takes in.

• Tile position : This refers to the position of tile P := IP × ωP on the
time-frequency phase plane.

• Density : This measures how large portion of IP gets sent through q(·)

to ωP within the acceptable scale range. That is, A(P ) := |EP |
|IP | .

As an immediate result,

‖pieceP f‖Lp . A(P )1/p‖f‖Lp .

This provides us with some intuition. By classifying the pieces according to
their density (i.e. A(P ) h 2−n), we just need to remember extracting the 2−n-
factor from our arguments. Namely, we shall focus on Pn := {P | A(P ) h 2−n}.
(Details would be made precise in 4.)

2.2 Find Good Configurations

Up till now, we’ve reduced the puzzle to Pn sub-puzzle. To proceed, we need to
know how well pieces can be packed together in BL(Lp, Lp). Naturally, a good
starting point would be BL(L2, L2). This way, we can use Orthogonality to
help us organize our pieces. As expected, ∃ε > 0, s.t. ∀Pj ∈ Pn{

〈pieceP0
f,pieceP1

f〉 = 0 ⇐= P0 ∩ P1 = ∅∣∣〈piece∗P0
f,piece∗P1

f〉
∣∣ . 2−n (1 + distanceP0,P1)

−ε
.

(7.1.3)

Alternatively, if P ⊂ Pn cluster at a spot (ξ, η) ∈ RD × Qd, the cluster

clusterPf :=
∑
P∈P

pieceP f will extract distinct 2sP -resolution features of f

near (ξ, η). Therefore, provided that

{
{sP }P∈P = {s ∈ Z | s ≤ s ≤ s}
∀P ∈ P, distanceP,(ξ,η) � 1

, we

have qx ∼ η as long as x ∈
⋃
P∈P

EP is around ξ, and Multi-Resolution Anal-

ysis yields

|clusterPf | ∼

∣∣∣∣∣∣
 s∑
s=s

wavelets

 ∗ (eiηf)

∣∣∣∣∣∣χ2−n-dense set
around ξ

. T∗(e
iηf)χ2−n-dense set

around ξ

.

(8.2.3)

Moreover, by viewing cluster of tiles as a whole, we have analogue of previous
two Orthogonality relation: for Pj ⊂ Pn cluster at pj ∈ RD ×Qd, we have{

〈clusterP0f, clusterP1f〉 = 0 ⇐=
⋃
P0 ∩

⋃
P1 = ∅

|〈cluster∗P0f, cluster∗P1f〉| . 2−n (1 + distancep0,p1)
−ε
.

(8.3.1)

11
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Combining what have been learned, a reasonable strategy to solve the puzzle
would be to organize Pn into the following two ”good” configurations:

• Sparse Parts: P ⊂ Pn has few overlaps on RD×Qd, and Orthogonality
gives strong enough control. (Details are presented in 7)

• Cluster Parts: P ⊂ Pn consists of multiple clusters but clusters are 2Cn

apart on RD ×Qd with C � 1. By combining both Orthogonality and
Multi-Resolution Analysis, we can apply Cotlar-Stein Lemma and
arrive at a suitable control. (Details are presented in 8).

2.3 Combinatorial Wizardry and Analytic Magecraft

Now, to systematically extract those good configurations from Pn, we follow
both [Lie20] and [Zor19] , which follow Charles Fefferman’s idea in [Fef73]. To
elaborate, we equip Pn with an ”order-like” relation to reflect their ”incidental
properties”. Consequently, both sparse parts and cluster parts have alternate
interpretations:

• Sparse Parts: Collections of Anti-Chains

• Cluster Parts: Collections of Convex Sets

Therefore, through some Combinatorial methods devised by Fefferman, we
can extract the desired configurations. (Details in 5.3.)

Still, the original argument in [Fef73] has no control over how ”high” clusters
stack. The author isolates those who stack too high and proves that they have
”small supports”, which is why ”Exceptional Sets” arise in [Fef73]. This
prevents us from finer estimate and direct L2 → L2 bound.

One of the innovation in [Lie20] is the clever use of John-Nirenberg in-
equality. The arguments guarantee that ”higher clusters” has ”smaller
supports”. That is, instead of stacking like Jenga, the clusters stack like
Eiffel Tower. Consequently, Lie eliminated the use of Exceptional Sets and
derived L2 → L2 bound directly. (Details in 6.3.)

On the other hand, Zorin-Kranich simplified the argument and put addi-
tional steps to make the system more compatible with certain ”temporal di-
lation”. (Details in 6.4.)

Finally, to acquire full Lp → Lp bound, we modify Lie’s argument on sparse
parts with the language in [LN15] and adopt Zorin-Kranich’s treatment on clus-
ter parts. To be more specific, we first derive p-bounds insensitive to density:

• Sparse Parts: We resort to pointwise sparse dominance on sparse parts.

• Cluster Parts: We use the Multi-Resolution Analysis on clusters
to derive ”localized estimate” and the extrapolation method adopted by
Bateman in [BT13] to acquire Lp,1 → Lp,∞ bound. (Detail in 8.7.)

To complete the argument, we interpolate to spread the 2−n factor to Lpθ → Lpθ

bound and use the geometric decay on density to sum everything up.

12
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3 Tools and Facts

In this section, we establish some tools and some useful facts without proof.
For starters, we borrow part of the setting and language in [Zor19] and

[SW01] to quantify the effect of polynomial phases on behavior of oscillatory
integrals.

Next, we follow the setting in [LN15] and sum up some useful facts about
sparse systems.

At the end of the section, we introduce our modified settings and explain
how it relates to the original settings and why the change of the formulation in
[Zor19] may be necessary to generalize the result in [Lie20].

Remark. Throughout this thesis, we will sometimes suppress the dependence
on κ, κ∗, D, d within the .,�,⊂∼ relation.

3.1 Local Oscillation of Polynomial

To apply Cotlar-Stein Lemma, we expect the need for an estimate as the
following:

q ∈ Qd, ψ ∈ L0 (measurable function) =⇒
∣∣∣∣ˆ eiqψdµ

∣∣∣∣ .
D,d

Oscillation of ψ,q
on suppψ

?

Indeed, when d = 1, Riemann–Lebesgue Lemma gives us qualitative descrip-
tion: the higher the oscillation, the greater the cancellation. This motivates the
need to quantify the oscillation of q within the support of ψ. However, to sim-
plify the matters, we model the support as cubes, and we, therefore, need some
related terminology:

Definition 3.1.1 (Attributes of a cube I ⊂ RD).

• cI ∈ RD denotes the center of mass of I.

• `I denotes the side-length of I.

• |I| := `I
D denotes the D-volume of I.

In short, I := cI + `I [−1/2, 1/2)D = cI + [−`I/2, `I/2)D.

Definition 3.1.2 (Temporal Dilation).

∀C ∈ R+, CI := cI + C`I [−1/2, 1/2)D = cI +

[
−C`I

2
,
C`I

2

)D
.

Now, we define a weaker form of ”⊂”. Given I, J ⊂ RD be cubes,

Definition 3.1.3 (Roughly Contain).

I ⊂∼ J ⇐⇒ ∃C ∈ R+ prescribed, s.t. I ⊂ CJ

13
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Finally, we characterize the local oscillation of q ∈ Qd on cube.

Definition 3.1.4 (Seminorm on Qd [Zor19](4.1.5.)).

‖q‖I := sup
x,y∈I

|q(x)− q(y)| .

As an immediate result, since Qd is a finite dimensional vector space, all
non-trivial(vanishing only on constant) seminorms are equivalent. Therefore,
we may unambiguously assign a topology generated by seminorm on Qd. Still,
for our purpose, we need quantitative controls:

Properties 3.1.5 (Embedding Inequality [Zor19]Lemma 4.1.6.).

I ⊂∼ J =⇒ `J
`I
‖q‖I .

D,d

‖q‖J .
D,d

(
`J
`I

)d
‖q‖I ,

Such estimate would become important as we do Multi-Resolution Analysis.

3.2 Van der Corput Estimate

Continuing previous settings,

Properties 3.2.1 ([Zor19]Lemma 4.6.1. [SW01]Proposition 2.1.).

∀ψ ∈ L0, suppψ ⊂ I =⇒
∣∣∣∣ˆ eiqψdµ

∣∣∣∣ .
D,d

sup
‖∆‖
`I

<〈‖q‖I〉1/d
‖ψ − τ∆ψ‖L1

. sup
‖∆‖
`I

<〈‖q‖I〉1/d
‖ψ − τ∆ψ‖L∞ |I|.

where 〈·〉 := 1
1+|·| and τ∆ψ(·) := ψ(· −∆).

As a immediate corollary, we have a version designed for partition of unity:
For generic ψ ∈ L0, δ > 1, I ⊂ RD be cube, we consider a fragment of partition
of unity located around I. That is,

χ ∈ C∞c s.t.


|χ| .

δ

χδI

‖∇χ‖ .
δ

χδI/`I ,

and we have

Corollary 3.2.1.1.

∣∣∣∣ˆ χeiqψdµ

∣∣∣∣ .
D,d,δ

|I|


〈‖q‖I〉1/d ‖ψ‖L∞((1+2δ)I) Height of ψ

+

sup
|∆|
`I
<〈‖q‖I〉1/d

‖ψ − τ∆ψ‖L∞(δI) Oscillation of ψ.

14
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3.3 Sparse Language and Ambient System

The Sparse System we refer to is a sub-system of a 2κ-adic System satisfying
certain properties. For our purpose, we do not work under usual Dyadic Sys-
tem. Yet, all the language in [LN15] can be easily converted. For starters, we
construct our ambient system:

Definition 3.3.1 (Standard 2κ-adic System 〈D,⊂〉).

D :=
⊔
s∈Z
Ds, where Ds :=

{
2sκ
(
ζ + [0, 1)D

)
be cube | ζ ∈ ZD

}
.

We equip D with ⊂ as partial order and, for I ⊂ D, define:{
MI := {I ∈ I | @J ∈ I s.t. I ( J} maximal elements

I⊂ := {I ∈ D | ∃J ∈ I s.t. I ⊂ J} downward envelope.

Also, we denote the parent(immediate predecessor) of I ∈ D as Î ∈ D.

Now, given S ⊂ D, 1 ≤ Λ, we call S a Sparse System if it satisfies either of
the following equivalent([LN15] 6.1.) conditions:

Definition 3.3.2 (Λ-Carleson Condition [LN15] Definition 6.2.).

S is Λ-Carleson ⇐⇒ ∀J ∈ S(or equivalently, D),
∑

I∈S, I⊂J
|I| ≤ Λ|J |.

Definition 3.3.3 (Λ−1-Sparse Condition [LN15] Definition 6.1.).

S is Λ−1-Sparse ⇐⇒ ∀I ∈ S, ∃EI ⊂ I measurable s.t.

{
|I| ≤ Λ|EI |
EIs are disjoint

.

With basic terminology established, we provide the following two construc-

tions. Given D
ω(·)→ R+, S Λ-Carleson, we construct


Mω(·) := sup

·∈I∈D
ωI

SS,ω(·) :=
∑
I∈S

ωIχI(·)
.

Through Definition 3.3.3., we relate the two constructions:

Lemma 3.3.4 (Sparse-Maximal Dominance).

|〈SS,ω, f〉| ≤
∑
I∈S

ωI |〈χI , f〉|

≤
∑
I∈S
|I|ωI

 
I

|f |dµ ≤
∑
I∈S

Λ|EI |ωI
 
I

|f |dµ

≤Λ
∑
I∈S

ˆ
EI

MωMfdµ ≤ Λ〈Mω,Mf〉

=⇒‖SS,ω‖Lp .
p

Λ‖Mω‖Lp .

15
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3.4 Modified Settings

We introduce a smoothed-out but scale-discretized version of T∗ and Cd∗,
which would become major tools later on. For our purpose, we

1. Prescribe nD := d2
√
D + 1e ∈ N, κ �

D,d
1, δ �

D,d
2−κ, where the values of

2κ ∈ N, δ ∈ R+ would be made clear in the subsequent sections.

2. Fix χ ∈ C∞c satisfying:

χ(nD+δ)[−1,1]D ≤ χ ≤ χ(nD+2−κ−δ)[−1,1]D .

3. Define φ(·) := χ(2−κ·)− χ(·) ∈ C∞c . Note that:

suppφ ⊂ (−nD2κ − 1, nD2κ + 1)D\[−nD, nD]D.

As a result, certain shifts Sh := {z ∈ Z | nD ≤ |z| ≤ nD2κ + 1}D yield

x ∈ [0, 1)D =⇒

{
suppφ(x− ·)
suppφ(· − x)

⊂
⊔
ξ∈Sh

ξ + [0, 1)D,

and, by our constructions,

x, x′ ∈ [0, 1)D ∧ y ∈
⊔
ξ∈Sh

ξ + [0, 1)D =⇒ ‖x− x′‖
‖x− y‖

≤
√
D

nD − 1
≤ 1/2,

which is exactly the condition for τ -Hölder Type Control of K. For
convenience, we also define for I ∈ D the following collection and set:

ShI := {`Iξ + I ∈ D | ξ ∈ Sh} and I∗ :=
⊔
ShI .

4. Decompose K into wavelet-like pieces:

K =
∑
s∈Z

Ks

where ∀x, y ∈ RD s.t. x 6= y

Ks(x, y) := φ
(
2−sκ(x− y)

)
K(x, y)

Since Ks inherits the standard kernel properties of K and the support constraint
on φ, translation and dilation yield the following three properties:

Properties 3.4.1 (L0\Support Control).

x ∈ I ∈ Ds =⇒

{
suppKs(x, ·)
suppKs(·, x)

⊂ I∗.

16
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Properties 3.4.2 (L∞\Size Control).

|Ks| .
D,d

2−sDκ.

Properties 3.4.3 (τ -Hölder Regularity).

x, x′ ∈ I ∈ Ds =⇒

{
|Ks(x, ·)−Ks(x

′, ·)|
|Ks(·, x)−Ks(·, x′)|

.
D,d

(
‖x− x′‖

`I

)τ
|I|−1χI∗(·).

Corollary 3.4.3.1 (Locally τ -Hölder Continuity).

|x− x′| . 2sκ =⇒

{
|Ks(x, ·)−Ks(x

′, ·)|
|Ks(·, x)−Ks(·, x′)|

.
D,d

(2−sκ‖x− x′‖)τ2−sDκ.

Proof. Given |x − x′| . 2sκ, we can always find . 1 cubes Ij ∈ Ds covering
the straight line joining x and x′ with xj ∈ Ij on the line, where x = x0 and
x′ = xn, such that:

|Ks(x, ·)−Ks(x
′, ·)| ≤

n∑
j=1

|Ks(xk, ·)−Ks(xk−1, ·)|

.
D,d

n∑
j=1

(
‖xk − xk−1‖

`Ij

)τ
|Ij |−1 .

(
2−sκ‖x− x′‖

)τ
2−sDκ.

The dual notion holds similarly.

With such scale decomposition, we may define:

Definition 3.4.4 (Modified Truncated Maximal CZO).

T∗f(·) := sup
s<s

∣∣∣∣∣∣
ˆ s∑

s=s

Ks(·, y)f(y)dy

∣∣∣∣∣∣ .
By tinkering with (s, s, r, R) ∈ Z2 × R2

+ so that

{
nD2sκ h r

nD2sκ h R
, we have:

∣∣∣∣∣∣
ˆ
r≤‖·−y‖<R

K(·, y)f(y)dy −
ˆ s∑

s=s

Ks(·, y)f(y)dy

∣∣∣∣∣∣ .D,dMf(·).

As a result,

Properties 3.4.5.
|T∗f − T∗f | .

D,d

Mf.

17
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Therefore, the Lp → Lp behaviors of T∗ and T∗ are identical. Consequently,
it is relevant to consider:

Definition 3.4.6.
Cd∗f(·) := sup

q∈Qd
T∗(e

iqf)(·),

and immediately, we have:

Corollary 3.4.6.1.
|Cd∗f − Cd∗f | .

D,d

Mf.

Eventually, Lp → Lp behavior of Cd∗ is governed by Cd∗, and the main result
Theorem 1.3.2 can be reduced to proving:

Theorem 3.4.7.
‖Cd∗f‖Lp .

D,d,p

‖f‖Lp , ∀p ∈ (1,∞)

On the other hand, the main result Theorem 1.3.3 for Singular Integral type
operator cannot be derived directly through such method, since, in general:

Tf(·) := lim
ε→0+

ˆ
ε≤‖·−y‖

K(·, y)f(y)dy 6=
∑
s∈Z

ˆ
Ks(·, y)f(y)dy,

even if:

∀′x ∈ RD, lim
ε→0+

ˆ
ε≤‖x−y‖≤1

K(x, y)dy exists.

Unless, K is, for example, Anti-Symmetric: in Lie’s works [Lie08], [Lie20],
D = 1, K(x, y) = 1

x−y . If we choose χ ∈ C∞c even, we have:

∀s ∈ Z,
ˆ
Ks(·, y)dy = 0.

As a result, by using M.V.T. and D.C.T., we have:∑
s<s≤s

ˆ
Ks(·, y)f(y)dy

=

ˆ ∑
s<s≤s

Ks(·, y) (f(y)− f(·)) dy

s↗∞−→
s↘−∞

ˆ
K(·, y) (f(y)− f(·)) dy

= p.v.

ˆ
K(·, y)f(y)dy = Hf(·) = Tf(·).

In conclusion, for general standard kernel K, we should adopt Zorin-Kranich’s
approach in [Zor19].

18
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4 Decomposition of the Operator

In the section, we provide the rigorous version of the following decomposition:

C̃d∗f(·) ∼
∑
P

waveletsP ∗
(
eiq(·)f

)
(·)χEP (·).

To be more specific, since we’ve established that

‖Cd∗f‖Lp . ‖f‖Lp ⇐= ‖Cd∗f‖ . ‖f‖Lp ,

we may shift our focus to Cd∗ for the rest of the arguments. Our goal is to
reduce Cd∗f into sum and maximum over finite elements, to linearize the
operator, and to do the tile decomposition.

4.1 Reduction and Linearization

For starters, we notice that

Observation. Qd is separable.

That is, by explicitly enumerating rational coefficient polynomials:

{q ∈ Q[x1][x2] · · · [xD] | degq ≤ d} =: {qn}n∈N,

Fatou’s Lemma and some limiting arguments yield:

Cd∗f(·) = sup
n∈N

T∗(e
iqnf)(·)

= sup
n∈N
s<s

∣∣∣∣∣∣
ˆ s∑

s=s

Ks(·, y)eiqn(y)f(y)dy

∣∣∣∣∣∣
←−

as N→∞
max
n≤N

−N≤s<s≤N

∣∣∣∣∣∣
ˆ s∑

s=s

Ks(·, y)eiqn(y)f(y)dy

∣∣∣∣∣∣ =: Cd∗,Nf(·)

Finally, by M.C.T.,

‖Cd∗f‖Lp = sup
N∈N
‖Cd∗,Nf‖Lp .

Consequently, we only need to acquire bounds on Cd∗,Nf independent of N .
Indeed, Cd∗,Nf is a sum and a maximum over finite elements. As a result, we
can do an elementary stopping time argument to linearize Cd∗,Nf :

∀N ∈ N, ∃


RD

s(·)−→ {−N,−N + 1, · · · , N − 1}

RD
s(·)−→ {−N + 1, · · · , N − 1, N}

RD
q(·)−→ {qn}Nn=1

simple and measurable
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such that

Cd∗,Nf(·) =

∣∣∣∣∣∣
ˆ s(·)∑

s=s(·)

Ks(·, y)eiq(·)(y)f(y)dy

∣∣∣∣∣∣
That is, regardless of the choice of N ∈ N, the problem reduces to analyze the
following form of linear operator:

Lf(·) :=

s(·)∑
s=s(·)

ˆ
Ks(·, y)eiq(·)(y)f(y)dy,

where s(·), s(·), q(·) are simple measurable functions.

4.2 Tile Decomposition and Trivial Estimate

To proceed with our 3-step decomposition schemes, we first need to refine the
following relation:

2s ∼ diameter of I ∼ diameter of ω−1.

For our purpose, we adjust the above statement to our modified settings:

• 2sκ is the actual scaling that works well with our analysis.

• I ⊂ RD is an element chosen from Ds(Standard 2κ-adic System) to match
the 2sκ-scale.

• ω ⊂ Qd will be chosen from D∗I , aQd-tiling (assumed to exist) that respects
the oscillation of polynomials on I and the Uncertainty Principle:

q, q′ ∈ ω =⇒ ‖q − q′‖I . 1

Notice that, by the definition of Ds and the Embedding Inequality, dimensional
analysis yields{

2sκ = `I h
D

diameter of I

I’s and ω’s ”diameters” are scale-reversed

Naturally, we follow our convention and denote the natural scaling s as sI×ω.
For now, we shall postpone the construction of D∗I and complete the decompo-
sition first:

Lf(·) =
s∑
s=s

∑
I∈Ds

∑
ω∈D∗I

ˆ
Ks(·, y)eiq(·)(y)f(y)dy · χEI×ω (·),

where

s := max
x∈RD

sx

s := min
x∈RD

sx
and EI×ω := {x ∈ I | qx ∈ ω ∧ sx ≤ sI×ω ≤ sx} .

To further simplify the notation, we shall organize the I-ω parings and define:
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Definition 4.2.1 (Tile System).

D̃ :=
s⊔
s=s

⊔
I∈Ds

{I × ω ⊂ RD ×Qd | ω ∈ D∗I}

Definition 4.2.2 (A piece associated to P ∈ D̃).

LP f(·) :=

ˆ
KsP (·, y)eiq(·)(y)f(y)dy · χEP (·)

Immediately, support and size controls yield:

Properties 4.2.3 (Single tile estimate).
|LP f | .

D,d

2κD|f |ĨPχEP

|L∗P f | .
D,d

‖f‖L1(EP )
|IP | χĨP

, where Ĩ :=
(
nD2κ+1 + 3

)
I ⊃ I∗.

Through direct computation, we also have:{
‖LP f‖L1 . |f |ĨP |EP | . A(P )‖f‖L1(ĨP )

‖LP f‖L∞ . |f |ĨP ≤ ‖f‖L∞(ĨP ),

(where A(P ) := |EP |
|IP | ) and, through interpolation:

Corollary 4.2.3.1 (Trivial Estimate).

‖LP f‖Lp .
κ,D,d,p

A(P )1/p‖f‖Lp(ĨP )

On the other hand, given P ⊂ D̃, we set:

Definition 4.2.4.
LPf :=

∑
P∈P

LP f

Eventually, we have the succinct expression:

Lf = LD̃f :=
∑
P∈D̃

LP f

with each piece behaving ”nicely”. Moreover, since

• f ∈ C∞c has compact support,

• s(·), s(·), q(·) have finite ranges,

the sum only consists of finitely many non-zero terms. As a result, we may
freely rearrange and reorganize the sum.
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4.3 Adaptive Christ Grid Construction

Before we construct D∗I , let us list what we expect from the construction:

• D∗I tiles Qd, and, when viewed as in 〈Qd, ‖ · ‖I〉, every piece in D∗I contains
and is contained in a ball with radiush 1.

• Given J ⊂ I, (ω, ω′) ∈ D∗I × D∗J , we have either ω ∩ ω′ = ∅ or ω ⊂ ω′.

In short, we would like to have a hyper-adic system on Qd. To do so, Zorin-
Kranich follows Michael Christ’s idea on constructing dyadic system on space
of homogeneous type. However, the construction would be much easier since we
only need to consider I ∈ Ds, where s ≤ s ≤ s. Essentially, we can work our
ways down from the top scale s. By constructing the finest layer first, the rest
of the arguments become finding the correct ways to group the pieces together.
For starters, we prescribe κ∗ �

D,d
1 and, by using the Embedding Inequality, find

κ �
D,d

1 such that, given J ⊂ I be cubes and q ∈ Qd, we have:

`J ≤ 2−κ`I =⇒ ‖q‖J ≤ 2−κ
∗
‖q‖I .

We now set ς := 1
2κ∗−1

and proceed inductively as follows:

(s = s− 0): For all I ∈ Ds,

(a) we select a maximal collection of polynomials QI ⊂ Qd such that

∀q, q′ ∈ QI , q 6= q′ =⇒ ‖q − q′‖I ≥ 1.

Due to maximality,{
Qd ⊂

⋃
q∈QI BI(q, 1)

∀q, q′ ∈ QI , q 6= q′ =⇒ BI(q, 1/2) ∩BI(q′, 1/2) = ∅,

where BI(c, r) := {q ∈ Qd | ‖q − c‖I < r}.
(b) we construct the Qd-tiling D∗I inductively with each piece assigned a

center. That is, ∃D∗I
c(·)

�
ω(·)

QI such that, for all ω ∈ D∗I ,

BI(cω, 1/2− ς) ⊂ BI (cω, 1/2) ⊂ ω ⊂ BI (cω, 1) ⊂ BI(cω, 1 + ς).

(s > s− k): Suppose the construction be completed so that:

(a) for all I ∈ Ds, we have a Qd-tiling D∗I .

(b) we assign for each piece in D∗I a unique center: ∃D∗I
c(·)

�
ω(·)

QI , where

ω ∈ D∗I =⇒ BI (cω, 1/2− ς) ⊂ ω ⊂ BI (cω, 1 + ς) .
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(s = s− k): Given I ∈ Ds+1, for all J ∈ Ds ∩ 2I ,

(a) we select a maximal collection of polynomials QJ ⊂ QI such that

∀q, q′ ∈ QJ , q 6= q′ =⇒ ‖q − q′‖J ≥ 1.

Due to maximality,{
QI ⊂

⋃
q∈QJ BJ(q, 1)

∀q, q′ ∈ QJ , q 6= q′ =⇒ BJ(q, 1/2) ∩BJ(q′, 1/2) = ∅,

(b) we construct inductively a partition on QI indexed by QJ :

{Chq}q∈QJ where ∀q ∈ QJ , BJ (q, 1/2)∩QI ⊂ Chq ⊂ BJ (q, 1)∩QI .

(c) we define ω(·), by setting:

D∗J := {ωq}q∈QJ , where ωq :=
⊔

q′∈Chq

ωq′ ,

with D∗J
c(·)→ QJ defined naturally. Essentially, ∀q ∈ QJ , {ωq′}q′∈Chq

is the collection of children of ωq.

(d) we characterize the size of each piece in D∗J : pick q ∈ QJ ,

• Exterior:

ωq :=
⊔

q′∈Chq

ωq′ ⊂
⋃

q′∈Chq

BI(q
′, 1 + ς)

⊂
⋃

q′∈BJ (q,1)

BJ

(
q′,���

���:
ς

2−κ
∗
(1 + ς)

)
⊂ BJ (q, 1 + ς)

• Interior:

∀q′ ∈ BJ(q, 1/2− ς), ∃!ω′ ∈ D∗I s.t. q′ ∈ ω′

=⇒ ‖cω′ − q‖J ≤ ‖cω′ − q′‖J + ‖q′ − q‖J
< 2−κ

∗
‖cω′ − q′‖I + 1/2− ς

<���
���:

ς
2−κ

∗
(1 + ς) + 1/2− ς = 1/2

=⇒ cω′ ∈ Chq =⇒ q′ ∈ ω′ ⊂ ωq =⇒ BJ(q, 1/2− ς) ⊂ ωq
(s ≤ s ≤ s): In conclusion, we have:

• for every I ∈ Ds, D∗I tiles Qd (that is,
⊔
D∗I = Qd) and

ω ∈ D∗I =⇒ BI (cω, 1/2− ς) ⊂ ω ⊂ BI (cω, 1 + ς) .

• for all I, J ∈
s⊔
s=s

Ds, if J ⊂ I, then, for any (ω, ω′) ∈ D∗I ×D∗J , we, by

our grouping construction, have either ω ∩ ω′ = ∅ or ω ⊂ ω′.

Notice that, by setting κ∗ �
D,d

1, we have 0 < ς �
D,d

1.

This completes the construction.
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5 From Incidental Geometry to Order Theory
and Combinatorics

Organizing tiles is essentially an incidental geometric problem. However,
due to the hyper-adic properties of D̃, we can equip D̃ an order structure to
suitably represent its incidental behavior. As a result, we can treat the order
theoretical counterpart with some combinatorial tricks.

5.1 Conversion and Basic Operations

We start with some observations: given I, J ∈ D,

• either I ∩ J = ∅

• or I ⊂ J ∨ I ⊃ J and, thus, for any (ω, ω′) ∈ D∗I × D∗J ,

– either ω ∩ ω′ = ∅
– or ω ⊃ ω′ ∨ ω ⊂ ω′ respectively.

This motivates the following definition:

Definition 5.1.1 (
〈
D̃,E

〉
).

∀P, P ′ ∈ D̃, P E P ′ ⇐⇒ IP ⊂ IP ′ ∧ ωP ⊃ ωP ′ .

For strict inequality, we write C instead.

We see that E indeed defines a partial order on D̃. Moreover, it reflects the
incidental properties precisely:

∀P, P ′ ∈ D̃, EP ∩ EP ′ = ∅ ⇐= P ∩ P ′ = ∅ ⇐⇒ P, P ′ are E -incomparable.

As a result, to extract sparse parts(E-anti-chains), we heavily rely on the
following operations:

Definition 5.1.2 (Maximal and minimal elements).

∀P ⊂ D̃,

{
MP := {P ∈ P | @P ′ ∈ P s.t. P C P ′}
mP := {P ∈ P | @P ′ ∈ P s.t. P ′ C P}.

We also define the iterated versions:

∀k ∈ N,

{
Mk+1P := M (P \MkP)

mk+1P := m (P \ mkP) .

Notice that, by construction, both MkP and mkP are E-anti-chains.

On the other hand, for cluster parts, we shall define:
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Definition 5.1.3 (Convexity).
P ⊂ D̃ is (E−)convex, if and only if: ∀Pj ∈ P, P ∈ D̃

P0 E P E P1 (or equivalently, P0 C P C P1) =⇒ P ∈ P

However, due to the nature of Fefferman’s Trick, it is necessary to extend
our settings to include spectral dilation: given scales λ, λj , Λj ∈ R+ and tiles

P := I × ω, Pj := Ij × ωj ∈ D̃, we define:

Definition 5.1.4 (Spectral dilation).

λP := I × λω, where λω := {λ(q − cω) + cω ∈ Qd | q ∈ ω}.

Since dilation destroy the hyper-adic structure, there are two variant ana-
logues of E under such setting:

Definition 5.1.5 (Order and order-like relations on dilated tiles).{
λ0P0 E λ1P1 ⇐⇒ I0 ⊂ I1 ∧ λ0ω0 ⊃ λ1ω1

λ0P0 ≤ λ1P1 ⇐⇒ I0 ⊂ I1 ∧ λ0ω0 ∩ λ1ω1 6= ∅.

If, additionally, I0 ( I1, we write C and < instead. Also, we denote:

λ0P0 ∼ λ1P1 ⇐⇒ (λ0P0 ≤ λ1P1 ∧ λ0P0 ≥ λ1P1)

Since ≤ does not satisfy associative law, some order construction will not
work as we expected. Still, it reflects the incidental properties of dilated tiles:

λ0P0 ∩ λ1P1 = ∅ ⇐⇒ λ0P0, λ1P1 are ≤ -incomparable.

Moreover, ≤ is only a dilation away from E: by setting ρ := 1+ς
1/2−ς , we have:

Lemma 5.1.6 (Order Upgrade Lemma).
Suppose the following upgrade condition is satisfied:

(0 <)
Λ1 + λ1

Λ0/ρ− λ0
≤ 2κ

∗(sP1
−sP0),

we have the following upgrade from order-like relation to true partial order:

λ0P0 ≤ λ1P1 =⇒ Λ0P0 E Λ1P1.

Proof. Assume the upgrade condition, we see that:

λ0P0 ≤ λ1P1 =⇒ ∃q ∈ λ0ω0 ∩ λ1ω1.

Triangle inequality and Embedding Inequality yield:

q1 ∈ Λ1ω1 =⇒ ‖q1 − cω0
‖I0 ≤ (‖q1 − cω1

‖I0 + ‖cω1
− q‖I0) + ‖q − cω0

‖I0
≤ 2−κ

∗(sP1
−sP0) (‖q1 − cω1‖I1 + ‖cω1 − q‖I1) + λ0(1 + ς)

≤ 2−κ
∗(sP1

−sP0) (Λ1 + λ1) (1 + ς) + λ0(1 + ς)

≤
(
Λ0/ρ−��λ0

)
(1 + ς) +���

��λ0(1 + ς) ≤ Λ0(1/2− ς).
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Eventually, we have:

Λ1ω1 ⊂ BI0 (cω0
,Λ0(1/2− ς)) ⊂ Λ0ω0 i.e. Λ0P0 E Λ1P1.

Remark. The Order Upgrade Lemma is especially useful when we are allowed
to tinker with the size of κ∗ (,by tuning κ). This is the main reason we, instead
of a standard dyadic system, choose to work under a 2κ-adic system.

(I0 ( I1): Since ρ↘ 2 as κ∗ ↗∞, we can always choose large enough κ∗ to fulfill
the upgrade condition as long as the dilation ratio of P0 is slightly larger
than 2. That is, given:

Λ0

λ0
> 2,

we always have:

κ∗ �
Λj ,λj

1 =⇒
(

Λ0

λ0
> ρ > 2 ∧ Λ1 + λ1

Λ0/ρ− λ0
≤ 2κ

∗
)
.

(I0 = I1): Since 2κ
∗
-factor on the RHS of the upgrade condition disappears, we

require Λ0 to be larger to fulfill the condition:

Λ0

λ0 + Λ1 + λ1
> 2

Then, tuning κ∗ yields:

κ∗ �
Λj ,λj

1 =⇒ Λ0

λ0 + Λ1 + λ1
≥ ρ > 2 ⇐⇒ Λ1 + λ1

Λ0/ρ− λ0
≤ 1.

Essentially, as long as we only do finitely many upgrades during the rest of the

arguments, we only need to check

{
Λ0

λ0
> 2 (< C)
Λ0

λ0+Λ1+λ1
> 2 (≤ E)

without worrying

about the size condition on κ∗.

5.2 Geometric and Analytic Interaction

We explicitly define a way to measure the distance between a pair of tiles:

Definition 5.2.1 (distanceP0,P1
factor).

∆ (P0, P1) := inf
qj∈ωj

‖q0 − q1‖Ĩ0∩Ĩ1 ,

where we set ‖ · ‖∅ :=∞ and Ĩ :=
(
nD2κ+1 + 3

)
I

This quantify the incidental properties on D̃ in the following sense:
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Properties 5.2.2 (Proximity).

(sP ≤ sP ′ ∧ ∆ (P, P ′) . η) =⇒ ‖cω − cω′‖I .
κ,D,d

1 + η.

Proof. For starters, we note that I ⊂∼
κ,D

Ĩ ∩ Ĩ ′ ⊂∼
κ,D

I ′. Therefore, by assumption,

∃ (q, q′) ∈ ω × ω′ s.t.


‖q − q′‖I .

κ,D,d

‖q − q′‖Ĩ∩Ĩ′ . η

‖q′ − cω′‖I .
κ,D,d

‖q′ − cω′‖I′ < 1 + ς

‖q − cω‖I < 1 + ς.

In conclusion, triangle inequality implies:

‖cω − cω′‖I .
κ,D,d

η + 2(1 + ς) . 1 + η.

Corollary 5.2.2.1 (Spectral packing constraint).
Given P ′ ∈ D̃ and I ∈ Ds with s ≤ sP ′ and Ĩ ∩ ĨP ′ 6= ∅, we have:

#
{
P ∈ D̃ | IP = I ∧ ∆ (P, P ′) . η

}
.

κ,D,d

(1 + η)dD,

where dD := (D+d)!
D!d! − 1.

Proof. We first observe that the LHS equals:

# {ω ∈ D∗I | ∆ (I × ω, P ′) . η} .

By Proximity properties, we have: For some λ .
κ,D,d

1 + η,

{ω ∈ D∗I | ∆ (I × ω, P ′) . 1}
⊂{ω ∈ D∗I | ‖cω − cω′‖I < λ}
⊂{ω ∈ D∗I | BI (cω, 1/2− ς) ⊂ BI (cω′ , λ+ 1/2− ς)} .

The problem becomes measuring packing number: the number of disjoint
small balls packed inside a larger ball. Yet, due to the homogeneity of ‖ · ‖(·),

BI (cω, 1/2− ς) ⊂BI (cω′ ,Λ + 1/2− ς)

 B[0,1)D (c, 1) ⊂B[0,1)D (0,Λ) , where Λ = 1 +
λ

1/2− ς
.

Since the packing dimension equals dimQd/R = dD, we have:

the packing number .
D,d

ΛdD .
κ,D,d

(1 + η)dD.

Thus, the result.
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Properties 5.2.3 (Almost comparability).
For any γ > 6, we can take κ∗ �

γ
1 such that:

(I0 ⊂ I1 ∧ ∆(P0, P1) . 1) =⇒ γP0 E P1.

If, additionally, I0 ( I1, we only require γ > 2.

Proof. Given q ∈ ω1 and qj ∈ ωj, triangle inequality yields:

‖q − cω0
‖I0 ≤ ‖q − q1‖I0 + ‖q1 − q0‖I0 + ‖q0 − cω0

‖I0 .

Through Embedding Inequality, we have: for any ε > 0,

κ∗ �
ε

1 =⇒


‖q − q1‖I0 ≤

������:
1+ς

‖q − cω1‖I1 +���
���:

1+ς

‖q1 − cω1‖I1 I0 ⊂ I1
2−κ

∗‖q − q1‖I1 < ε I0 ( I1

‖q1 − q0‖I0 ≤ 2−κ
∗‖q1 − q0‖Ĩ0 ↘ 2−κ

∗
∆(P0, P1) < ε

‖q0 − cω0
‖I0 < 1 + ς.

As a result,

‖q − cω0‖I0 <

{
3 + 3ς + ε I0 ⊂ I1
1 + ς + 2ε I0 ( I1

Therefore,

ω1 ⊂

{
BI0 (cω0

, 3 + 3ς + ε) ⊂ 3+3ς+ε
1/2−ς ω0 I0 ⊂ I1

BI0 (cω0
, 1 + ς + 2ε) ⊂ 1+ς+2ε

1/2−ς ω0 I0 ( I1

Some fine tuning of 0 < ε�
γ

1 and κ∗ �
γ,ε

1 yields:

{
6 < 3+3ς+ε

1/2−ς ≤ γ I0 ⊂ I1
2 < 1+ς+2ε

1/2−ς ≤ γ I0 ( I1

and, thus, γP0 C P1.

Moreover, we see that the geometric characterization interacts well with our
partial order structure:

Properties 5.2.4 (∆-monotonicity).
By construction, we have:

P0 E P1 =⇒ ∆ (P0, P ) ≤ ∆ (P1, P )

Specifically, Embedding Inequality yields:

(P0 E P1 ∧ I1 ⊂ I) =⇒ ∆ (P0, P ) ≤ 2−κ
∗(sP1

−sP0)∆ (P1, P )

Remark. Essential, the distance factor, though itself does not satisfy triangle
inequality, quantifies the following concepts:
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• The incidental relation between I0 and I1.

• The spectral distance between ω0 and ω1 measured through smaller
scale of the two.

The last piece of ingredients for Fefferman’s Trick is to incorporate the ge-
ometric structure into the measurement of density. Given a reference of
measurement Π ⊂ D̃ and a prescribed small constant ε ∈ R+, we consider:

Definition 5.2.5 (Π-relative density).

AΠ (P ) := sup
π∈Π
IP⊂Iπ

A (π) 〈∆ (P, π)〉ε ,

where we use the convention: sup∅ = 0 and 〈·〉 := 1
1+|·| .

The distance factor reflects how far off the measurement is to the targeted
tiles. Therefore, if we have good control on it, AΠ should behavior almost like
A. For instance, we may formulate the control in the following way:

Definition 5.2.6 (P -relevant Π-collection).

ΠP := {π ∈ Π | Iπ ⊂∼ IP ∧ P E π} .

Properties 5.2.7 (Density recovery).

P ⊂
⋃

ΠP =⇒ A(P ) .
κ,D,d

AΠ(P ).

Proof. By construction, since:

P E π =⇒ ∆(P, π) = 0 and #{J ∈ D | IP ⊂ J ⊂∼ IP } .
D

1,

spectral packing constraint and inclusion implies:

#ΠP .
κ,D,d

1 and |IP | h
D
|Iπ|.

As a result,

P ⊂
⋃

ΠP =⇒ EP ⊂
⋃

π∈ΠP

Eπ

=⇒ |EP | ≤
∑
π∈ΠP

|Eπ| ≤ #ΠP max
π∈ΠP

|Eπ|

=⇒ A(P ) .
κ,D,d

max
π∈ΠP

|Eπ|
|Iπ|

≤ AΠ(P ).

On the other hand, the corresponding monotonicity (with a flip of direction)
follows directly from the construction and the ∆-monotonicity.

Properties 5.2.8 (AΠ-monotonicity).

P0 E P1 =⇒ AΠ(P0) ≥ AΠ(P1).
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5.3 Feffermann’s Trick

Continuing previous settings, we now state Fefferman’s Trick:

P 


DP =

⊔
k.m

DkP, DkP 

{
LkP 1 . -apart clusters

HkP high anti-chain

EP =
⊔
k.n

EkP, . n layers of anti-chains

1. Start with P ⊂ D̃ convex. Due to AΠ-monotonicity, we can isolate
tiles with a range of (Π-relative) density without disturbing the convexity
and thus we may WLOG assume:

P ∈ P =⇒ upper bound ≥ AΠ(P ) > lower bound ≥ 2−n.

2. Organize tiles into layers of anti-chains:

P =
⊔
k∈N

MkP.

By construction, ∀P ∈Mk+1P, ∃Pj ∈MjP for j ≤ k such that:

P C Pk C Pk−1 C · · ·C P2 C P1,

and, by definition, ∃π1 ∈ Π such that:

I1 ⊂ Iπ1
∧ ���A(π1) 〈∆ (P1, π1)〉ε > 2−n.

Focusing on the distance factor, ∆-monotonicity yields:

∆ (P, π1) ≤ 2−κ
∗k∆ (P1, π1) < 2−κ

∗k(2n/ε − 1) < 2n/ε−κ
∗k.

As long as k & n and suitable κ∗ & ε−1, we always have: ∆(P, π1) . 1.

3. Fixing λ > 2, Almost comparability yields:

P ∈
⊔
k&n

MkP =⇒ ∃π1 ∈ Π s.t. λP C π1

⇐⇒ ∃π ∈MΠ s.t. λP C π.

We, therefore, can safely extract those Π-comparable tiles:

DP := {P ∈ P | ∃π ∈MΠ s.t. λP C π},

and the rest become . n-layers of anti-chains:

EP =
⊔
k.n

EkP, where EkP := MkP ∩ P \DP.

Notice that, by definition, DP is still convex.
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4. Viewing MΠ as a counter, we keep track of the following values:

B(P ) := #{π ∈MΠ | λP C π}.

Given any P ∈ DP and C . 1 fixed, we have qualitative bound:

1 ≤ B(P ) ≤

∥∥∥∥∥ ∑
π∈MΠ

χIπ

∥∥∥∥∥
L∞

≤ upper bound ≤ Cm2m . s− s.

Decompose DP accordingly, we have:

DP =
⊔
k.m

DkP, where DkP :=
{
P ∈ DP | B(P ) ∈ [2k−1, 2k)

}
.

5. Fixing k ∈ N, we aim to extract 1 .-apart clusters from DkP, where
the two terminologies are explained as the followings:

Definition 5.3.1 (Cluster or Tree in [Lie20], [Fef73], and [Zor19]).
P ⊂ D̃ be a cluster at p ∈ D̃ if:

• P is convex.

• P ∈ P =⇒ λP C p.

Definition 5.3.2 (Λ-apartness).
Given Pj ⊂ D̃ associated with pj ∈ D̃, we say P0 and P1 are Λ-apart if:

{j, k} = {0, 1} =⇒ ∀Pj ∈ Pj , (Ij ⊂ Ipk =⇒ ∆ (Pj , pk) ≥ Λ) .

Now, for simplicity, we suppress the notation P: (·)kP (·)k.

(a) Collect maximal elements under the dilated relation on Dk: given
P, P ′ ∈ Dk, we write:

P Relλ P
′ ⇐⇒ λP Rel λP ′

as a shorthand for previously introduced order-like relations. We now
collect ≤λ-maximal elements in the following sense:

Dλ
k := {P ∈ Dk | @P ′ ∈ Dk s.t. P <λ P

′} .

(b) Extract high part from low part: fixing γ > 2,{
Lk :=

{
P ∈ Dk | ∃P ′ ∈ Dλ

k s.t. γP C P
′}

Hk := Dk \ Lk.

Notice that, by setting λ > 2γ, Order Upgrade Lemma yields:

γP0 C P1 =⇒ P0 Cλ P1 =⇒ P0 <λ P1,

and, thus, Lk ∩Dλ
k = ∅. That is, Dλ

k ⊂ Hk. For now, we can safely
discard unused elements in Dλ

k :

Tk :=
{
P ′ ∈ Dλ

k | ∃P ∈ Lk s.t. γP C P ′
}
.
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(c) Check Hk is an anti-chain: given P, P ′ ∈ Hk,

(P ′ ∈ Dλ
k ): Since γ > 2, Order Upgrade Lemma yields:

P C P ′ =⇒ γP C P ′.

(P ′ /∈ Dλ
k ): There is a chain {Pj}lj=1 ⊂ Dk such that:

P ′ <λ Pl <λ · · · <λ P2 <λ P1 ∈ Dλ
k .

Order Upgrade Lemma yields:

P C P ′ =⇒ γP C γλP ′ C γλPl C · · ·C γλP2 C γλP1 E P1.

In both cases, P C P ′ =⇒ P ∈ Lk ⇒⇐ P ∈ Hk. As a result, Hk

must be an anti-chain.

(d) Augment closeness into relation on Tk: given P ′j ∈ Tk,

P ′0 ≺ P ′1
def⇐⇒ ∃P0 ∈ Lk s.t. γP0 C P

′
0 ∧ γP0 E P

′
1

⇐⇒ ∃P0 ∈ Lk s.t. γP0 C P
′
0 ∧ γP0 C P

′
1

The latter temporal equality will never hold. Otherwise, we have:

P ′1 ≤ γP0 C P
′
0.

By setting λ
2γ+1 > 2, Order Upgrade Lemma yields:

λP ′1 E γP0 C P
′
0 ∼ λP ′0, i.e. P ′1 <λ P

′
0,

which contradicts P ′1 ∈ Tk ⊂ Dλ
k .

(e) Closeness implies comparability on Tk:

P ′0 ≺ P ′1 =⇒ P ′0 ∼λ P ′1.

The reason is that λ
γ > 2 and Order Upgrade Lemma imply:

γP0 C P
′
j =⇒ P0 Cλ P

′
j .

If P ′0 �λ P ′1, then, since P ′j := I ′j × ω′j ∈ Tk ⊂ Dλ
k , they must be

≤λ-incomparable(λP ′0 ∩ λP ′1 = ∅). As a result,

∵ I0 ⊂ I ′0 ∩ I ′1 ∴ λω′0 ∩ λω′1 = ∅.

However, a combinatorial trick yields a contradiction:

2k > B(P0) ≥ B(P ′0) +B(P ′1) ≥ 2 · 2k−1 ⇒⇐ P0, P
′
j ∈ Dk.

32



doi:10.6342/NTU202100160

(f) ∼λ is an equivalence relation on Tk. Reflexivity and Symmetry
are trivial, we check for Transitivity: Suppose P ′j , P

′ ∈ Tk, and

P ′ ∼λ P ′j .

By definition, ∃P ∈ Lk such that γPCP ′, but, fixing Λ > 6λ, Order
Upgrade Lemma yields:

λP C ΛP ′ E λP ′j , i.e. P Cλ P
′
j .

Through previous combinatorial trick, we have P ′0 ∼λ P ′1. We,
therefore, mod out ∼λ and denote τ, τj ∈ Tλk := Tk/∼λ .

(g) Verify cluster properties of the Tλk -indexed configuration:

Pτ := {P ∈ Lk | ∃P ′ ∈ τ s.t. γP C P ′} .

• Check convexity: for Pj ∈ Pτ , we consider:

P ∈ D̃ s.t. P0 C P C P1

(P ∈ D): Since D is convex,

∵ Pj ∈ Pτ ⊂ Dk ⊂ D ∴ P ∈ D.

(P ∈ Dk): Order Upgrade Lemma implies:

∵ P0 Cλ P Cλ P1 ∴ 2k > B(P0) ≥ B(P ) ≥ B(P1) ≥ 2k−1

(P ∈ Pτ ): Order Upgrade Lemma implies:

∃P ′ ∈ τ s.t. γP0 C γP C γP1 C P
′

Therefore, P ∈ Pτ , which means that Pτ is convex.

• Mark the position of Pτ with an arbitrary cover pτ ∈ τ : Order
Upgrade Lemma implies:

∀P ′ ∈ τ, Λpτ E P
′.

As a result,
∀P ∈ Pτ , γP < Λpτ .

We use Order Upgrade Lemma again:

∀P ∈ Pτ , λP C pτ .

In conclusion, Pτ is a cluster at pτ .

(h) Identify cross-cluster separation:
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• Check disjointness: Given any Pj ∈ Pj := Pτj , we see that:

P0 = P1 =⇒ ∃P ′j ∈ τj s.t. γP0 = γP1 C P
′
j i.e. P ′0 ≺ P ′1.

Therefore, if P0 ∩P1 6= ∅, due to (e) and (f), we have:

∃P ′j ∈ τj s.t. P ′0 ∼λ P ′1 =⇒ τ0 = τ1 =⇒ P0 = P1.

• Verify incomparability: Order Upgrade Lemma yields:

P0 E P1 ⇐⇒ P0 C P1 =⇒ ∃P ′1 ∈ τ1 s.t. γP0 C γP1 C P
′
1.

Again, using definition (d) and properties (e), (f), we have:

P0 E P1 =⇒ τ0 = τ1 =⇒ P0 = P1.

• Prove 1 .-apartness: Given any (P0, P
′
1) ∈ P0 × τ1 such that

I0 ⊂ I ′1, Almost comparability implies:

– If I0 ( I ′1, since γ > 2, we have:

∆ (P0, P
′
1) . 1 =⇒ γP0 C P

′
1 =⇒ ∃P ′0 ∈ τ0 s.t. P ′0 ≺ P ′1.

By (e) and (f), we see that τ0 = τ1. That is, P0 = P1.

– If I0 = I ′1, since 3γ > 6, we have:

∆ (P0, P
′
1) . 1 =⇒ P0 D 3γP ′1.

By setting λ
4γ+1 > 2, Order Upgrade Lemma implies:

∃P ′0 ∈ τ0 s.t. λP ′1E γP0CP
′
0 ∼ λP ′0 ⇒⇐ P ′1 ∈ τ1 ⊂ Tk ⊂ Dλ

k

In conclusion, distinct Pj are 1 .-apart: Given that P0 6= P1,

∀ (P0, P
′
1) ∈ P0 × τ1, (I0 ⊂ I ′1 =⇒ ∆ (P0, P

′
1) & 1) .

(i) Stack the covers: for any P ′ ∈ τ , we see that:

∵ P ′ ∼λ pτ ∴ I ′ = Ipτ =: Iτ .

We count how high Iτ s stack via counting comparable πs in MΠ:

Bτ := # {π ∈MΠ | ∃P ′ ∈ τ s.t. λP ′ C π} ≥ B(pτ ) ≥ 2k−1.

By modding out ∼λ, we prevent double counting and acquire:

2k−1
∑
τ∈Tλk

χIτ ≤
∑
τ∈Tλk

BτχIτ ≤
∑
π∈MΠ

χIπ ≤ Cm2m.

In conclusion, the counting function satisfies the following control:∑
τ∈Tλk

χIτ ≤ Cm2m+1−k,

which measures the height the covers can stack temporally.
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(j) Subdivide collections with covers stack too high: This step is not
mandatory. Still, it makes estimation cleaner. First off, we have:

k ≥ 1 + log2 C + log2m =⇒
∑
τ∈Tλk

χIτ ≤ 2m.

For k < 1 + logC + log2m, with careful selection, we can partition
Tλk into mk :=

⌈
Cm21−k⌉ collections:

Tλk =

mk⊔
j=1

Tλk,j , where
∑
τ∈Tλj,k

χIτ ≤ 2m, ∀j.

We now reorganize the corresponding clusters:

Lk,j :=
⊔

τ∈Tλk,j

Pτ

By moving cluster as a whole, we do not destroy any previously es-
tablished structure. Therefore, Lk,j still contains 1 .-apart clusters.
Lastly, We count the number of layers:

log2

(
��Cm2m

)
−(((((

((log2 C − log2m+
∑

k<1+log2 C+log2 m

mk . m

As a result, since the number stays morally the same, we might as
well renumber the index: (·)k,j  (·)k and thus:∑

τ∈Tλk

χIτ ≤ 2m, ∀k . m

Eventually, we summarize that LkP has the following structure:

Definition 5.3.3 (Λ-apart Ξ-stack or L∞ Forest in [Lie20] or Feffer-
man forest in [Zor19]).
P ⊂ D̃ is a Λ-apart Ξ-stack if it is a collection of clusters:

P =
⊔
j

Pj ∧ ∀j, (P ∈ Pj =⇒ λP C pj) ,

which satisfies the following properties:

• Height Control:
∑
j

χIpj ≤ Ξ.

• Cross-Cluster Separation: Given distinct Pj and Pk,

– Pj ∈ Pj and Pk ∈ Pk are E-incomparable.

– Pj and Pk are Λ-apart.
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We formulate our current progress as the following lemma:

Lemma 5.3.4 (Fefferman’s Trick).
Given λ > 18, P ⊂ D̃ convex, and Π ⊂ D̃ such that:

• Lower bound on Π-relative density of P:

P ∈ P =⇒ Const. ≥ AΠ(P ) > 2−n

• Upper bound on temporal overlap of MΠ:

MΠ :=
∑
π∈MΠ

χIπ . m2m,

we may choose κ∗ �
λ

1 such that P can be decomposed into:

• . n+m layers of anti-chains: {EkP}k.n and {HkP}k.m

• . m layers of 1 .-apart 2m-stacks: {LkP}k.m

5.4 Boundary Removal

To exclude bad behaviors when tiles get temporally dilated (as in the Trivial
Estimate) while doing the TT ∗-T ∗T argument, we need careful treatment on
the following configurations:

Definition 5.4.1 (Interior and Boundary).
Fixing $ � 1 as a buffer, given P ⊂ D̃ a cluster at p ∈ D̃, we set:

P◦ :=
{
P ∈ P | $ĨP ⊂ Ip

}
and ∂P := P \P◦.

Notice that both P◦ and ∂P are cluster at p since the temporal operation pre-
serves convexity and location. As a result, we say:{

P is an open cluster if P = P◦

P is an boundary cluster if P = ∂P.

We also extend the terminology to collections of clusters: Given P ⊂ D̃ a
collection of clusters:

P =
⊔
j

Pj ∧ ∀j, (P ∈ Pj =⇒ λP C pj) ,

we set:
P◦ :=

⊔
j

P◦j and ∂P :=
⊔
j

∂P = P \ P◦.

Similarly, we say P is open if P = P◦.
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For convenience, we introduce the following notion to focus on the temporal
aspect of the structure.

Definition 5.4.2 (Temporal projection).
Given P ⊂ D̃, we define its temporal projection as:

IP := {IP ∈ D | P ∈ P} and IP,s := IP ∩ Ds.

Boundary cluster is the culprit we need to deal with. Yet, an easy verifi-
cation shows the following temporal properties:

Properties 5.4.3 (Tooth configuration).
Given a boundary cluster P, there is s∆ h

$,D
1 such that:

s′ − s ≥ s∆ =⇒ ∀J ∈ Ds′ ,
∑
I∈IP,s
I⊂J

|I| ≤ 2−κ|J |.

Remark. The name chosen is because of the shape it formed (D = 1) when
drawing IP,s horizontally and stacking IP,ss vertically.

We see that the tooth configuration almost screams sparsity. As a result,
we shall expect the following configurations:

Definition 5.4.4 (Λ-decay stack or Sparse L∞ Forest in [Lie20]).
P ⊂ D̃ is a Λ-decay stack if:

s′ − s ≥ Λ =⇒ ∀J ∈ Ds′ ,
∑
I∈IP,s
I⊂J

|I| ≤ 2−κ|J |.

A direct computation shows that IP is also . Λ-carleson.

Putting things in action, we have:

Lemma 5.4.5 (Boundary removal).
A Λ-apart Ξ-stack P can be decomposed into:

P 

∂P .
$,D

1 + log2 Ξ
κ -decay stack

P◦ open Λ-apart Ξ-stack.

Proof. For starters, we notice that the temporal operation does not affect
the spectral behaviors of the clusters nor the covers’ configurations. That
is, trivially, P◦ is an open Λ-apart Ξ-stack. We now check the temporal

property of ∂P. Fixing N := s∆

⌈
1 + log2 Ξ

κ

⌉
.
$,D

1+ log2 Ξ
κ , an easy computation

shows that: Given s′ − s ≥ N , due to height control and properties of tooth
configuration, we have:

∀J ∈ Ds′ ,
∑

I∈I∂P,s
I⊂J

|I| ≤
�
�
���

up to Ξ overlaps∑
j

∑
I∈I∂Pj ,s
I⊂J

|I| ≤ Ξ2−Nκ|J | ≤ 2−κ|J |.
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5.5 Separation Upgrade

To compensate for the height the covers stack, we expect to gain enough decay
from orthogonality when clusters are mutually far apart. To achieve this,
we present the following lemma:

Lemma 5.5.1 (Separation upgrade).
A Λ-apart Ξ-tack P can be decomposed into:

P 

{
mP anti-chain

P \mP 2κ
∗
Λ-apart Ξ-Stack

Proof. Trivially, mP is, by construction, an anti-chain. On the other hand,

P′:=
P \mP =

⊔
j

P′j :=

(Pj \mPj).

Excluding possible empty clusters, we notice that the operation does not affect
the location (cover pj) of the clusters, Incomparablity ,and Height Control.
Therefore, we only need to verify the Apartness: Since

∀P ′j ∈ P′j , ∃Pj ∈ mPj s.t. Pj C P
′
j ,

by ∆-monotonicity, we have: for any k 6= j such that I ′j ⊂ Ipk ,

∵ Ij ( I ′j ⊂ Ipk ∴ ∆
(
P ′j , pk

)
≥ 2κ

∗
∆ (Pj , pk) ≥ 2κ

∗
Λ.
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6 Search for Good Trades

With the tools established in previous sections, we can organize tiles into several
well-behaved configurations. Yet, to put things together, we need to:

• Choose suitable collection of Ps and Πs to start with.

• Combine all the tools smartly.

• Balance the trade-off among different aspects of the control.

• Sum up all the contributions.

In this section, we first demonstrate the delicate phenomenon among the trade-
offs and mention a problem encountered in Fefferman’s original treatment [Fef73].
Next, we provide the insight of Lie’s solution in [Lie20] and Zorin-Kranich’s mod-
ification in [Zor19]. Lastly, we construct explicitly the collection of Πs through
an elementary model.

6.1 Trade-off: Polynomial v.s. Exponential

Let us start from the following assumptions: P ⊂ D̃ convex and Π ⊂ D̃,

• Π-relative density: P ∈ P =⇒ AΠ(P ) ∈
(
2−n, 21−n].

• Temporal overlap: MΠ :=
∑
π∈MΠ

χIπ . m2m.

We combine the three lemmas:

• Fefferman’s Trick: with κ�
λ

1,

P 


⊔
k.n

EkP t
⊔
k.m

HkP . n+m layers of anti-chains⊔
k.m

LkP . m layers of 1 . -apart 2m-stacks

• Boundary removal: for all LkP,

LkP 

∂LkP .
D

1 + m
κ -decay stack

LkP◦ open 1 . -apart 2m-stack

• Separation upgrade: for all LkP◦ (apply iteratively),

LkP◦  


⊔
j≤l

mjLkP◦ l layers of anti-chain

Else =: LlkP◦ open 2lκ
∗
. -apart 2m-stack
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As a result, we have the decomposition scheme on (P,Π):

• Sparse Parts:

– . n+m(l + 1) layers of anti-chains:

{EkP}k.n , {HkP}k.m , and {mjLkP◦}j≤l, k.m .

– . m layers of .
D

1 + m
κ -decay stacks: {∂LkP}k.m.

• Cluster Parts:

– . m layers of open 2lκ .-apart 2m-stacks:
{
LlkP◦

}
k.m

.

A natural strategy is to:

• Extract exponential decay of the density factorh 2−n out of all the
estimation (as in Trivial Estimate) to absorb polynomial growth of the
number of layers and sparsity factor.

• Use large separation to compensate for high temporal overlaps when
using T ∗T -TT ∗ argument.

In summary, we should aim for m� l . n. Indeed,

Polynomial! Exponential{
#Layers(Bad)

Sparsity(Bad)
!


#Overlaps(Bad)

Density(Good)

Separation(Good)

It is, for the most part, a good trade:

Decomposition =⇒ Polynomial Growth×Exponential Decay.

However, the assumption itself hides a counteracting theme. To find suitable
(P,Π), we need to find balance within the following conflicts:

Temporal overlap⇒⇐ 2−n-dense collection

↓MΠ ⇒⇐ #P ↑ .

Our first attempt might start with discarding irrelevant π ∈ Π. In fact, since
the distance factor within the definition of AΠ only provides decay, it follows
that we have:

Properties 6.1.1 (Equivalent reference).
Given P,Π ⊂ D̃ such that P ∈ P =⇒ AΠ(P ) > η, we have:

∀P ∈ P, AΠ(P ) = AΠη (P ) with Πη := {π ∈ Π | A(π) > η} .
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In our case, we derive a natural assumption:

π ∈ Π =⇒ A(π) > 2−n.

Still, we need to check if trimming down Π would actually make MΠ smaller:

Properties 6.1.2 (MΠ-monotonicity).

Π0 ⊂ Π1 ⊂ D̃ =⇒ MΠ0 ≤MΠ1 .

Proof. Suppose the otherwise:

∃x ∈ RD s.t. MΠ0
(x) > MΠ1

(x).

By Pigeon-hole principle, there must be distinct π0, π
′
0 ∈MΠ0 such that:

x ∈ Iπ0
∩ Iπ′0 6= ∅ ∧ ∃π1 ∈MΠ1, s.t. π0, π

′
0 E π1.

However, since π0, π
′
0 are E-incomparable, we must have:

cωπ1
∈ ωπ1 ⊂ ωπ0 ∩ ωπ′0 = ∅

which is a contradiction.

Meanwhile, we can locate all the high overlaps:

E :=
{
x ∈ RD |MΠ(x) & m2m

}
.

Naturally, references temporally in E are those who cause the overshoot, and

we shall exclude them: Π+ ⊂ Π\
bad references

{π ∈ Π | Iπ ⊂ E}. By MΠ-monotonicity, we
can control the temporal overlap:

MΠ+ ≤MΠ\{π∈Π|Iπ⊂E} =
∑
π∈MΠ
Iπ 6⊂E

χIπ . m2m.

However, discarding the bad references would result in a decay of density
when tiles being measured. Therefore, we should modify P:

P+ ⊂
{
P ∈ P | AΠ+(P ) > 2−n

}
\ {P ∈ P | IP ⊂ E} and is convex.

By construction, (P+,Π+) satisfies our assumptions and can be treated with
our decomposition scheme. The rest is to derive control on P− := P \P+. In
general, we expect that P ∈ P− has low relative density or is temporally
contained in E. Thus, a good control on E would always be helpful. Yet,
as we trace back its construction: E  MΠ  MΠ, we see that a deeper
understanding of the structure of MΠ is needed. For instance, our natural
assumption, with double counting taken into consideration, actually implies
the 2−n-sparse condition:{

|Iπ| ≤ 2n|Eπ| ∀π ∈MΠ

{Eπ}π∈MΠ are disjoint,
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or, equivalently, the 2n-carleson condition:

∀I ∈ D,
∑
π∈MΠ
Iπ⊂I

|Iπ| ≤ 2n|I|.

This implicitly gives us structures on E:

2n-carleson control on MΠ  control on E

and may shade some light on the treatment for P−.

6.2 Charles Fefferman’s Exceptional Set

Using language established, we explain Fefferman’s idea. In [Fef73], Fefferman
analyzed Carleson operator under torus T ' [0, 1) settings. We first orga-
nized tiles according to D̃-relative density:

D̃ =
⊔
n∈N

Pn, where Pn :=
{
P ∈ D̃ | AD̃(P ) ∈

(
2−n, 21−n]} .

Using Pn’s equivalent reference:

Πn :=
{
π ∈ D̃ | A(π) > 2−n

}
paired with previous discussion:

‖MΠn‖L1 =
∑

π∈MΠn
Iπ⊂T

|Iπ| ≤ 2n,

we may apply Markov’s inequality to derive: µ
(
M−1

Πn
(η,∞]

)
≤ 2n/η. There-

fore, if we choose η = m2m and define the Exceptional Set as:

En,m := M−1
Πn

(m2m,∞] ,

we can exclude Π−n,m := {π ∈ Πn | Iπ ⊂ En,m}, all tiles causing the overshoot,
from Πn and verify that:

MΠ+
n,m
≤ m2m, where Π+

n,m := Πn \Π−n,m.

In conclusion, we have height control on Iπs not contained in En,m and sup-
port control on En,m. Therefore, as we modify Pn accordingly:

P−n,m := {P ∈ Pn | IP ⊂ En,m} and P+
n,m := Pn \ P−n,m,

we must have:

P ∈ P+
n,m =⇒ AΠ+

n,m
(P ) = AΠn (P ) ∈

(
2−n, 21−n] .
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We can apply the decomposition scheme on (P+
n,m,Π

+
n,m)s and expect that:∥∥∥LP+

n,m
f
∥∥∥
L2
. p(n,m)2−εn ‖f‖L2 ,

for some small ε ∈ R+ and a polynomial p(·, ·). On the other hand,

µ

⊂En,m(
suppLP−n,mf

)
≤ m−12n−m.

Combining both in the form of distributional estimate, we get:

µ
(
|LPnf |

−1
(η,∞]

)
≤µ
(∣∣∣LP+

n,m
f
∣∣∣−1

(η,∞]

)
+ µ

(∣∣∣LP−n,mf
∣∣∣−1

(0,∞]

)
.

(
p(n,m)2−εn

‖f‖L2

η

)2

+m−12n−m.

Unfortunately, through minimizing the RHS, we can only derive L2 → L2−ε

bound. To make matters worse, we rely on the finite measure structure on T
to control the exceptional set. This prevents us an easy adaptation from T
settings to RD settings. Alternatively, this shows that a possible path to tackle
the issue is to localize the analysis on the level set. That is, we aim for good
control on:

I ∩M−1
Πn

(m2m,∞] , for various I ∈ D.

6.3 Victor Lie’s Stopping Collection

Continuing previous discussion, our goal is to do finer estimate on the level set.
In [Lie20], Lie’s innovation is the use of the John-Nirenberg inequality on
his inductive construction. We give our interpretation of his treatments. For
starters, we observe that:

Observation. Carlson packing condition implies the boundedness of 2κ-adic
BMO norm of the corresponding counting function.

Using similar settings: Given Pn ⊂ D̃ convex and Πn ⊂ D̃ such that

• P ∈ Pn =⇒ AΠn(P ) ∈
(
2−n, 21−n],

• π ∈ Πn =⇒ A (π) > 2−n,

we see that {Iπ}π∈MΠn
is 2n-carleson (counting with multiplicity), and thus,
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for any I ∈ D, we have:

χI (MΠn − |MΠn |I) =

���
���

���
���

���
��∑

π∈MΠn
Iπ)I

χ
I∩�Iπ

−
 
I

∑
π∈MΠn
Iπ)I

χ
I∩�Iπ

dµ · χI

+
∑

π∈MΠn
Iπ⊂I

χ
�I∩Iπ

−
 
I

∑
π∈MΠn
Iπ⊂I

χ
�I∩Iπ

dµ · χI

=
∑

π∈MΠn
Iπ⊂I

χIπ − |I|−1
∑

π∈MΠn
Iπ⊂I

|Iπ| · χI .

Therefore, doing another average, we have:

|MΠn − |MΠn |I |I . |I|
−1

∑
π∈MΠn
Iπ⊂I

|Iπ| ≤ 2n.

That is, we conclude that: ‖MΠn‖BMO∆
. 2n. Now, we may apply John-

Nirenberg inequality: For some cj .
κ,D

1,

∣∣∣∣∣∣∣
x ∈ I |

∑
π∈MΠn
Iπ⊂I

χIπ > η


∣∣∣∣∣∣∣

≤

∣∣∣∣∣∣∣
x ∈ I |

∑
π∈MΠn
Iπ⊂I

χIπ − |I|−1
∑

π∈MΠn
Iπ⊂I

|Iπ| > η − 2n


∣∣∣∣∣∣∣

≤ |{x ∈ I | |MΠn(x)− |MΠn |I | > η − 2n}|

≤ec0−
η−2n

c12n |I| ≤ ec0+1/c1−2−nη/c1 |I| .

Consequently, for any C � c1(c0 + 1), there is Λ h
κ,D

C such that:

∣∣∣∣∣∣∣
x ∈ I |

∑
π∈MΠn
Iπ⊂I

χIπ > Cn2n


∣∣∣∣∣∣∣ ≤ e−Λn|I|.

In particular, if (π, I) ∈ Πn × A, either Iπ ⊂ I or Iπ ∩ I = ∅, for example:

A := M {Iπ ∈ D | π ∈ Πn} ,

we always have:

|I ∩ E| ≤ e−Λn|I|, where E := M−1
Πn

(Cn2n,∞] .
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In short, John-Nirenberg inequality yields a much stronger decay and more
localized control than Markov’s inequality does. With that in mind, we now
modify (Pn,Πn) accordingly:{

Π−n := {π ∈ Πn | Iπ ⊂ E} and Π+
n := Πn \Π−n

P−n := {P ∈ Pn | IP ⊂ E} and P+
n := Pn \ P−n .

In conclusion,

• (P+
n ,Π

+
n ) can be treated with the decomposition scheme.

• E can be decomposed into a disjoint collection of 2κ-adic cubes:

A− := M {I ∈ D | I ⊂ E} .

• both P+
n and P−n have support control:

{
P ∈ P+

n =⇒ IP ∈ A⊂ \ A−⊂

P ∈ P−n =⇒ IP ∈ A−⊂
.

Therefore, if our estimate preserves the structure of the support control
we might be able to benefit from its decay.

• we shall analyze P−n with compatible references: Π−n , but some decay of
density might happen. Thus, we need further treatment so that we can
apply our arguments iteratively.

Still, with some tweaking, we can inductively build up the collection of (P,Π)s.
The following is a sketch of the method in [Lie20]:

1. Starting with n = 1, we first collect 2−1-dense tiles:

Pres(0) :=
{
P ∈ D̃ | AD̃(P ) ∈

(
2−1, 1

]}
,

equivalent references, and default cubes:

Πres(0) :=
{
π ∈ D̃ | A(π) > 2−1

}
and A0 := Ds.

2. Define inductively (Pk,Πk,Ak) :=
(
P+
res(k−1),Π

+
res(k−1),A

−
k−1

)
.

3. Due to the decay of density,
(
P−res(k−1),Π

−
res(k−1)

)
might not satisfy the

assumption for Lie’s arguments. We modify as such:

Pres(k) :=
{
P ∈ P−res(k−1) | AΠ−

res(k−1)
(P ) > 2−1

}
and Πres(k) := Π−res(k−1) untouched. What remains are those affected by

the decay of density: Pdecay(k) := P−res(k−1) \ Pres(k).

4. By construction, we have for all k,
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• (Pk,Πk) can be treated with the decomposition scheme.

• Aks posses a cell structure: Ik := A⊂k−1 \ A
⊂
k

• Tiles in Pk are temporally controlled by Ik: P ∈ Pk =⇒ IP ∈ Ik.

• Size of Ak locally posses exponential decay:

J ∈ Ak−1 =⇒ µ
(
J ∩

⊔
Ak
)

=
∑
I∈Ak
I⊂J

|I| ≤ e−Λ|J |,

which also screams sparsity.

• With temporally restricted references: Pdecay(k) has decayed
density less than 2−1.

5. To deal with Pdecay(k)s, we preserve the Ik-cell structure when collecting
the 2−2-dense tiles.

Pres(k,0) :=
{
P ∈ D̃ | IP ∈ Ik ∧ AΠres(k,0)

(P ) ∈
(
2−2, 2−1

]}
,

where:

Πres(k,0) :=
{
π ∈ D̃ | Iπ ∈ Ik ∧ A(π) > 2−2

}
and Ak,0 := Ak−1.

The rest is to pass the arguments into every cells and inductively create
finer cells to compensate for the decay of density.

In short, there are natural ways to build nested cells from the level set so
that, within each cell, we have good control on MΠs and Ps. Yet, the argument
looks daunting due to the complicated process and indexes.

6.4 Pavel Zorin-Kranich’s Modifications

Inspired by Lie’s arguments, Zorin-Kranich simplified the arguments. Through
combining level set estimates from different densities, he first constructed
the cell structure fitting for all densities and then classified tiles according
to the relative density localized within the cell. This prevents the problem
arising from decayed densities since all the decay happens within the cell
and the measurement is done after the decay. Additionally, his cell structure
interacts well with temporal dilation. This allows him to verify some local-
ized estimates to apply the extrapolation arguments from [BT13]. We
present his arguments as two parts: Cell estimate and Mollification. Before
the discussion, we first introduce some terminologies:

Definition 6.4.1 (Carpet: collection of disjoint cubes).
Consider the following collection:

X :=

{
A ∈ 2D |

Collection of disjoint cubes

∀I, J ∈ A, (I ∩ J 6= ∅ =⇒ I = J)

}
.

We call an element A ∈ X a carpet.
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Definition 6.4.2 (Covering relation).
We equip X a partial order relation ≺:

∀A,B ∈ X,
(
A ≺ B ⇐⇒ A ⊂ B⊂

)
Additionally, we define the δ-covering relation as such:

A ≺
δ
B ⇐⇒

A ≺ B ∧ ∀J ∈ B, ∑
I∈A
I⊂J

|I| ≤ δ|J |

 .

Typically, we only consider δ ∈ (0, 1).

Definition 6.4.3 (Smooth carpet).
A ∈ X is smooth if: Given (I, J) ∈ D× A,(

`I ≤ 2−κ`J ∧ Ĩ ∩ J 6= ∅
)

=⇒ ∃J ′ ∈ A s.t.
(
2−κ`J ≤ `J′ ∧ I ⊂ J ′

)
.

We denote the collection of smooth carpets as X∞.

Remark. Another way to view smoothness is the following: If A ∈ X∞,

I /∈ A⊂ =⇒ ∀J ∈ A,
(
Ĩ ∩ J 6= ∅ =⇒ `I ≥ `J

)
.

Heuristically speaking, the size/scale of cubes in a smooth carpet must varies
smoothly. Thus, dilated cubes share similar incidental properties with its
non-dilated counterpart.

We now present the core estimate:

Lemma 6.4.4 (Cell estimate).
Given δ ∈ (0, 1) and A ∈ X, there is C �

δ,κ,D
1 such that we can find A �

δ
A− ∈ X

locating all the bad references. That is, by removing all references temporally
located in A−⊂:

Π+ :=
{
π ∈ D̃ | Iπ ∈ A⊂ \ A−⊂

}
,

its 2−n-dense equivalent reference: Π+
n := {π ∈ Π+ | A(π) > 2−n} follows:

∀n ∈ N, MΠ+
n
≤ Cn2n.

Remark. It essentially states that: within certain temporal location, the
2−ndense equivalent reference follows our desired control.

Proof. Considering the temporally localized references:

Πn :=
{
π ∈ Π | A(π) > 2−n

}
, where Π :=

{
π ∈ D̃ | Iπ ∈ A⊂

}
,
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we can locate the high overlaps across all different densities:

E :=
⋃
n∈N

En, where En := M−1
Πn

(Cn2n,∞] .

Applying John-Nirenberg inequality, we have: Given I ∈ A,

µ (I ∩ E) ≤
∑
n∈N

µ (I ∩ En) ≤
∑
n∈N

e−Λn|I| ≤ |I|
eΛ − 1

.

We now decompose E into disjoint cubes: A− := M {I ∈ D | I ⊂ E} and take
large enough C h

κ,D
Λ�

δ
1 to verify A− ≺

δ
A:

∀J ∈ A,
∑
I∈A−
I⊂J

|I| = µ (J ∩ E) ≤ |J |
eΛ − 1

≤ δ|J |.

Meanwhile, we isolate bad reference: Π− := {π ∈ Π | Iπ ∈ A−⊂} and define:

Π+
n := Πn \Π− so that, by construction, MΠ+

n
≤ Cn2n.

To this stage, we have established methods to adapt (P,Π)s to the cell
structure: A⊂ \ A−⊂. Yet, before doing so, Zorin-Kranich put additional steps
to equip the cells with Smooth structure:

Lemma 6.4.5 (Mollification).
Given (A,B) ∈ X× X∞, if A ≺

δ
B, we can construct βA ∈ X∞ satisfying:

A ≺ βA ≺
δ′
B, where δ′ h

κ,D
δ.

We postpone the proof and see how the two lemmas help us construct
the cell structure and (P,Π)s. We recall the comparison between Jenga and
Eiffel Tower and state our desired result in the following lemma.

Lemma 6.4.6 (Eiffel Tower construction).
Given δ ∈ (0, 1), we can construct a chain of smooth carpets:

{Aα}α∈N ⊂ X
∞ and defaut A0 := Ds ∈ X∞

such that we have the following:

• δ-covering relation:

· · · ≺
δ
Aα ≺

δ
Aα−1 ≺

δ
· · · ≺

δ
A1 ≺

δ
A0.
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• Cell structure:

D⊂s =
⊔
α∈N

Iα, where Iα := A⊂α−1 \ A⊂α .

Accordingly, we also have:

D̃ =
⊔
α∈N

P∗,α, where P∗,α := Πα :=
{
π ∈ D̃ | Iπ ∈ Iα

}
.

• Relative density partition:

P∗,α =
⊔
n∈N

Pn,α, where Pn,α :=
{
P ∈ P∗,α | AΠα(P ) ∈

(
2−n, 21−n]} .

• Temporal overlap control:

MΠn,α .
δ,κ,D

n2n, where
2−n-dense equivalent reference

Πn,α :=
{
π ∈ Πα | A(π) > 2−n

}
.

Proof.

1. Starting with A0 := Ds ∈ X∞, we assume Aα−1 ∈ X∞ constructed.

2. Through cell estimate, we have: A−α−1 ≺
δ
Aα−1 and set, accordingly,

Π+
n,α :=

{
π ∈ D̃ | A(π) > 2−n ∧ Iπ ∈ A⊂α−1 \ A−⊂α−1

}
3. Since Aα−1 ∈ X∞, we may apply mollification, set Aα := βA−α−1 ∈ X∞,

and yield a chain of relations:

· · · ≺
δ′
Aα ≺

δ′
Aα−1 ≺

δ′
· · · ≺

δ′
A1 ≺

δ′
A0.

As a result, with a renaming of variable δ′  δ, we have δ-covering relation.
Additionally, cell structure and relative density partition follow directly
from construction. The rest is to verify the temporal overlap control. This
follows from cell estimate. Since Iα ⊂ A⊂α−1 \ A

−⊂
α−1, we have:

Πn,α ⊂ Π+
n,α and, thus, MΠn,α ≤MΠ+

n,α
.

δ,κ,D

n2n.

Remark. The result matches our settings for decomposition scheme with
n = m. Moreover, both Pn,α and Πn,α are temporally localized inside Aα−1

but outside Aα. Due to the nested structure, as long as our analysis reflect
these temporal properties, we can benefit from the δ-covering and the smooth-
ness of carpet when treating the operator and its adjoint.
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Lastly, with a change of perspective, we can organize the collection as such:

D̃ =
⊔
n∈N

Pn, where Pn :=
⊔
α∈N

Pn,α

so that, by our construction, we also have:

∵ Pn,α ⊂ Πα ∴ P ∈ Pn =⇒ A(P ) ≤ AΠα(P ) h 2−n.

6.5 Explicit Construction of Smooth Carpet

We resume to prove the mollification lemma 6.4.5. In the original literature
[Zor19], Zorin-Kranich neither gave an explicit construction nor verified the δ-
covering relation. For the sake of completeness, we present our arguments
with explicit construction. A reasonable starting point is to first consider
the following question: What is the simplest non-trivial smooth carpet? A
direct guess leads us to the next definition:

Definition 6.5.1 (The Ink-bleeding).
Given A ∈ D, we define the Ink-bleeding of A:

βA ∈ m {A ∈ X∞ | {A} ≺ A}

as the ≺-minimal smooth carpet that covers the one cube carpet {A} con-
structed through the following process:

1. For some s ∈ Z, A ∈ Ds. We set A0 := {A} ∈ X at our initial stage.

2. Suppose we have Ak−1 ∈ X at k − 1th stage, we build Ak ∈ X as such:

Ak :=M

Ak−1 ∪
⋃

J∈Ak−1

{
I ∈ D | `I ≤ 2−κ`J ∧ Ĩ ∩ J 6= ∅

}
=Ak−1 t

{
I ∈ Ds−k \ A⊂k−1 | Ĩ ∩

⊔
Ak−1 6= ∅

}
.

Essentially, we attempt to use greedy algorithm by adding the bare re-
quirement for it to be smoother. Incidentally, the process adds barely
smaller layer of cubes on the edge of the carpet.

We define βA :=
⋃
k∈N
Ak. It is easy to check that {A} ≺ βA ∈ X:

{A} ⊂ A0 ⊂ A1 ⊂ · · · ⊂ Ak ⊂ · · · ⊂ βA ∈ X.

By construction, βA ∈ X∞ since, given (I, J) ∈ D× Ak−1, we have:(
`I ≤ 2−κ`J ∧ Ĩ ∩ J 6= ∅

)
=⇒ ∃J ′ ∈ Ak s.t.

(
2−κ`J ≤ `J′ ∧ I ⊂ J ′

)
.
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Figure 1: A3 (with D = 2, κ = 1 and I, Ĩ: red v.s. J : blue)

A

Also, minimality is guaranteed by the greedy algorithm. Lastly, we give some
quantitative description:

⊔
βI =

(
1 + 2 (nD2κ + 1)

∑
k∈N

2−κk

)
A

=
(2nD + 1) 2κ + 1

2κ − 1
A ⊂ CDA, where CD := 4nD + 3.

With building blocks constructed, we still need ways to sew things together:

Properties 6.5.2 (Sewing).
Given Y ⊂ X∞ and B ∈ X, we have:

(∀A ∈ Y, A ≺ B) =⇒ B �
∨
Y := M

⋃
Y ∈ X∞.

Proof. By construction, we only need to verify the smoothness. Given I ∈ D
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and J ∈
∨
Y, since there is A ∈ Y such that J ∈ A, we have:(

`I ≤ 2−κ`J ∧ Ĩ ∩ J 6= ∅
)

=⇒ ∃J ′ ∈ A s.t.
(
2−κ`J ≤ `J′ ∧ I ⊂ J ′

)
=⇒ ∃J ′′ ∈

∨
Y s.t.

(
2−κ`J ≤ `J′ ≤ `J′′ ∧ I ⊂ J ′ ⊂ J ′′

)
.

As a result, B �
∨
Y ∈ X∞.

Now we are ready to prove the mollification lemma:

Proof (Lemma 6.4.5). Through sewing Ink-bleedings, we immediately have:

∵ ∀A ∈ A, {A} ≺ βA ≺ B ∴ A ≺ βA ≺ B, where βA :=
∨
A∈A

βA ∈ X∞.

On the other hand, since A ≺
δ
B with δ ∈ (0, 1), we must have:

∀(A,B) ∈ A× B,
(
A ⊂ B =⇒ `A ≤ 2−κ`B

)
.

Consequently, given (A,B) ∈ A× B, we have Cκ,D := 1 + 2−κCD such that:

∃I ∈ βA s.t. I ⊂ B =⇒ B ∩ CDA 6= ∅ =⇒ A ⊂ Cκ,DB.

We now verify the quantitative covering relation. Given B ∈ B, since
B ∈ X∞ (scale of cubes varies smoothly in B), previous estimate yields:∑

I∈βA
I⊂B

|I| ≤
∑
A∈A

A⊂Cκ,DB

∑
I∈βA

|I| ≤
∑
B′∈B

B′∩Cκ,DB 6=∅

∑
A∈A
A⊂B′

µ
(⊔

βA

)

.
D

∑
B′∈B

B′∩Cκ,DB 6=∅

∑
A∈A
A⊂B′

|A| ≤
∑
B′∈B

B′∩Cκ,DB 6=∅

δ|B′| .
κ,D

δ|B|.
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7 Sparse Domination of Sparse Parts

With Eiffel Tower construction, we have set up for our decomposition
scheme. The rest of the work is to provide good control on both sparse parts
and cluster parts. Here, we choose the the setting: l . m = n to do the
decomposition and present the argument for sparse parts in the form of sparse
form dominance and pointwise sparse dominance.

7.1 Reductions

Definition 7.1.1.
CP :=

∑
P∈P

χEP , where P ⊂ D̃.

Definition 7.1.2 (Spectral η-control).
Given Pj ∈ D̃, we define:{

P0 .< P1 ⇐⇒ sP0
≤ sP1

∧ ∆(P0, P1) < η

P0 .≥ P1 ⇐⇒ sP0
≤ sP1

∧ ∆(P0, P1) ∈ [η,∞) .

Notice that either relation implies ĨP0
∩ ĨP1

6= ∅ and thus, IP0
⊂ 2ĨP1

. Addi-
tionally, given P ⊂ D̃ and P ∈ D̃, we define:{

PP,< := {P ′ ∈ P | P ′ .< P}
PP,≥ := {P ′ ∈ P | P ′ .≥ P}

Lemma 7.1.3 (Tile-tile interaction).
Given Pj ∈ D̃, we have:

∣∣L∗P1
LP0f

∣∣ = 0 ⇐= P0, P1 are E -incomparable∣∣LP1L
∗
P0
f
∣∣ .

κ,D,d

〈∆ (P0, P1)〉τ/d |ĨP0
∩ĨP1 |

|IP0 |·|IP1 |
‖f‖L1(EP0) χEP1

.

Proof. The first relation is trivial since:

P0, P1 E -incomparable =⇒ EP0 ∩ EP1 = ∅.

The second relation follows from estimating the kernel:

LP1
L∗P0

f(·) =

ˆ
KP0,P1

(·, y)f(y)dy,

where the explicit form of KP0,P1
is:

KP0,P1
(x, y) =

ˆ
ĨP0
∩ĨP1

ei(qx−qy)(z)KsP1
(x, z)KsP0

(y, z)dz · χEP1
(x)χEP0

(y).

Considering J := ĨP0
∩ ĨP1

6= ∅ and (x, y) ∈ EP1
× EP0

, we have:

∵ (qx, qy) ∈ ωP1 × ωP0 ∴ ‖qx − qy‖ĨP0
∩ĨP1

≥ ∆ (P0, P1) .
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To apply Van der Corput estimate, we need a way to measures the Oscil-
lation of ψP0,P1(·) := KsP1

(x, ·)KsP0
(y, ·). Using kernel’s properties: L∞\Size

Control and Locally τ-Hölder Continuity(3.4.3.1), we have:

‖∆‖ . `J =⇒ |ψP0,P1 − τ∆ψP0,P1 | .
κ,D,d

(‖∆‖/`J)
τ |IP0 |

−1 |IP1 |
−1
.

Plugging everything into the estimate yields:

|KP0,P1(x, y)| .
D,d

sup
‖∆‖
`J

<〈‖qx−qy‖J 〉1/d
‖ψP0,P1 − τ∆ψP0,P1‖L∞ |J |

.
κ,D,d

〈
‖qx − qy‖J

〉τ/d |IP0
|−1 |IP1

|−1 |J |

≤ 〈∆ (P0, P1)〉τ/d
∣∣∣ĨP0
∩ ĨP1

∣∣∣
|IP0
| · |IP1

|
.

Remark. Comparing to the single tile estimate, we successfully extract the dis-
tance factor and keep all other the good estimate.

Through single tile estimate and tile-tile interaction, we aim to control
the behavior of the sparse part. For starters, we first observe that: Given
P ⊂ Pn be sparse parts, we have two ways to proceed with our control:

• Pointwise Dominance: Using single tile estimate, we suspect that:

|LP| .
∑
P∈P
|f |ĨPχEP

?

.
∑
I∈S
|f |ΛIχI ,

for some large constant Λ . 1 and S ⊂ D p(n)-carleson with p(·) be a
prescribed polynomial. By Sparse-Maximal dominance, we expect:

‖LPf‖Lp . p(n) ‖Mf‖Lp . p(n)‖f‖Lp , ∀p ∈ (1,∞).

• L2 control: Expanding the L2 norm explicitly, we have:

‖L∗Pf‖2L2 = 〈L∗Pf,L∗Pf〉 .
∑
Pj∈P

sP0
≤sP1

∣∣〈L∗P0
f,L∗P1

f
〉∣∣

≤

〈 ∑
Pj∈P

sP0
≤sP1

∣∣LP1
L∗P0

f
∣∣ , |f |〉 .

To control the L2 norm is to control the first term in the last expression.
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With Tile-tile interaction, we have:∑
Pj∈P

sP0
≤sP1

∣∣LP1L
∗
P0
f
∣∣ . ∑

Pj∈P
P0.≥P1

〈∆(P0, P1)〉τ/d |IP1 |
−1 ‖f‖L1(EP0)χEP1

+
∑
Pj∈P

P0.<P1

〈∆(P0, P1)〉τ/d |IP1 |
−1 ‖f‖L1(EP0)χEP1

.
∑
P ′∈P


(1 + η)−τ/d

∣∣∣CPP ′,≥f
∣∣∣
2ĨP ′

+
∣∣∣CPP ′,<f

∣∣∣
2ĨP ′

χEP ′ .

Applying Hölder’s inequality, we get:

∑
Pj∈P

sP0
≤sP1

∣∣LP1
L∗P0

f
∣∣ . ∑

P ′∈P


(1 + η)−τ/d

∣∣∣CPP ′,≥

∣∣∣
2ĨP ′ ,r

′

+
∣∣∣CPP ′,<

∣∣∣
2ĨP ′ ,r

′

 |f |2ĨP ′ ,r χEP ′ .
We wish to extract density factor from the

{
· · ·
}

term. If we can
actually do so with r ∈ (1, 2):∑

Pj∈P
sP0
≤sP1

∣∣LP1
L∗P0

f
∣∣ . 2−nε

∑
P ′∈P

|f |2ĨP ′ ,r χEP ′ ,

the RHS is again possible to be dominated by the corresponding sparse
operator with a p(n)-carlson sparse cubes S′ ⊂ D. This in turn can
further be norm dominated by Mrf :∑

P ′∈P
|f |2ĨP ′ ,r χEP ′

?

.
∑
I∈S′
|f |ΛI,r χI

=⇒

∥∥∥∥∥∑
P ′∈P

|f |2ĨP ′ ,r χEP ′

∥∥∥∥∥
L2

. p(n) ‖Mrf‖L2 .
r
p(n)‖f‖L2 .

As a result, through duality, we shall expect:

‖LPf‖L2 . p(n)2−nε/2 ‖f‖L2 .

Suppose everything works as intended, we can easily spread out the 2−nε/2

decay in L2 to all Lp and sum over n ∈ N to complete the Lp control:

Theorem 7.1.4 (Lp bound on sparse parts).
Given P ⊂ D̃ be the full collection of the sparse parts, we have:

‖LPf‖Lp .
p
‖f‖Lp , ∀p ∈ (0,∞).
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For a more precise analysis, we consider the following configuration:

Definition 7.1.5 (Sparse tower or Sparse Forest in [Lie20], Anti-chain
and boundary in [Zor19]).
Given P ⊂ Pn, we say:

P is

{
an anti-chain

a . n-decay
tower

⇐⇒ P ∩ Pn,α is

{
an anti-chain

a . n-decay stack
∀α ∈ N

In either case, we call P a sparse tower.

Remark. In our case, using decomposition scheme on Eiffel Tower con-
struction with l . m = n gives us:

Pn  


. n2 anti-chain towers

. n . n-decay towers

A lot of clusters

Therefore, to compensate the polynomial growth of the number of sparse
towers, we shall extract some exponential decay from the estimate of a
sparse tower:

Theorem 7.1.6 (Sparse tower estimate).
Given P ⊂ Pn a sparse tower, we have:

‖LPf‖L2 . p(n)2−nη2 ‖f‖L2 ,

and we can construct a p(n)-carleson collection S ⊂ D such that:

|LPf | .
∑
I∈S
|f |Ĩ χI .

As a result, we have full control:

‖LPf‖Lp .
p
p(n)2−nηp ‖f‖Lp , where ηp > 0, ∀p ∈ (1,∞).

The theorem follows directly from the following two lemmas.

Lemma 7.1.7 (Sparse dominance).
Given P ⊂ Pn be sparse tower, we can find p(n)-carleson S ⊂ D such that:∑

P∈P
|f |ΛIP ,r χEP ≤

∑
I∈S
|f |ΛI,rχI , ∀r ∈ [1,∞).
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Lemma 7.1.8 (Density extraction).
Given P ⊂ Pn be sparse tower, P ′ ∈ D̃, and r ∈ (1,∞), we have:

∣∣∣CPP ′,≥

∣∣∣
2ĨP ′ ,r

′
.
r
p(n)∣∣∣CPP ′,<

∣∣∣
2ĨP ′ ,r

′
.
r
p(n)2−n/r

′
(1 + η)(dD+ε)/r′ .

Remark. To apply density extraction to the proof of theorem, we fine tune
η, ε ∈ R+ and r ∈ (1, 2) so that:

(1 + η)
−τ/d

+ 2−n/r
′
(1 + η)

(dD+ε)/r′ . 2−nη2 .

Before we proceed with the proof of the lemmas, we present our plan:

1. Prove the lemmas with P ⊂ Pn,α be an anti-chain.

2. For any . n-decay stack P ⊂ Pn,α, we can construct a decomposition
on P with respect to a decomposition on its temporal projection to
encode the decay property. We first recall that there is s∆ h n such that:

s′ − s ≥ s∆ =⇒ ∀J ∈ Ds′ ,
∑
I∈IPs
I⊂J

|I| ≤ 2−κ|J |.

We now reorganize the collection by modding out s∆ on the scaling:

IP =

s∆⊔
j=1

IjP, where IjP :=
⊔
t∈Z
IP,s∆t+j ,

and do the following canonical decomposition into carpets:

IjP =
⊔
k∈N

Mj
P,k, where Mj

P,k := M

(
IjP \

⊔
l<k

Mj
P,l

)
∈ X, ∀k ∈ N.

By construction, if (I, J) ∈
(
Ds ∩Mj

P,k+1

)
×
(
Ds′ ∩Mj

P,k

)
, then:

I ⊂ J =⇒ s′ − s
s∆

∈ N.

Therefore, we can verify the following covering condition:

∀J ∈ Ds′ ∩Mj
P,k,

∑
I∈MjP,k+1

I⊂J

|I| =
∑
s∈Z

s′−s
s∆
∈N

∑
I∈Ds∩MjP,k+1

I⊂J

|I|

by decay property, ≤
∑
s∈Z

s′−s
s∆
∈N

2
− s
′−s
s∆

κ|J | = 1

2κ − 1
|J |.
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That is, we have:

· · · ≺
1

2κ−1

Mj
P,k ≺1

2κ−1

Mj
P,k−1 ≺1

2κ−1

· · · ≺
1

2κ−1

Mj
P,2 ≺1

2κ−1

Mj
P,1, ∀j = 1 ∼ s∆.

As a direct consequence, IjP is . 1-carleson. Correspondingly, we define:

P =

s∆⊔
j=1

⊔
k∈N

Pjk with Pjk :=
{
P ∈ P | IP ∈Mj

P,k

}
.

Notice that Pjks are anti-chains. With the the ≺
1

2κ−1

-chain structure,

estimate from individual anti-chain Pjk can be sum up to similar order.

3. For P ⊂ Pn be an sparse tower, we decompose the collection with respect
to the level/cell structure:

P =
⊔
α∈N

P(α), where P(α) := P ∩ Pn,α.

δ-covering relation among Aαs should allow us to sum everything up.

7.2 Sparse Dominance

Following our plan, we split the proof in three parts:

Claim (Anti-chain sparse dominance).
Given an anti-chain P ⊂ Pn,α, we can construct S ∈ X a carpet, which is
1-carleson by definition, such that S ⊂ IP ⊂ Iα and:∑

P∈P
|f |ΛIP ,r χEP ≤

∑
I∈S
|f |ΛI,r χI , ∀r ∈ [1,∞).

Proof (Anti-chain sparse dominance). Since E-incomparability implies dis-
jointness, {EP }P∈P are mutually disjoint. We can first collapse all the tiles
sharing the same temporal block:∑

P∈P
|f |ΛIP ,rχEP =

∑
I∈IP

|f |ΛI,rχEI , where EI :=
⊔
P∈P
IP=I

EP .

Still, since {EI}I∈IP are mutually disjoint, we have:∑
I∈IP

|f |ΛI,rχEI (x) ≤ sup
I∈IP
x∈EI

|f |ΛI,r ≤ sup
I∈IP
x∈I

|f |ΛI,r, ∀x ∈ RD

Notice that, since IP ⊂ Iα ⊂ D⊂s \D⊂s , the supremum is actually just a maxi-
mum. It is now valid to collect all the cubes that reach maximum for every
point x ∈

⋃
IP and define:

S := M

( ⋃
x∈RD

Sx

)
, where Sx :=

J ∈ IP | x ∈ J ∧ |f |ΛJ,r = max
I∈IP
x∈I

|f |ΛI,r

 .
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By construction, S ∈ X and S ⊂ IP ⊂ Iα. Most importantly, we have:∑
P∈P
|f |ΛIP ,rχEP (x) ≤ max

I∈IP
x∈I

|f |ΛI,r =
∑
I∈S
|f |ΛI,rχI(x), ∀x ∈ RD.

Claim (. n-decay stack sparse dominance).
Given a . n-decay stack P ⊂ Pn,α, we can construct a . n-carleson collection
S ⊂ IP ⊂ Iα such that:∑

P∈P
|f |ΛIP ,r χEP ≤

∑
I∈S
|f |ΛI,r χI , ∀r ∈ [1,∞).

Proof (. n-decay stack sparse dominance). Following our plan, we apply anti-
chain sparse dominance on Pjk. As a result, we have Sjk ∈ X satisfying

Sjk ⊂ IPjk = Mj
P,k and the following relation:∑
P∈Pjk

|f |ΛIP ,r χEP ≤
∑
I∈Sjk

|f |ΛI,r χI , ∀r ∈ [1,∞).

We now sum over j, k and have:∑
P∈P
|f |ΛIP ,r χEP ≤

∑
I∈S
|f |ΛI,r χI , ∀r ∈ [1,∞), where S :=

⊔
j,k

Sjk.

The rest is an easy verification of the Carleson packing condition:

∀J ∈ D,
∑
I∈S
I⊂J

|I| ≤
∑
I∈IP
I⊂J

|I| . n|J |.

Proof (Sparse dominance). For the general case, we start by constructing
p(n)-carleson collection Sα ⊂ Iα such that:∑

P∈P(α)

|f |ΛIP ,r χEP ≤
∑
I∈Sα

|f |ΛI,r χI , ∀r ∈ [1,∞), α ∈ N.

Again, summing over α ∈ N yields:∑
P∈P
|f |ΛIP ,r χEP ≤

∑
I∈S
|f |ΛI,r χI , ∀r ∈ [1,∞), where S :=

⊔
α∈N

Sα.

The rest is to show the Carleson packing condition. Given J ∈ S, we set
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α0 ∈ N such that J ∈ Sα0 . As we expand the following expression:∑
I∈S
I⊂J

|I| =
∑
I∈Sα0
I⊂J

|I|+
∑
α>α0

∑
I∈Sα
I⊂J

|I|

.p(n)|J |+
∑
α>α0

∑
J′∈Aα
J′⊂J

∑
I∈Sα
I⊂J

|I|

.p(n)|J |+
∑
α>α0

∑
J′∈Aα
J′⊂J

p(n)|J ′|

by δ-covering relation, ≤p(n)

(
|J |+

∑
α>α0

δα−α0−1|J |

)
. p(n)|J |.

7.3 Density Extraction

Again we split the proof into three parts:

Claim (Anti-chain density extraction).
Given P ⊂ Pn,α be anti-chain, P ′ ∈ D̃, and r ∈ (1,∞), we have:

∥∥∥CPP ′,≥

∥∥∥
Lr′
.
r
µ
(⋃

IPP ′,≥
)1/r′

∥∥∥CPP ′,<

∥∥∥
Lr′
.
r
µ
(⋃

IPP ′,<
)1/r′

2−n/r
′
(1 + η)(dD+ε)/r′ .

Proof (Anti-chain density extraction). The first relation is obvious since for
any anti-chain P′ ⊂ D̃, we always have:

∵
⊔
P∈P′

EP ⊂
⋃
IP′ ∴


∑
P∈P′

µ (EP ) ≤ µ
(⋃

IP′
)

∑
P∈P′

χEP ≤ χ⋃ IP′ .

Interpolation yields:

‖CP′‖Lr′ ≤ µ
(⋃

IP′
)1/r′

.

Clearly, PP ′,≥ is still an anti-chain and, thus, the result. The harder part is
to actually extract density factor 2−n(1 + η)dD+ε from the L1 estimate of
CPP ′,< . The rest just follows from interpolation. The idea is to look into the
definition of AΠα see what kind of control benefits our purpose:

∀P ∈ P, AΠα(P ) = AΠn,α(P ) := sup
π∈Πn,α
IP⊂Iπ

A(π) 〈∆(P, π)〉ε ∈
(
2−n, 21−n] .
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Suppose we have good control on ∆(P, π), then we automatically get a collection
of roughly 2−n-dense tiles from Πn,α-relative references. If we can further
recover EP s with Eπs, we can bound the collection with a factor from density
and distance. As a result, we shall analyze CPP ′,< with as high temporal
resolution as possible, so that we only need the coarsest spectral control to
complete the estimate. We start by setting up the resolution we analyze on:

J := M
{
J ∈ I⊂PP ′,< | ∀P ∈ PP ′,<, IP 6⊂ J

}
∈ X.

Since, by construction,
⋃
IPP ′,< =

⊔
J, our goal reduces to the following:

∀J ∈ J,
∑

P∈PP ′,<

µ (EP ∩ J) =
∑

P∈PP ′,<
J(IP

µ (EP ∩ J) .?

Observe that, given J ∈ J and P ∈ PP ′,< such that J ( IP , we have:

∃PJ ∈ PP ′,< s.t. IPJ ⊂ Ĵ ⊂ IP , and, thus, Ĵ ∈ Iα.

To recover EP ∩ J while temporally locked onto Ĵ ∈ Iα, we find:

∃!πJ,P ∈ Πn,α s.t. IπJ,P = Ĵ ∧ πJ,P E P.

Indeed, we verify that:

∵ ωπJ,P ⊃ ωP ∴ EP ∩ J ⊂ EP ∩ Ĵ ⊂ EπJ,P .

Moreover, by ∆-monotonicity, we have:

∵ πJ,P E P .< P ′ ∴ ∆ (πJ,P , P
′) ≤ ∆(P, P ′) < η, i.e. πJ,P .< P ′,

which tells us where to locate the needed reference with respect to P ′. On
the other hand, to acquire density control, we need to quantify the distance
between PJ and πJ,P . First, by Embedding Inequality, we see that:

∆(PJ , πJ,P ) . ‖cωPJ − cωπJ,P ‖IPJ ≤ ‖cωPJ − cωP ′‖IPJ + ‖cωP ′ − cωπJ,P ‖IπJ,P .

The RHS can be controlled:

∵ PJ , πJ,P .< P ′ ∴∆(PJ , P
′), ∆(πJ,P , P

′) < η

by proximity, ‖cωPJ − cωP ′‖IPJ , ‖cωP ′ − cωπJ,P ‖IπJ,P . 1 + η.

In conclusion, we have: ∆(PJ , πJ,P ) . 1 + η and, thus,∣∣EπJ,P ∣∣∣∣∣Ĵ∣∣∣ = A(πJ,P ) .A(πJ,P ) 〈∆ (PJ , πJ,P )〉ε (1 + η)ε

≤AΠn,α(PJ)(1 + η)ε ≤ 21−n(1 + η)ε.
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Now, we shall sum over P ∈ PP ′,<. To do so, we collect the needed references:

ΠJ :=
{
π ∈ Πn,α | Iπ = Ĵ ∧ ∃P ∈ PP ′,< s.t. π E P

}
.

By spectral packing constraint, we see that:

∵ ∀π ∈ Πj , ∆ (π, P ′) < η ∴ #ΠJ . (1 + η)dD.

As a result, we have:∑
P∈PP ′,<
J(IP

µ (EP ∩ J) ≤
∑
π∈ΠJ

µ (Eπ) ≤ #ΠJ · sup
π∈ΠJ

|Eπ| . 2−n(1 + η)dD+ε|J |.

Summing over J ∈ J completes the proof.

Claim (. n-decay stack density extraction).
Given P ⊂ Pn,α be . n-decay stack, P ′ ∈ D̃, and r ∈ (1,∞), we have:

∥∥∥CPP ′,≥

∥∥∥
Lr′
.
r
nµ
(⋃

IPP ′,≥
)1/r′

∥∥∥CPP ′,<

∥∥∥
Lr′
.
r
nµ
(⋃

IPP ′,<
)1/r′

2−n/r
′
(1 + η)(dD+ε)/r′ .

Proof (. n-decay stack density extraction). Since PP ′,≥ and PP ′,< are still
. n-decay stacks, we can apply the canonical decomposition. By previous
claim, we now have:

∀j, k,


∥∥∥∥CPj

P ′,≥,k

∥∥∥∥
Lr′
.
r
µ

(⊔
IPj
P ′,≥,k

)1/r′

∥∥∥CPj
P ′,<,k

∥∥∥
Lr′
.
r
µ
(⊔

IPj
P ′,<,k

)1/r′

2−n/r
′
(1 + η)(dD+ε)/r′ .

As we sum over j, k, for P′ be PP ′,≥ or PP ′,<, we have:

‖CP′‖Lr′ ≤
∑
j,k

∥∥∥CP′jk

∥∥∥
Lr′

.

We only need to check:∑
j,k

µ
(⊔

IP′jk

)1/r′

=
∑
j,k

µ
(⊔

Mj
P′,k

) ?

. nµ
(⋃

IP′
)1/r′

.

To do so, we first represent
⋃
IP′ with a carpet:⋃

IP′ =
⊔
J, where J := MIP′ ∈ X.

By the ≺
1

2κ−1

-chain structure on Mj
P′,k:

· · · ≺
1

2κ−1

Mj
P′,k ≺1

2κ−1

Mj
P′,k−1 ≺1

2κ−1

· · · ≺
1

2κ−1

Mj
P′,2 ≺1

2κ−1

Mj
P′,1 ≺ J,
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we have:

∀J ∈ J, µ
(
J ∩

⊔
Mj

P′,k

)
=

∑
I∈MjP′,k
I⊂J

|I| ≤ (2κ − 1)
1−k |J |.

After summing over J ∈ J, a direct computation shows that:∑
j,k

µ
(⊔

IP′jk

)1/r′

=

s∆∑
j=1

∑
k∈N

µ
(⊔

Mj
P′,k

)1/r′

≤
s∆∑
j=1

∑
k∈N

(2κ − 1)
1−k
r′ µ(

⊔
J)1/r′

.
r

s∆∑
j=1

µ
(⊔

J
)1/r′

. nµ
(⋃

IP′
)1/r′

,

which completes the proof.

Proof (Density extraction). For the same reason in . n-decay stack den-
sity extraction, we only need to verify the following sum:∑

α∈N
µ
(⋃

IP′(α)

)1/r′ ?

.
∣∣∣2ĨP ′∣∣∣1/r′ ,

where P′ can be PP ′,≥ or PP ′,<. We first recall that IP′(α) ⊂ Iα := A⊂α−1 \ A⊂α .
As we replace every layer with carpets:

Jα := MIP′(α) ∈ X and J := M
{
I ∈ D | I ⊂ 2ĨP ′

}
∈ X,

we reduce to show that:∑
α∈N

µ
(⊔

Jα
)1/r′

≤
∑
J∈J

∑
α∈N

µ
(
J ∩

⊔
Jα
)1/r′ ?

.
∑
J∈J
|J |1/r

′
.
∣∣∣2ĨP ′ ∣∣∣1/r′ .

We now fix J ∈ J and find the αJ ∈ N such that J ∈ IαJ . Since Jα ≺ J and
Jα ≺ Aα−1 for all α ∈ N, the δ-covering relation on Aαs implies:

µ
(
J ∩

⊔
Jα
)

=
∑
I∈Jα
I⊂J

|I|


= 0 α− αJ < 0

≤ |J | α− αJ = 0

≤ δα−αJ−1|J | α− αJ > 0.

Summing over α ∈ N yields:

∑
α∈N

µ
(
J ∩

⊔
Jα
)1/r′

=
∑
α≥αJ

∑
I∈Jα
I⊂J

|I|


1/r′

≤|J |1/r
′
+
∑
α>αJ

δ
α−αJ−1

r′ |J |1/r
′
.
r
|J |1/r

′
.

Summing over J ∈ J completes the proof.
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8 TT* - T*T Arguments for Cluster Parts

We recall our settings: After Eiffel Tower construction, we choose l . m = n
for our decomposition scheme. In previous section, we have dealt with all
the sparse parts. The rest is to control all the cluster parts.

8.1 Reductions

We build our arguments from small structure towards large structure, and we
do so in a way to exploit both the Pointwise control and the Orthogonality
structure of the L2 settings. We lay out our plan:

1. Encode density factor into the pointwise control on a single cluster.

2. Control the continuity/oscillation of the adjoint of a single cluster.

3. Extract apartness through orthogonality between a pair of clusters.

4. Exploit δ-covering relation to control interaction across Aαs.

5. Organize clusters into open 2lκ-apart 1-stacks.

6. TT ∗-T ∗T arguments for L2 estimate to extract density factor.

7. Modify TT ∗-T ∗T arguments for extrapolation.

With a plan in mind, we introduce some terminology and basic properties. We
start by observe the kernel of a operator. Given P ⊂ D̃, we can collapse
everything except oscillation into the kernel:

LPf(·) =

ˆ
KP(·, y)eiq(·)(y)f(y)dy, where KP(x, y) :=

∑
P∈P

KsP (x, y)χEP (x).

For simplicity, we also denote EP :=
⋃
P∈P

EP the support of the operator. Nat-

urally, we expect some structures from P will be reflected in KP:

Properties 8.1.1 (Kernel structure of a convex set).
Given P ⊂ D̃ convex, there are simple measurable functions sP(·) and sP(·)
from RD to Z t {−∞,∞} such that we have the following kernel expression:

KP(x, y) = χEP(x) ·
sPx∑
s=sPx

Ks(x, y) =

sPx∑
s=sPx

Ks(x, y)

Remark. This is what we have said the consecutive scaling. Since a cluster
is convex, it gives us hints to control a cluster with T.
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Proof. For fix x ∈ EP, we first verify the consecutive scaling. Given Pj ∈ P
with sP0 < sP1 such that x ∈ EPj , we have:

∵

{
qx ∈ ωP1

⊂ ωP0

x ∈ IP0
⊂ IP1

∴ P0 C P1.

For any s ∈ Z such that sP0 < s < sP1 , we construct a tile as such:

∃!I ∈ Ds s.t. x ∈ I and, then, ∃!ω ∈ D∗I s.t. qx ∈ ω.

We define P := I × ω and verify that:

∵


x ∈ EP
IP0 ( I ( IP1

ωP0
) ω ) ωP1

∴ P0 C P C P1

By convexity, P ∈ P and thus verify the consecutive scaling. We now
explicitly define sPx and sPx for x ∈ EP:{

sPx := min {sP ∈ Z | P ∈ P ∧ x ∈ EP }
sPx := max {sP ∈ Z | P ∈ P ∧ x ∈ EP } .

For x 6∈ EP, we assign min∅ :=∞ and max∅ := −∞ as our convention so
that the definition conveniently gives us empty sum. Lastly, since q(·), s(·), and
s(·) are simple measurable, sP(·) and sP(·) must also be by construction.

Now, we demonstrate the benefit we pick cluster as our building block.
Given p ∈ D̃, we set qp := cωp

and decompose the oscillation term:

eiqx(y) = ei(qx−qp)(x)

{
ei (qp−qx)|xy − 1

+1

}
eiqp(y)

We view the first term as an error correction and the second term as the main
oscillation from p. To control the error term, we use an elementary inequality:∣∣eiradian − 1

∣∣ = |displacement| ≤ |radian|

and, then, bound with a local oscillation on polynomial. As an important
example, we have the following:

Properties 8.1.2 (Error correction of the oscillation).
Given P, p ∈ D̃ such that λP C p, we have:

(x, y) ∈ EP × ΛIP =⇒
∣∣∣ei (qp−qx)|xy − 1

∣∣∣ ≤ ∣∣∣ (qp − qx)|xy
∣∣∣ .

Λ,λ,κ,D,d

‖x− y‖
`IP
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Proof. Fix (x, y) ∈ EP × ΛIP , we define Ix,y the smallest cube containing
x, y. Embedding Inequality implies:∣∣∣ei (qp−qx)|xy − 1

∣∣∣ ≤ ∣∣∣ (qp − qx)|xy
∣∣∣ ≤ ‖qp − qx‖Ix,y

.
D,d

`Ix,y
`ΛIP

‖qp − qx‖ΛIP .
Λ,κ,D,d

‖x− y‖
`IP

‖qp − qx‖IP .

Since λP C p, we have:

‖qp − qx‖IP ≤ ‖qp − qP ‖IP + ‖qP − qx‖IP .
κ
λ+ 1,

which completes the proof.

The above-mentioned properties are the rigorous justification for choosing
cluster as our building block. In short, we expect that a cluster should:

• Behave like T.

• Temporally localized on Ip.

• Spectrally modulated to eiqp .

From now on, we fix a (open) cluster P ∈ Pn,α at p ∈ Pn,α and investigate
the inner structure of the corresponding operator.

Definition 8.1.3 (Inner structure of a cluster).
We introduce the following notions:

• Modulation operators:

{
µpf(y) := eiqp(y)f(y)

µf(x) := eiqx(x)f(x).

• Model operators:

ΩPf(x) :=


ΦPf(x) :=

´
KP(x, y)

(
ei (qp−qx)|xy − 1

)
f(y)dy

+

ΨPf(x) :=
´
KP(x, y)f(y)dy.

A direct consequence is that: LP = µµ∗pΩPµp = µµ∗pΦPµp + µµ∗pΨPµp.

As a result, the boundedness of LP is completely governed by ΦP and ΨP.
One the other hand, the spectral behavior of LP hides inside the modulation.
We need to consider the adjoint to flip it outside and extract the separation
factor. In the next part, we use Multi-resolution Analysis to treat the
pointwise control of the operator.
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8.2 Pointwise Control on Cluster

The idea is to work under suitable resolution and preserve the density in-
formation encoded in EP s. To proceed, we consider the following:

Definition 8.2.1 (P-fine setting).
We construct the following carpet:

JP := M
{
J ∈ I⊂P | ∀P ∈ P, IP 6⊂ J

}
∈ X

so that
⋃
IP =

⊔
JP. Additionally, for each J ∈ JP, we assign references:

ΠJ :=
{
π ∈ Πα | Iπ = Ĵ ∧ ∃P ∈ P s.t. π E P

}
and the corresponding set:

EJ := J ∩
⋃
P∈P

EP .

We expect that under suitable assumption, EJs would carry some properties
from EP s. Indeed, if we consider a cluster, we have the following:

Properties 8.2.2 (Density preservation).
The P-fine setting satisfies:

|EJ |
|J |
. 2−n, ∀J ∈ JP.

Proof. Fix J ∈ JP, we follow mostly anti-chain density extraction:

• By maximality, there is PJ ∈ P ⊂ Pn,α such that IPJ ⊂ Ĵ .

• For any π ∈ ΠJ , π should be relatively close to p ∈ Pn,α since:

∃P ∈ P, s.t.

{
π = P and, thus, λπ C p

π C P and, thus, λπ C λP C p.

As a result, by spectral packing constraint, #ΠJ .
λ,κ,D,d

1.

• On the other hand, since λPJ C p, Embedding Inequality and triangle
inequality implies:

∆ (PJ , π) ≤ ‖qPJ − qp‖ĨPJ + ‖qp − qπ‖˜̂
J
.

λ,κ,D,d

1.

• Through the definition of AΠn,α , we have density control:

A(π) .
ε,λ,κ,D,d

A(π) 〈∆(PJ , π)〉ε ≤ AΠα(PJ) = AΠn,α(PJ) . 2−n.
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• ΠJ actually recovers EJ in the following sense:

∵EJ = J ∩
⋃
P∈P
Ĵ⊂IP

EP ⊂
⊔
π∈ΠJ

Eπ

∴
|EJ |
|J |
.
∑
π∈ΠJ

|Eπ|
|Ĵ |
≤ #ΠJ · sup

π∈ΠJ

A(π) .
ε,λ,κ,D,d

2−n.

Now, we proceed to estimate the contribution of error correction in ΦPf
and bound ΨPf with Tf .

Lemma 8.2.3 (Cluster estimate).
Both Model Operators have pointwise control:

|ΦPf | .
∑
J∈JP

(
inf
J
Mf

)
χEJ

|ΨPf | .
∑
J∈JP

(
inf
J

Tf + inf
J
Mf

)
χEJ .

Consequently, we have:

|LPf | .
∑
J∈JP

(
inf
J

Tµpf + inf
J
Mf

)
χEJ .

Remark. Since EJs preserve density, a direct consequence is:

‖LPf‖Lp .
p

∑
J∈JP

∣∣∣inf
J

Tµpf + inf
J
Mf

∣∣∣p |EJ |
1/p

.
p

2−n
∑
J∈JP

∣∣∣inf
J

Tµpf + inf
J
Mf

∣∣∣p |J |
1/p

≤2−n/p ‖Tµpf +Mf‖Lp(Ip) .

Proof. We verify the control for each J ∈ JP. Starting with ΦP, since P is a
cluster at p, we have P ∈ P =⇒ λP C p. Error correction of the oscillation
implies the following control:

∀P ∈ P,

(
(x, y) ∈ EP × ĨP =⇒

∣∣∣ei (qp−qx)|xy − 1
∣∣∣ . ‖x− y‖

`IP

)
.

Yet, with a change of perspective, we can choose the best bound for each
x ∈ EJ . That is, we consider the following collection:

Px := {P ∈ P | x ∈ EP } .
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Since for each scale s ∈ Z there is unique P ∈ D̃ such that (x, qx) ∈ IP × ωP
and sP = s, we see that:

sPx ≤ s ≤ sPx =⇒ ∃!Ps ∈ Px s.t. sPs = s.

We, therefore use the following estimate:

∀y ∈ ĨPsPx ,
∣∣∣ei (qp−qx)|xy − 1

∣∣∣ . ‖x− y‖
`IPsPx

= 2−sPxκ‖x− y‖.

As a result, since:
∀P ∈ Px, J ( IP ⊂ IPx ,

the estimate can be used universally when dealing with the collection Px. Com-
bined with support and size control on kernel K, we have:

|ΦPf(x)| ≤
∑
P∈Px

ˆ
|KsP (x, y)| ·

∣∣∣ei (qp−qx)|xy − 1
∣∣∣ · |f(y)|dy

.
sPx∑
s=sPx

ˆ χĨPs
(y)

|IPs |
���

�:
`IPs‖x− y‖

`IPsPx

|f(y)|dy

.
sPx∑
s=sPx

2(s−sPx)κ · sup
P∈P
J(IP

 
ĨP

|f |dµ . inf
J
Mf.

This completes the estimate for ΦP. For ΨP, we use the following principle:

Upper bound on J ≤ Lower bound on J + Oscillation on J.

Thus, we shall first measures the oscillation: Given arbitrary (x, ξ) ∈ EJ × J ,∣∣∣∣∣∣ΨP(x)−
ˆ sPx∑

s=sPx

Ks(ξ, y)f(y)dy

∣∣∣∣∣∣ ≤
∑
P∈Px
(J(IP )

ˆ ∣∣∣KsP (·, y)|xξ
∣∣∣ · |f(y)|dy

τ-Hölder regularity implies .
∑
P∈Px
(J(IP )

(
‖x− ξ‖
`IP

)τ ˆ χĨP (y)

|IP |
|f(y)|dy

∵
∑
P∈Px
(J(IP )

(`J/`IP )
τ .
τ

1 ∴ .
τ

sup
P∈P
J(IP

 
ĨP

|f |dµ . inf
J
Mf.

On the other hand,

∀ε > 0, ∃ξ ∈ J s.t.

∣∣∣∣∣∣
ˆ sPx∑

s=sPx

Ks(ξ, y)f(y)dy

∣∣∣∣∣∣ ≤ Tf(ξ) < inf
J

Tf + ε.
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Triangular inequality yields:

|ΨP(x)| ≤

∣∣∣∣∣∣
ˆ sPx∑

s=sPx

Ks(ξ, y)f(y)dy

∣∣∣∣∣∣+

∣∣∣∣∣∣ΨP(x)−
ˆ sPx∑

s=sPx

Ks(ξ, y)f(y)dy

∣∣∣∣∣∣
. inf

J
Tf + �ε+ inf

J
Mf,

which completes the proof.

As we have mentioned earlier, we also need the control on its adjoint. To
complete the argument, we introduce an operator which arises naturally in
our analysis on the adjoint:

Definition 8.2.4 (Auxiliary maximal operator).
Recall the buffer $ � 1 used in the definition of openness of a cluster, we
consider the following maximal operator:

M∗Pf(y) := sup
P∈P
y∈$ĨP

|IP |−1
ˆ
EP

|f | dµ.

Properties 8.2.5.

∥∥M∗Pf∥∥Lp . ( sup
P∈P
A(P )

)1/p′

‖f‖Lp , ∀p ∈ (1,∞].

Proof. It is easy to see that:∥∥M∗Pf∥∥L∞ ≤ sup
P∈P
A(P ) ‖f‖L∞ .

To verify the full range of the property, we only need to acquire:∥∥M∗Pf∥∥L1,∞ . ‖f‖L1

and interpolate to finish the proof. For t ∈ R+, we consider the following set:

Pt :=

{
P ∈ P | t < |IP |−1

ˆ
EP

|f |dµ
}
.

By construction, we have:

∵
∣∣M∗Pf ∣∣−1

(t,∞] =
⋃
P∈Pt

$ĨP =
⋃

P∈MPt

$ĨP

∴ µ
(∣∣M∗Pf ∣∣−1

(t,∞]
)
.

$,κ,D

∑
P∈MPt

|IP |

≤t−1
∑

P∈MPt

ˆ
EP

|f |dµ = t−1

ˆ
EMPt

|f |dµ ≤ t−1‖f‖L1 ,

which completes the proof.
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Remark. Due to the definition of the open cluster, we see that if P is an
open cluster at p, we have:

∵ ∀P ∈ P, $ĨP ⊂ Ip ∴ suppM∗Pf ⊂ Ip.

Additionally, if furthermore P ⊂ Pn,α ⊂ Πα, we have:

A(P ) = A(P ) 〈∆(P, P )〉ε ≤ AΠα(P ) = AΠn,α(P ) . 2−n.

Therefore,
∥∥M∗Pf∥∥Lp =

∥∥M∗Pf∥∥Lp(Ip)
. 2−n/p

′ ‖f‖Lp(Ip).

After the necessary setup, we investigate the properties of the adjoint oper-
ator. We expect that the adjoint should reflect some properties from the kernel,
and, indeed, we have the following:

Lemma 8.2.6 (Adjoint local τ-Hölder continuity).
Given a cube L ⊂ RD satisfying the following: For any P ∈ P,

I∗P ∩ L 6= ∅ =⇒ `L .
$,κ,D

`IP h dist(L, IP ),

we then have:

∀y, η ∈ L,
∣∣∣Ω∗Pf ∣∣yη∣∣∣ . (‖y − η‖`L

)τ
inf
L
M∗Pf

Remark. The condition on L is designed to fully exploit the local τ-Hölder
continuity of Kss.

Proof. Given y, η ∈ L, we evaluate the difference:

∣∣∣Ω∗Pf ∣∣yη∣∣∣ =

∣∣∣∣∣∣∣∣
∑
P∈P

I∗P∩L6=∅

ˆ
EP

(
KsP (x, ·)ei (qp−qx)|x(·)

)∣∣∣y
η
f(x)dx

∣∣∣∣∣∣∣∣
≤

∑
P∈P

I∗P∩L6=∅

ˆ
EP

∣∣∣KsP (x, ·)|yη
∣∣∣ ·������∣∣∣ei(qp−qx)(y)

∣∣∣ · |f(x)|dx

+
∑
P∈P

I∗P∩L6=∅

ˆ
EP

|KsP (x, η)| ·
∣∣∣∣ei (qp−qx)|x(·)

∣∣∣y
η

∣∣∣∣ · |f(x)|dx.

For now, we fix P ∈ P with I∗P ∩ L 6= ∅. By assumption, we have:

‖y − η‖ . `L . `IP = 2sPκ.

As a result, local τ-Hölder continuity and size control of Kss implies:

∀x ∈ EP ,

{∣∣∣KsP (x, ·)|yη
∣∣∣ . |IP |−1

(
‖y−η‖
`IP

)τ
|KsP (x, η)| . |IP |−1

.
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On the other hand, error correction on oscillation yields:

∀x ∈ EP ,
∣∣∣∣ei (qp−qx)|x(·)

∣∣∣y
η

∣∣∣∣ =
∣∣∣e−i (qp−qx)|yη − 1

∣∣∣ . ‖y − η‖
`IP

.

Combine estimate on kernel and oscillation, we get:∣∣∣Ω∗Pf ∣∣yη∣∣∣ . ∑
P∈P

I∗P∩L6=∅

[(
‖y − η‖
`IP

)τ
+
�
�
�
�‖y − η‖

`IP

]
|IP |−1

ˆ
EP

|f |dµ.

To sum over such P s, we need to make sure that there are only . 1 tiles P s
with the same scales in the sum. This is guaranteed by the assumption:

∵ 2sPκ = `IP h dist(L, IP ),

∴ ∀s ∈ Z, # {P ∈ P | sP = s ∧ I∗P ∩ L 6= ∅} . 1.

Therefore, we can safely sum over those P s and acquire:∣∣∣Ω∗Pf ∣∣yη∣∣∣ . ∑
P∈P

I∗P∩L6=∅

(
‖y − η‖
`IP

)τ
sup
P∈P

I∗P∩L6=∅

|IP |−1
ˆ
EP

|f |dµ

.
∑
s∈Z

`L.2sκ

(
‖y − η‖

2sκ

)τ
sup
P∈P
L⊂$ĨP

|IP |−1

ˆ
EP

|f |dµ

.

(
‖y − η‖
`L

)τ
inf
L
M∗Pf.

This gives us hint on how high the resolution we shall analyze on:

Definition 8.2.7 (P-fine dual setting).
We define the following carpet:

LP := M
{
L ∈ Sh⊂P | ∀I ∈ ShP, I 6⊂ L

}
∈ X,

where ShP := {`IP ξ + IP ∈ D | (P, ξ) ∈ P× Sh} =
⋃
P∈P

ShIP

so that, by construction, we have
⋃
ShP =

⊔
LP.

Remark. This comes from the original construction:

I∗ :=
⊔
ShI =

⊔
ξ∈Sh

`Iξ + I.

By construction, we guarantee that:

∀ (L,P ) ∈ LP ×P, (I∗P ∩ L 6= ∅ =⇒ ∃ξ ∈ Sh s.t. L ( `IP ξ + IP ) .
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Yet, recall that Sh := {z ∈ Z | nD ≤ |z| ≤ nD2κ + 1}D. This entails that:

∃ξ ∈ Sh s.t. L ( `IP ξ + IP =⇒ `L < `IP h
κ,D

dist(L, IP ),

which is exactly our condition for Adjoint local τ-Hölder continuity.

As a direct consequence, we have:

Lemma 8.2.8 (Adjoint cluster estimate).
Adjoint of the Model Operator has pointwise control:∣∣Ω∗Pf ∣∣ . ∑

L∈LP

(
inf
L

∣∣Ω∗Pf ∣∣+ inf
L
M∗Pf

)
χL.

Also, we recover that:∣∣L∗Pf ∣∣ . ∑
L∈LP

(
inf
L

∣∣L∗Pf ∣∣+ inf
L
M∗Pf

)
χL.

Remark. The density information is packed inside inf
L

∣∣Ω∗Pf ∣∣ and inf
L
M∗Pf .

Proof. Fixing L ∈ LP, adjoint local τ-Hölder continuity implies:

∀y, η ∈ L,
∣∣∣Ω∗Pf ∣∣yη∣∣∣ .

�
��

�
��

(
‖y − η‖
`L

)τ
inf
L
M∗Pf.

On the other hand, we use the same trick:

∀ε > 0, ∃η ∈ L s.t.
∣∣Ω∗Pf(η)

∣∣ < inf
L

∣∣Ω∗Pf ∣∣+ ε.

Thus, triangle inequality yields:∣∣Ω∗Pf(y)
∣∣ ≤ ∣∣∣Ω∗Pf ∣∣yη∣∣∣+

∣∣Ω∗Pf(η)
∣∣ . inf

L

∣∣Ω∗Pf ∣∣+ �ε+ inf
L
M∗Pf,

which completes the proof.

8.3 Extraction of Separation Factor

Finally, with adjoint local τ-Hölder continuity. We are ready to extract the
separation/apartness factor. We first observe that, given cluster Pj ⊂ Pn,α
at pj ∈ Pn,α, we can write:〈

L∗P0
f0,L

∗
P1
f1

〉
=

ˆ
ei(qp0−qp1 )Ω∗P0

fp0
· Ω∗P1

fp1
dµ,

where fp0
:= µp0

µ∗f and fp1
:= µp1

µ∗f1. This is exactly the form of Van der
Corput estimate if we view q := qp0 − qp1 and ψ := Ω∗P0

fp0 · Ω∗P1
fp1 . Yet,

since we only have adjoint local τ-Hölder continuity, we should apply the
version adapted to a partition of unity. On the other hand, there is always
some location where the local oscillation of polynomial is small. We need
to find some balance in our analysis.
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Lemma 8.3.1 (Apartness control).
Given Pj ⊂ Pn,α open cluster at pj ∈ Pn,α, if P0 and P1 are Λ-apart, then:∣∣〈L∗P0

f0,L
∗
P1
f1

〉∣∣ . Λ−ε2−n‖f0‖L2‖f1‖L2 .

Remark. The estimate we acquire is actually a little bit different compared to
the one in [Lie20] or in [Zor19] since we extract the density factor and sep-
aration factor simultaneously. Still, this improvement only indicates that
the separation factor only need to serve the role to compensate the temporal
overlaps of the covers.

Notice the estimate is trivial if Λ . 1 or Ip0
∩ Ip1

= ∅, thus, we shall assume
Λ� 1 and Ip0

⊂ Ip1
. Also, due to the openness, we only need to evaluate the

integral on Ip0 . Eventually, we reduces to show the following:

Lemma 8.3.2 (Extraction of separation factor).
Given Λ-apart P,P′ ⊂ D̃ open clusters at p, p′ ∈ D̃ respectively with Ip ⊂ Ip′ ,∣∣∣∣ˆ ei(qp−qp′ )Ω∗PfΩ∗P′gdµ

∣∣∣∣ .Λ−εp
∥∥∣∣Ω∗Pf ∣∣+M∗Pf∥∥Lp(Ip)

∥∥∣∣Ω∗P′g∣∣+M∗P′g∥∥Lp′(Ip)
.

Proof. To separate Major oscillation from Noise, we first set q := qp− qp′ ,
pick % < 1 < δ �

κ,D
C �

κ,D
$, and consider the following collection:

M :=
{
P ∈ P ∪P′ | ‖q‖IP ≥ Λ%

}
and N := (P ∪P′) \M.

We fist notice that, apartness implies:

∀P ∈ P, ∵ IP ⊂ Ip ⊂ Ip′ ∴ ∆ (P, p′) > Λ

If Λ �
%,λ

1, any P ∈ P satisfies:

‖q‖IP h ‖q‖ĨP & ‖qp′ − qP ‖ĨP − ‖qP − qp‖ĨP & ∆(P, p′)− λ & Λ.

Alternatively, any P ∈ P′ with IP ⊂ Ip must also satisfy:

‖q‖IP h ‖q‖ĨP & ‖qp − qP ‖ĨP − ‖qP − qp′‖ĨP & ∆(P, p)− λ & Λ.

As a direct result of monotonicity of the semi-norm, another P ′ ∈ P′ with
IP ′ ⊃ Ip ⊃ IP would also satisfy ‖q‖IP ′ ≥ ‖q‖IP & Λ. This poses quite a lot
restriction on the configuration of N. In short, for large Λ, we always have
P ⊂M and the following characterization:

N = P′ \M = {P ∈ P′ | ‖q‖IP < Λ%} ⊂ {P ∈ P′ | IP ∩ Ip = ∅} .

For the Major oscillation in P′, we denote Q := P′ ∩M. We now investi-
gate the properties of the decomposition P′ = Q tN. Due to the semi-norm
structure: Given Pj ∈ Q and P ∈ D̃,

P0 C P C P1 =⇒
(
P ∈ P′ ∧ Λ% ≤ ‖q‖IP0

≤ ‖q‖IP
)

=⇒ P ∈ Q.
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Similarly, for Pj ∈ N and P ∈ D̃,

P0 C P C P1 =⇒
(
P ∈ P′ ∧ ‖q‖IP ≤ ‖q‖IP1

< Λ%
)

=⇒ P ∈ N.

By preserving the convex structure, D and N are both open clusters at p′.
We now reduce to analyze the two integrals:

∣∣∣∣∣
ˆ
Ip

eiqΩ∗PfΩ∗P′gdµ

∣∣∣∣∣ ≤


∣∣´ eiqΩ∗PfΩ∗Qgdµ
∣∣ Major oscillation

+´
Ip�
��

∣∣eiq∣∣ ∣∣Ω∗Pf ∣∣ · |Ω∗Ng| dµ Noise.

To locate the different features from Major oscillation, we do a Whitney-like
decomposition on RD:

L := M {L ∈ D | ∀(P, ξ) ∈M× Sh, `IP ξ + IP 6⊂ CL} ∈ X

so that any element L ∈ L satisfies the following:

• Locate Major oscillation:

∵ ∃(P, ξ) ∈M× Sh, s.t. `IP ξ + IP ⊂ CL̂,
∴ Λ% ≤ ‖q‖IP h ‖q‖ĨP h ‖q‖`IP ξ+IP ≤ ‖q‖CL h ‖q‖L.

• Condition for Adjoint local τ-Hölder continuity: Given P ∈M,

3δL ∩ I∗P 6= ∅ =⇒ `L . `IP h dist(L, IP ).

This follows from the fact that 3δL ∩ I∗P 6= ∅ implies:

∃ξ ∈ Sh, s.t. 3δL ∩ `IP ξ + IP 6= ∅.

Yet, if `3δL ≥ 3δ`IP (or equivalently `L ≥ `IP ), then, by choosing C ≥
3δ + 2, we have the following:

∵ ∀x ∈ `IP ξ + IP , ‖x− cL‖∞ ≤ 3/2δ`L + `IP ≤ (3/2δ + 1)`L,

∴ `IP ξ + IP ⊂ CL⇒⇐ L ∈ L.

Therefore, we must have `3δL ≤ 3δ`IP , and, additionally, dist(3δL, IP ) h
dist(`IP ξ + IP , IP ) h `IP as long as C �

D
1.

• Slow varying scaling: Given L′ ∈ L, then δL′ ∩ δL 6= ∅ =⇒ `L h
κ
`L′ .

The reason is that δL′ ∩ δL 6= ∅ implies:

∀x ∈ CL̂, ‖x− cL′‖∞ ≤ ‖x− cL‖∞+ ‖cL− cL′‖∞ ≤
(C2κ + δ)`L + δ`L′

2
.

If, additionally, we have C2κ+δ
C−δ �

`L′
`L

, then:

∵ ∀x ∈ CL̂, ‖x− cL′‖∞ ≤ C`L′ ∴ CL̂ ⊂ CL′ ⇒⇐ L′ ∈ L.
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Due to these properties on L, we can safely construct a adaptive partition of
unity {χ̃L}L∈L satisfying:

∀L ∈ L, χ̃L ∈ C∞c s.t.


|χ̃L| .

δ

χδL

‖∇χ̃L‖ .
δ

χδL/`L.

Applying the Van der Corput estimate, adjoint local τ-Hölder continu-
ity, and the adjoint cluster estimate, we have:∣∣∣∣ˆ χ̃Le

iqΩ∗PfΩ∗Qgdµ

∣∣∣∣
.Λ−%τ/d

(
inf
3δL

∣∣Ω∗Pf ∣∣+ inf
3δL

M∗Pf

)(
inf
3δL
|Ω∗Qg|+ inf

3δL
M∗Qg

)
|L|.

This is almost the form we want. We only need to replace the Q on the RHS
with P′. To do so, since Q ⊂ P′, by the definition of our auxiliary maximal
operator, we can dominate M∗Qg with M∗P′g. The rest is to estimate the loss
caused by Ω∗Ng = Ω∗P′g − Ω∗Qg. We notice that:

• We only need to focus on L ∈ L+ := {I ∈ L | 3δI ⊂ Ip} since, otherwise,

3δL 6⊂ Ip =⇒ 3δL 6⊂
⋃
P∈P

$ĨP =⇒ inf
3δL

∣∣Ω∗Pf ∣∣ = inf
3δL

M∗Pf = 0.

• Temporal size constraint on Noise: Given (L,P ) ∈ L+ ×R,

L ∩ I∗P 6= ∅ =⇒ `IP h `L.

The reason is that Noise must lie temporally outside Ip:

3δL ∩ IP ⊂ Ip ∩ IP = ∅.

Therefore, if IP is too small:

`IP ≤ `ĨP ≤ `L =⇒ dist(L, ĨP ) > δ − 1 =⇒ L ∩ I∗P = ∅,

which forces the lower bound on the size. On the other hand, if L∩I∗P 6= ∅
but `IP � `L, Embedding Inequality implies:

Λ% . ‖q‖L � ‖q‖ĨP h ‖q‖IP ⇒⇐ P ∈ N.

• Recall that N is still a cluster, thus, due to spectral packing constraint
and temporal size constraint, we must have:

∀L ∈ L+, # {P ∈ N | L ∩ I∗P 6= ∅} . 1.
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Fixing L ∈ L+ and choosing $ � 1, the above three properties and single tile
estimate imply the following:

sup
L
|Ω∗Ng| .

∑
P∈N

L∩I∗P 6=∅

|IP |−1

ˆ
EP

|g|dµ . sup
P∈N
L⊂$Ĩp

|IP |−1

ˆ
EP

|g|dµ . inf
L
M∗Ng.

As a immediate result, we have:

inf
3δL
|Ω∗Qg| ≤ inf

L
|Ω∗Qg| ≤ inf

L

∣∣Ω∗P′g∣∣+ sup
L
|Ω∗Ng| . inf

L

∣∣Ω∗P′g∣∣+ inf
L
M∗Ng.

As we dominate M∗Ng with M∗P′g and replace 3δL with L, we have:∣∣∣∣ˆ χ̃Le
iqΩ∗PfΩ∗Qgdµ

∣∣∣∣
.Λ−%τ/d

(
inf
L

∣∣Ω∗Pf ∣∣+ inf
L
M∗Pf

)(
inf
L

∣∣Ω∗P′g∣∣+ inf
L
M∗P′g

)
|L|.

Summing over L ∈ L+, we get:∣∣∣∣ˆ eiqΩ∗PfΩ∗Qgdµ

∣∣∣∣ .Λ−%τ/d
ˆ (∣∣Ω∗Pf ∣∣+M∗Pf

) (∣∣Ω∗P′g∣∣+M∗P′g
)
dµ

≤Λ−%τ/d
∥∥∣∣Ω∗Pf ∣∣+M∗Pf

∥∥
Lp(Ip)

∥∥∣∣Ω∗P′g∣∣+M∗P′g
∥∥
Lp′ (Ip)

.

For the Noise, we consider the carpet LP ∈ X instead. Due to the construction
of N, the element L ∈ LP satisfies the following:

• Size control:

∀P ∈ N,
(
L ∩ I∗P 6= ∅ =⇒ Λ

1−%
d `IP . `L

)
.

Otherwise, since L ∈ LP, there is (PL, ξL) ∈ P × Sh such that `IPL ξL +

IPL ⊂ L̂, if there is P ∈ N such that Λ
1−%
d `IP � `L, we have:

Λ . ‖q‖ĨPL h ‖q‖`IPL ξL+IPL
. ‖q‖L̂ � ‖q‖Λ 1−%

d IP
. Λ1−%‖q‖IP ,

which contradict with the condition ‖q‖IP < Λ%.

• Packing constraint:

∀s ∈ Z, # {P ∈ N | L ∩ I∗P 6= ∅ ∧ sP = s} .
λ,κ,D,d

(
2−sκ`L

)D−1
.

This follows from the configuration of N and the fact that P is open:

∵ P ∈ N =⇒ L ∩ IP ⊂ Ip ∩ IP = ∅,

∴ ∀P ∈ N,
(
L ∩ I∗P 6= ∅ =⇒ ∂L ∩ ĨP 6= ∅

)
,

which forces the packing to concentrate on the boundary of L. Also,
since N is a cluster at p′, spectral packing constraint only gives a
factor of .

κ,D,d

(1 + λ)dD for those sharing the same temporal blocks.
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Using adjoint cluster estimate on Ω∗Pf and single tile estimate on Ω∗Ng,
we have for all L ∈ LP,

ˆ
L

∣∣Ω∗Pf ∣∣ · |Ω∗Ng| dµ . (inf
L

∣∣Ω∗Pf ∣∣+ inf
L
M∗Pf

) ∑
P∈N

L∩I∗P 6=∅

|L ∩ I∗P |
|IP |

ˆ
EP

|g|dµ.

For the summation part, we notice that:∑
P∈N

L∩I∗P 6=∅

|L ∩ I∗P |
|IP |

ˆ
EP

|g|dµ ≤
∑
P∈N

L∩I∗P 6=∅

ˆ
L

χL∩I∗PM
∗
Ngdµ

Hölder’s inequality ≤‖M∗Ng‖Lp′ (L)

∑
P∈N

L∩I∗P 6=∅

|IP |1/p.

Using the size control and packing constraint, the summation on the right
can be further reduced to:∑

P∈N
L∩I∗P 6=∅

|IP |1/p .
∑
s∈Z

2sκ.Λ
%−1
d `L

(
2−sκ`L

)(D−1)/p
2sκD/p

≤`(D−1)/p
L

∑
s∈Z

2sκ.Λ
%−1
d `L

2sκ/p . Λ
%−1
dp |L|1/p.

As we recombine and sum over L ∈ LP, we have:ˆ ∣∣Ω∗Pf ∣∣ · |Ω∗Ng| dµ . Λ
%−1
dp

∑
L∈LP

(
inf
L

∣∣Ω∗Pf ∣∣+ inf
L
M∗Pf

)
|L|1/p ‖M∗Ng‖Lp′ (L)

≤Λ
%−1
dp

 ∑
L∈LP

(
inf
L

∣∣Ω∗Pf ∣∣+ inf
L
M∗Pf

)p
|L|

1/p ∑
L∈LP

‖M∗Ng‖
p′

Lp′ (L)

1/p′

≤Λ
%−1
dp

∥∥∣∣Ω∗Pf ∣∣+M∗Pf
∥∥
Lp(Ip)

‖M∗Ng‖Lp′ (Ip)

≤Λ
%−1
dp

∥∥∣∣Ω∗Pf ∣∣+M∗Pf
∥∥
Lp(Ip)

∥∥∣∣Ω∗P′g∣∣+M∗P′g
∥∥
Lp′ (Ip)

.

The rest is to fine-tune % ∈ (0, 1) so that 1−%
dp = %τ

d =: εp.

8.4 Support Restriction and Cross-Level Decay

We have been working within Pn,α for a while. Let us investigate the interaction
across Pn,α and Pn,β with β > α. Given a cluster P ⊂ Pn,α at p ∈ Pn,α and an
open cluster P′ ⊂ Pn,β at p′ ∈ Pn,β , we have:|〈LPf,LP′g〉| =

∣∣∣〈LPf, χEP′LP′g
〉∣∣∣ =

∣∣〈χ⊔Aβ−1
LPf,LP′g

〉∣∣∣∣〈L∗Pf,L∗P′g〉∣∣ =
∣∣∣〈L∗Pf, χIp′L∗P′g〉∣∣∣ =

∣∣〈χ⊔Aβ−1
L∗Pf,L

∗
P′g
〉∣∣ .
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To acquire good control is to understand the behavior of operators restricted to⊔
Aβ−1. As we expend the operator:

χ⊔Aβ−1
|LPf | .

∑
J∈JP

(
inf
J
Tµpf + inf

J
Mf

)
χEJ∩

⊔
Aβ−1

χ⊔Aβ−1

∣∣L∗Pf ∣∣ . ∑
L∈LP

(
inf
L

∣∣L∗Pf ∣∣+ inf
L
M∗Pf

)
χL∩

⊔
Aβ−1

,

we immediately spot an almost trivial control:

Lemma 8.4.1 (Support restriction control).
Given P be an open cluster at p, and a measurable set A ⊂ RD, we have:

‖χALPf‖Lp .

(
sup
J∈JP

|EJ ∩A|
|J |

)1/p

‖Tµpf +Mf‖Lp(Ip)

∥∥χAL∗Pf∥∥Lp .
(

sup
L∈LP

|L ∩A|
|L|

)1/p ∥∥∣∣L∗Pf ∣∣+M∗Pf
∥∥
Lp(Ip)

.

Proof. Using the (adjoint) cluster estimate, we have:
‖χALPf‖Lp .

∑
J∈JP

|EJ ∩A|
|J |

(
inf
J
Tµpf + inf

J
Mf

)p
|J |

1/p

∥∥χAL∗Pf∥∥Lp .

 ∑
L∈LP

|L ∩A|
|L|

(
inf
L

∣∣L∗Pf ∣∣+ inf
L
M∗Pf

)p
|L|

1/p

.

An elementary use of Hölder’s inequality yields the result.

We now can expect the δ-covering relation to play an essential role.

Properties 8.4.2 (Cross-Level Decay).
Given P ⊂ Pn,α and ∆ ∈ N, we have:

(J, L) ∈ JP × LP =⇒ |J ∩
⊔
Aα+∆|
|J |

,
|L ∩

⊔
Aα+∆|
|L|

. δ∆.

Through iterative use of the δ-covering relation , the above property can
be derived from the following claim:

Claim.
Given P ⊂ Pn,α, we have:

(I, J, L) ∈ Aα × JP × LP =⇒

{
I ⊂ J ∨ I ∩ J = ∅
I ⊂ L ∨ I ∩ L = ∅.

Proof. Fix (I, J, L) ∈ Aα × JP × LP.
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• Suppose J ( I, then the construction of JP implies:

∃P ∈ P s.t. IP ⊂ Ĵ ⊂ I ∈ Aα ⇒⇐ IP ∈ Iα.

• Suppose L ( I, then the construction of LP implies:

∃(P, ξ) ∈ P× Sh s.t. `IP ξ + IP ⊂ L̂ ⊂ I ∈ Aα.

In other words, we have:

∃P ∈ P s.t.
(
ĨP ∩ I 6= ∅ ∧ `IP ≤ `I

)
.

However, for such P ∈ P,

∵ Aα ∈ X∞ ∴ ∃I ′ ∈ Aα s.t. IP ⊂ I ′ ⇒⇐ IP ∈ Iα.

Combining the two lemmas, we have:
∥∥χ⊔Aβ−1

LPf
∥∥
Lp
. min

(
δ
β−α−1

p , 2−n/p
)
‖f‖Lp∥∥χ⊔Aβ−1

L∗Pf
∥∥
Lp
. δ

β−α−1
p 2−n/p

′ ‖f‖Lp .

Also, the inner product form:{
|〈LPf,LP′g〉| . min

(
δ
β−α−1

2 , 2−n/2
)

2−n/2 ‖f‖L2 ‖g‖L2∣∣〈L∗Pf,L∗P′g〉∣∣ . δ β−α−1
2 2−n ‖f‖L2 ‖g‖L2 .

8.5 Row Configuration

With clusters being thoroughly examined, we build from them a larger struc-
ture to exploit the temporal aspect of the control.

Definition 8.5.1 (Row).

• A row is an open ∞-apart 1-stack. That is, R is a row if:

R =
⊔
j

Pj ∧ ∀j,


Pj E-convex

P ∈ Pj =⇒

{
λP C pj

ĨP ⊂ Ipj
k 6= j =⇒ Ipj ∩ Ipk = ∅.

• Two rows are Λ-apart if the collection of clusters are Λ-apart.

• An open Λ-apart Ξ-stack is actually Ξ rows that are both mutually
Λ-apart and mutually E-incomparable.
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Remark. Due to the disjointness of the supports of the corresponding oper-
ators of open clusters in a row, all the preceding estimates have direct adap-
tations replacing open clusters with rows.

Lemma 8.5.2 (Row estimates).
Given Rα,R

′
α ⊂ Pn,α and Rβ ⊂ Pn,β three rows and a measurable set A ⊂ RD,

we have the following estimates:

• Single row estimate:

‖LRα‖BL(L2,L2) =
∥∥L∗Rα∥∥BL(L2,L2)

. 2−n

• In-level interaction:
∥∥LR′α

L∗Rα
∥∥
BL(L2,L2)

. Λ−ε2−n Rα and Rα are Λ-apart∥∥∥L∗R′αLRα

∥∥∥
BL(L2,L2)

= 0 Rα and Rα are E -incomparable

• Cross-level interaction:
∥∥LRβL

∗
Rα

∥∥
BL(L2,L2)

. δ
β−α−1

2 2−n α < β∥∥∥L∗RβLRα

∥∥∥
BL(L2,L2)

. min
(
δ
β−α−1

2 , 2−n/2
)

2−n/2 α < β

Proof. We consider the following natural decomposition:

LRαf =
∑
j

LPα,jf =
∑
j

χEPα,j
LPα,jχIpα,j f.

Since EPα,j s are disjoint and so are Ipα,j s, we have:

‖LRαf‖
2
L2 =

∑
j

∥∥∥LPα,jχIpα,j f
∥∥∥2

L2(EPα,j )

.2−n
∑
j

‖f‖2L2(Ipα,j )
≤ 2−n‖f‖2L2 .

This completes the single row estimate. For Rα and R′α being Λ-apart, we
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extract separation factor. By setting UP :=
∣∣L∗P∣∣+M∗P, we have:∣∣∣〈L∗Rαf,L∗R′αg〉∣∣∣

≤
∑
j,k

∣∣∣∣∣∣
ˆ
Ipα,j∩Ip′α,k

L∗Pα,jχEPα,j
f · L∗P′α,kχEP′

α,k

gdµ

∣∣∣∣∣∣
.Λ−ε2

∑
j,k

∥∥∥UPα,jχEPα,j
f
∥∥∥
L2

(
Ipα,j∩Ip′α,k

) ∥∥∥UP′α,k
χEP′

α,k

g
∥∥∥
L2

(
Ipα,j∩Ip′α,k

)

≤Λ−ε2

∑
j

∥∥∥UPα,jχEPα,j
f
∥∥∥2

L2(Ipα,j )

1/2(∑
k

∥∥∥UP′α,k
χEP′

α,k

g
∥∥∥2

L2(Ip′
α,k

)

)1/2

.Λ−ε22−n

∑
j

‖f‖2L2(EPα,j )

1/2(∑
k

‖g‖2L2(EP′
α,k

)

)1/2

≤Λ−ε22−n ‖f‖L2 ‖g‖L2 .

The other in-level interaction is trivial since the support of the operators are
disjoint. Lastly, cross-level interaction is reduced to the following:{∥∥χ⊔Aβ−1

LRαf
∥∥
L2 . min

(
δ
β−α−1

2 , 2−n/2
)
‖f‖L2∥∥χ⊔Aβ−1

L∗Rαf
∥∥
L2 . δ

β−α−1
2 2−n/2 ‖f‖L2 .

Using the natural decomposition and an analogue of the single row argu-
ment, we can extend the result from clusters to rows.

8.6 Almost Orthogonality

We specify our constructions: l = m = n and δ = 2−4,

∀α ∈ N, Pn,α  

{
some sparse parts

. n open 2nκ . -apart 2n-stacks

We interpret the open 2nκ .-apart 2n-stacks as 2n rows with additional
structure. Therefore, we naturally would consider the following configuration:

Definition 8.6.1 (Cluster tower or BMO Forest in [Lie20]).
Given P ⊂ Pn, we say P is a cluster tower if, in every level α ∈ N, we have:

P ∩ Pn,α =
2n⊔
j=1

Rα,j , where {Rα,j}2
n

j=1 are


rows

E-incomparable

2nκ . -apart.

We see that Pn consists of . n cluster towers. Therefore, we only need to
obtain a bound with an exponential decay to compensate the polynomial
growth of the the number of cluster tower in Pn as we sum over n ∈ N. As
we apply the Cotlar-Stein lemma (TT ∗-T ∗T argument), we have:
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Theorem 8.6.2 (Cluster tower L2 estimate).
Given P ⊂ Pn a cluster tower, as long as κ ≥ 2/ε2, we have:

‖LPf‖L2 . n2−n/2 ‖f‖L2 .

Proof. Decomposing everything into rows, we have

P =
⊔
α∈N

P ∩ Pn,α =
⊔
α∈N

2n⊔
j=1

Rα,j =
2n−1⊔
γ=0

⊔
α∈2nN+γ

2n⊔
j=1

Rα,j

We verify the condition for Cotlar-Stein Lemma (TT ∗-T ∗T argument): For
fixed α ∈ 2nN+ γ and 1 ≤ j ≤ 2n, we have:

∑
β∈2nN+γ

2n∑
k=1

∥∥∥LRβ,kL
∗
Rα,j

∥∥∥1/2

BL(L2,L2)

=
∥∥∥LRα,jL

∗
Rα,j

∥∥∥1/2

BL(L2,L2)
+

∑
1≤k≤2n

k 6=j

∥∥∥LRα,kL
∗
Rα,j

∥∥∥1/2

BL(L2,L2)

+
∑

β∈2nN+γ
β 6=α

2n∑
k=1

∥∥∥LRβ,kL
∗
Rα,j

∥∥∥1/2

BL(L2,L2)

.2−n/2 + 2−nκε2/22−n/2 · (2n − 1) +
∑

β−α∈2nZ\{0}

21−|β−α|2−n/22n

.2−n/2.

For the dual estimate we have:∑
β∈2nN+γ

2n∑
k=1

∥∥∥L∗Rβ,kLRα,j

∥∥∥1/2

BL(L2,L2)

=
∥∥∥L∗Rα,jLRα,j

∥∥∥1/2

BL(L2,L2)
+

∑
1≤k≤2n

k 6=j

∥∥∥LR∗α,k
LRα,j

∥∥∥1/2

BL(L2,L2)

+
∑

β∈2nN+γ
β 6=α

2n∑
k=1

∥∥∥L∗Rβ,kLRα,j

∥∥∥1/2

BL(L2,L2)

.2−n/2 + 0 +
∑

β−α∈2nZ\{0}

min
(

21−|β−α|, 2−n/4
)

2−n/42n

.2−n/2.

As a result, we have:

‖LP‖BL(L2,L2) ≤
2n−1∑
γ=0

∥∥∥∥∥∥
∑

α∈2nN+γ

2n∑
j=1

LRα,j

∥∥∥∥∥∥
BL(L2,L2)

. n2−n/2.
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Theorem 8.6.3 (L2 bound on cluster parts).
Let P ⊂ D̃ be the full collection of the cluster parts, we have:

‖LPf‖L2 . ‖f‖L2 .

Proof. We break P∩Pn into . n cluster towers and apply the cluster tower
L2 estimate:

‖LP∩Pnf‖L2 . n2 · 2−n/2‖f‖L2 .

As we sum over n ∈ N, we finally have:

‖LPf‖L2 .
∑
n∈N

n2 · 2−n/2‖f‖L2 . ‖f‖L2 ,

which completes the full argument.

8.7 Bateman’s Extrapolation Argument

In order to recover full Lp bound for the cluster parts while exploiting the
orthogonality structure of BL(L2, L2), Zorin-Kranich adopted an extrapola-
tion argument used in [BT13] by refining/localizing the L2 estimate. Yet,
his argument requires a reorganization of the full collection of the tiles in-
cluding the sparse parts. We come up with a similar idea without altering
the configuration of the sparse parts. For starters, we state the extrapolation
method matching our L2 settings:

Lemma 8.7.1 (L2 Extrapolation).
Fix p > 2 and an operator T mapping Lp,1 qualitatively to Lp,∞. Suppose for
any G,H ⊂ RD measurable we can find measurable subset G′ ⊂ G and H ′ ⊂ H
such that:

• Error loss control:(
|G \G′|
|G|

)1/p

+

(
H \H ′

H

)1/p′

≤ ε < 1,

• Testing condition:

‖χH′T (χG′f)‖L2 ≤ Λ

(
|H|
|G|

)1/2−1/p

‖χG′f‖L2 ,

we then have the following quantitative control:

‖Tf‖Lp,∞ .
Λ

1− ε
‖f‖Lp,1 .

Our goal now is to extrapolate a Lp,1 → Lp,∞ bound that does not neces-
sary have a exponential decay for a cluster tower in Pn. This is still okay
since we can first extrapolate a bit further and interpolate with the L2
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bound to spread the exponential decay. Also, for p ∈ (1, 2), we just switch
to control the adjoint. With that been said, we still need to find a system-
atic way to choose the subset G′, H ′ for given G,H. Zorin-Kranich made the
following observation:

Observation. Given measurable set A ⊂ RD and ρ ∈ (0, 1), we have:

I 6⊂Mχ−1
A (ρ,∞] =⇒ |I ∩A|

|I|
≤ ρ.

This is equivalent to say:

I ⊂Mχ−1
A (ρ,∞] ⇐=

 
I

|χA| dµ =
|I ∩A|
|I|

> ρ.

That reminds us the support restriction control. As we explore the idea,
we would naturally come up with the following settings:

Definition 8.7.2.
Given measurable A ⊂ RD, we set:

Aρ := Mχ−1
A (ρ,∞] , where ρ ∈ (0, 1).

For a collection of tiles P ⊂ D̃, we set:{
PA,ρ := {P ∈ P | IP 6⊂ Aρ}
P∗A,ρ :=

{
P ∈ P | ĨP 6⊂ Aρ

}
.

Due to our construction, we have the following:

Lemma 8.7.3 (Density Manipulation).
Given P ⊂ D̃, a measurable set A ⊂ RD, and ρ ∈ (0, 1), we have:

I ∈ JPA,ρ ∪ LPA,ρ ∪ JP∗A,ρ ∪ LP∗A,ρ =⇒ |I ∩A|
|I|

. ρ.

Proof. By construction, we have:

I ∈ JPA,ρ ∪ LPA,ρ ∪ JP∗A,ρ ∪ LP∗A,ρ

=⇒ ∃P ∈ PA,ρ ∪ P∗A,ρ s.t. ĨP ⊂∼
κ,D

I

=⇒ ∃Λ .
κ,D

1 s.t. ĨP ⊂ ΛI 6⊂ Aρ = Mχ−1
A (ρ,∞]

=⇒ |I ∩A|
|I|

≤ Λ
|ΛI ∩A|
|ΛI|

≤ Λρ.

From this, we derive:
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Corollary 8.7.3.1 (In-level localized estimate).
For an open cluster P ⊂ Pn,α at p ∈ Pn,α, we have:

∥∥∥χALPχAcρf
∥∥∥
Lp

. min
(
2−n/p, ρ1/p

) ∥∥∥χAcρf∥∥∥
Lp(Ip)∥∥∥χAL∗PχAcρf∥∥∥

Lp
. 2−n/p

′
ρ1/p

∥∥∥χAcρf∥∥∥
Lp(Ip)

.

Similarly, for a row R ⊂ Pn,α, we have:
∥∥∥χALRχAcρf

∥∥∥
Lp

. min
(
2−n/p, ρ1/p

) ∥∥∥χAcρf∥∥∥
Lp∥∥∥χAL∗RχAcρf∥∥∥

Lp
. 2−n/p

′
ρ1/p

∥∥∥χAcρf∥∥∥
Lp
.

Lastly, for an open 2nκ-apart 2n-stack P ⊂ Pn,α, we have:∥∥∥χALPχAcρf
∥∥∥
L2
,
∥∥∥χAL∗PχAcρf∥∥∥L2

. ρ1/2
∥∥∥χAcρf∥∥∥L2

as long as κ ≥ 2/ε2.

Proof. We observe that:{
χALPχAcρf = χIp∩ALP∗A,ρ

χIp∩Acρf

χAL
∗
PχAcρf = χIp∩AL

∗
PA,ρ

χIp∩Acρf.

Since both PA,ρ and P∗A,ρ are open cluster at p, applying support restriction
control on χIp∩ALP∗A,ρ

and χIp∩AL
∗
PA,ρ

gives the desired control. As a imme-
diate result, natural decomposition yield the estimate for row configuration.
To control an open 2nκ-apart 2n-stack, we discard irrelevant tiles:{

χALPχAcρf = χALP∗A,ρχAcρf

χAL
∗
PχAcρf = χAL

∗
PA,ρχAcρf

and proceed in the following two ways:

• To control χALP∗A,ρ , we exploit the density manipulation to improve
the extraction of separation factor. That is, given an open cluster
P ⊂ Pn,α at p ∈ Pn,α, we have:∥∥∥∣∣∣L∗P∗A,ρχAf ∣∣∣+M∗P∗A,ρχAf

∥∥∥
L2(Ip)

.
∥∥∥χALP∗A,ρ

∥∥∥
BL(L2,L2)

‖f‖L2(Ip) +

(
sup

P∈P∗A,ρ

|EP ∩A|
|IP |

)1/2

‖f‖L2(Ip)

.min
(

2−n/2, ρ1/2
)
‖f‖L2(Ip) .

As a result, for open clusters P,P′ ⊂ Pn,α at p, p′ ∈ Pn,α respectively
that are Λ-apart and E-incomparable, we have:∣∣∣〈L∗P∗A,ρχAf,L∗P′∗A,ρχAf〉∣∣∣ . Λ−ε2 min

(
2−n, ρ

)
‖f‖2L2(Ip∩Ip′ )

.
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Therefore, for Λ-apart rows R,R′ ⊂ Pn,α, we also have:∥∥∥χALR′∗A,ρ
L∗R∗A,ρχA

∥∥∥
BL(L2,L2)

. Λ−ε2/2 min
(

2−n/2, ρ1/2
)
.

This gives us the desired control to apply the Cotlar-Stein Lemma(TT ∗-

T ∗T argument): We first decompose P∗A,ρ into rows {Rj}2
n

j=1 and verify
the following:

2n∑
k=1

∥∥∥χALRkL
∗
RjχA

∥∥∥1/2

BL(L2,L2)

=
∥∥∥χALRjL

∗
RjχA

∥∥∥1/2

BL(L2,L2)
+

∑
1≤k≤2n

k 6=j

∥∥∥χALRkL
∗
RjχA

∥∥∥1/2

BL(L2,L2)

.min
(

2−n/2, ρ1/2
)

+ 2−nκε2/2 min
(

2−n/2, ρ1/2
)
· (2n − 1)

.min
(

2−n/2, ρ1/2
)
.

For the dual estimate, E-incomparability implies:

2n∑
k=1

∥∥L∗RkχALRj

∥∥1/2

BL(L2,L2)

=
∥∥∥L∗RjχAχALRj

∥∥∥1/2

BL(L2,L2)
+

∑
1≤k≤2n

k 6=j

∥∥
���

���L∗RkχALRj

∥∥1/2

BL(L2,L2)

.min
(

2−n/2, ρ1/2
)
.

Combining the two, we have:∥∥∥χALP∗A,ρf
∥∥∥
L2
. min

(
2−n/2, ρ1/2

)
‖f‖L2 .

• To control χAL
∗
PA,ρ , we use orthogonality directly. After decomposing

PA,ρ into rows {Rj}2
n

j=1, we can control its adjoint:

∥∥LPA,ρχAf
∥∥2

L2 =
2n∑
j=1

∥∥LRjχAf
∥∥2

L2

≤
2n∑
j=1

(∥∥∥χAL∗Rj∥∥∥BL(L2,L2)
· ‖f‖L2

)2

.2n ·
(

2−n/2ρ1/2‖f‖L2

)2

= ρ‖f‖2L2

=⇒
∥∥∥χAL∗PA,ρf∥∥∥

L2
.ρ1/2‖f‖L2 .
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We now present the analogue for a cluster tower:

Lemma 8.7.4 (Cluster tower localized L2 estimate).
Given P ⊂ Pn a cluster tower, as long as κ ≥ 2/ε2, we have:∥∥∥χALPχAcρf

∥∥∥
L2
,
∥∥∥χAL∗PχAcρf∥∥∥

L2
. n (1− log2 ρ) ρ1/2‖χAcρf‖L2 .

Proof. For starters, we take N :=
⌈
n
2 (1− log2 ρ)

⌉
and decompose P:

P =
⊔
α∈N

P ∩ Pn,α =
⊔
α∈N

2n⊔
j=1

Rα,j =
N−1⊔
γ=0

⊔
α∈NN+γ

2n⊔
j=1

Rα,j

We again verify the condition for Cotlar-Stein Lemma but, this time, view a
stack as a whole. We start with estimating χALPχAcρ . Given α ∈ NN+ γ, we
have:∑

β∈NN+γ

∥∥∥χALP∩Pn,βχAcρL
∗
P∩Pn,αχA

∥∥∥1/2

BL(L2,L2)

=
∥∥∥χALP∩Pn,αχAcρL

∗
P∩Pn,αχA

∥∥∥1/2

BL(L2,L2)

+
∑

β∈NN+γ
β 6=α

∥∥∥χALP∩Pn,βχAcρL
∗
P∩Pn,αχA

∥∥∥1/2

BL(L2,L2)

≤
∥∥∥χALP∩Pn,αχAcρ

∥∥∥
BL(L2,L2)

+
∑

β∈NN+γ
β<α

(
2n∑
k=1

∥∥∥χALRβ,kχAcρ∩
⊔

Aα−1

∥∥∥
BL(L2,L2)

∥∥∥χAcρL∗P∩Pn,αχA∥∥∥BL(L2,L2)

)1/2

+
∑

β∈NN+γ
β>α

(∥∥∥χALP∩Pn,βχAcρ

∥∥∥
BL(L2,L2)

2n∑
k=1

∥∥∥χAcρ∩⊔Aβ−1
L∗Rα,kχA

∥∥∥
BL(L2,L2)

)1/2

.ρ1/2 +
∑

β∈NN+γ
β 6=α

21−|β−α|
(

min(2−n/2, ρ1/2) · 2n · ρ1/2
)1/2

. ρ1/2.
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For the dual condition, we have:∑
β∈NN+γ

∥∥∥χAcρL∗P∩Pn,βχALP∩Pn,αχAcρ

∥∥∥1/2

BL(L2,L2)

=
∥∥∥χAcρL∗P∩Pn,αχALP∩Pn,αχAcρ

∥∥∥1/2

BL(L2,L2)

+
∑

β∈NN+γ
β 6=α

∥∥∥χAcρL∗P∩Pn,βχALP∩Pn,αχAcρ

∥∥∥1/2

BL(L2,L2)

≤
∥∥∥χALP∩Pn,αχAcρ

∥∥∥
BL(L2,L2)

+
∑

β∈NN+γ
β<α

(
2n∑
k=1

∥∥∥χAcρL∗Rβ,kχA∩⊔Aα−1

∥∥∥
BL(L2,L2)

∥∥∥χALP∩Pn,αχAcρ

∥∥∥
BL(L2,L2)

)1/2

+
∑

β∈NN+γ
β>α

(∥∥∥χAcρL∗P∩Pn,βχA∥∥∥BL(L2,L2)

2n∑
k=1

∥∥∥χA∩⊔Aβ−1
LRα,kχAcρ

∥∥∥
BL(L2,L2)

)1/2

.ρ1/2 +
∑

β∈NN+γ
β 6=α

(
min

(
22−2|β−α|, 2−n/2, ρ1/2

)
· 2n · ρ1/2

)1/2

. ρ1/2.

Therefore, we have:

∥∥∥χALPχAcρ

∥∥∥
BL(L2,L2)

≤
N∑
γ=0

∥∥∥∥∥∥
∑

α∈NN+γ

χALP∩Pn,αχAcρ

∥∥∥∥∥∥
BL(L2,L2)

.Nρ1/2 . n (1− log2 ρ) ρ1/2.
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To estimate χAL
∗
PχAcρ , we follow similar arguments:∑

β∈NN+γ

∥∥∥χAL∗P∩Pn,βχAcρLP∩Pn,αχA

∥∥∥1/2

BL(L2,L2)

=
∥∥∥χAL∗P∩Pn,αχAcρLP∩Pn,αχA

∥∥∥1/2

BL(L2,L2)

+
∑

β∈NN+γ
β 6=α

∥∥∥χAL∗P∩Pn,βχAcρLP∩Pn,αχA

∥∥∥1/2

BL(L2,L2)

≤
∥∥∥χAL∗P∩Pn,αχAcρ∥∥∥BL(L2,L2)

+
∑

β∈NN+γ
β<α

(
2n∑
k=1

∥∥∥χAL∗Rβ,kχAcρ∩⊔Aα−1

∥∥∥
BL(L2,L2)

∥∥∥χAcρLP∩Pn,αχA

∥∥∥
BL(L2,L2)

)1/2

+
∑

β∈NN+γ
β>α

(∥∥∥χAL∗P∩Pn,βχAcρ∥∥∥BL(L2,L2)

2n∑
k=1

∥∥∥χAcρ∩⊔Aβ−1
LRα,kχA

∥∥∥
BL(L2,L2)

)1/2

.ρ1/2 +
∑

β∈NN+γ
β 6=α

(
min

(
22−2|β−α|, 2−n/2

)
ρ1/2 · 2n · ρ1/2

)1/2

. ρ1/2.

For the dual condition, we have:∑
β∈NN+γ

∥∥∥χAcρLP∩Pn,βχAL
∗
P∩Pn,αχAcρ

∥∥∥1/2

BL(L2,L2)

=
∥∥∥χAcρLP∩Pn,αχAL

∗
P∩Pn,αχAcρ

∥∥∥1/2

BL(L2,L2)

+
∑

β∈NN+γ
β 6=α

∥∥∥χAcρLP∩Pn,βχAL
∗
P∩Pn,αχAcρ

∥∥∥1/2

BL(L2,L2)

≤
∥∥∥χAL∗P∩Pn,αχAcρ∥∥∥BL(L2,L2)

+
∑

β∈NN+γ
β<α

(
2n∑
k=1

∥∥∥χAcρLRβ,kχA∩
⊔

Aα−1

∥∥∥
BL(L2,L2)

∥∥∥χAL∗P∩Pn,αχAcρ∥∥∥BL(L2,L2)

)1/2

+
∑

β∈NN+γ
β>α

(∥∥∥χAcρLP∩Pn,βχA

∥∥∥
BL(L2,L2)

2n∑
k=1

∥∥∥χA∩⊔Aβ−1
L∗Rα,kχAcρ

∥∥∥
BL(L2,L2)

)1/2

.ρ1/2 +
∑

β∈NN+γ
β 6=α

(
min

(
22−2|β−α|, ρ1/2

)
· 2−n/2 · 2n · ρ1/2

)1/2

. ρ1/2.
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Therefore, we have:∥∥∥χAL∗PχAcρ∥∥∥BL(L2,L2)
≤

N∑
γ=0

∥∥∥∥∥∥
∑

α∈NN+γ

χAL
∗
P∩Pn,αχAcρ

∥∥∥∥∥∥
BL(L2,L2)

.Nρ1/2 . n (1− log2 ρ) ρ1/2.

This completes the proof.

We now use such localized estimate to extrapolate our estimate:

Theorem 8.7.5 (Cluster tower weak estimate).
Given P ⊂ Pn a cluster tower, as long as κ ≥ 2/ε2, we have:

‖LPf‖Lp,∞ , ‖L
∗
Pf‖Lp,∞ .

p
n ‖f‖Lp,1 , ∀p ∈ (2,∞).

Proof. Let T denote either LP or L∗P. We intend to use L2 Extrapolation.

• For measurable sets G,H ⊂ RD. We want to find suitable measurable
subsets G′ ⊂ G and H ′ ⊂ H satisfying both error loss control and
testing condition.

• To match the form, we should set: ρ h |H|
|G| . That is, we will fine tune a

constant C ∈ R+ and set ρ := C |H||G| .

• We define G′ := G \Hρ and H ′ := H and verify the error loss control:(
|G \G′|
|G|

)1/p

+

(
|H \H ′|
|H|

)1/p′

=

(
|G ∩Hρ|
|G|

)1/p

≤
(
|Hρ|
|G|

)1/p

≤
(
ρ−1 ‖M‖L1→L1,∞ |H|

|G|

)1/p

=

(
‖M‖L1→L1,∞

C

)1/p

=: ε < 1

as long as C > ‖M‖L1→L1,∞ & C.

• To verify the testing condition, we see that:

– If ρ & 1, we may just apply cluster tower L2 estimate:

‖χH′TχG′f‖L2 ≤ ‖TχG′f‖L2 . n2−n/2 ‖χG′f‖L2

.nρ1/2−1/p ‖χG′f‖L2 .
p
n

(
|H|
|G|

)1/2−1/p

‖χG′f‖L2 .

– If ρ� 1, we use cluster tower localized L2 estimate:

‖χH′TχG′f‖L2 =
∥∥∥χHTχHcρχG′f∥∥∥L2

.n (1− log2 ρ) ρ1/2
∥∥∥χHcρχG′f∥∥∥L2

.
p
nρ1/2−1/p ‖χG′f‖L2 .

p
n

(
|H|
|G|

)1/2−1/p

‖χG′f‖L2 .

91



doi:10.6342/NTU202100160

• L2 Extrapolation yields:

‖Tf‖Lp,∞ .
p
n ‖f‖Lp,1 ,

which completes the proof.

As a direct corollary, through interpolation, we have:

Corollary 8.7.5.1 (Cluster tower strong estimate).
Given P ⊂ Pn a cluster tower, as long as κ ≥ 2/ε2, we have:

‖LPf‖Lp .
p
n2−nηp ‖f‖Lp , where ηp > 0, ∀p ∈ (1,∞).

Corollary 8.7.5.2 (Lp bound on cluster parts).
Given the full collection of the cluster parts P ⊂ D̃, we have:

‖LPf‖Lp .
p
‖f‖Lp , ∀p ∈ (1,∞).

Remark. Through our method, instead of rearranging the whole collection as
in [Zor19], we recover the result in [Lie20]. That is, the decomposition itself
is effective enough for the Lp → Lp bound. Still, the formulation in [Lie20]
is similar to a decoupling inequality, which contains more information about
the structure of the Lp estimate.

As we combine the estimation of sparse tower and cluster tower, we
prove the main result in the following reduced form:

Theorem 8.7.6 (Main theorem for the linearized operator).

‖LPnf‖Lp .
p
p(n)2−nηp ‖f‖Lp , where ηp > 0, ∀p ∈ (1,∞).

Summing over n ∈ N yields:

‖Lf‖Lp .
p
‖f‖Lp , ∀p ∈ (1,∞).
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