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中文摘要 

三維空間的姿態與體型估測是屬於電腦視覺裡進階的題目，其最終目標為得

到人體模型。相較於傳統的方法仰賴模型貼合法，現今的作法利用捲積神經網路來

抽取深層特徵來取得人體模型的參數。現今頂尖的方法使用單張彩色影像當作輸

入，然而由於渲染器裡的柵格化，三維空間中的幾何特徵是被隱含在其中。我們認

為這樣的資料無法正確的帶出三維空間的資訊。因此我們認為使用具有三維空間

資訊的資料，也就是深度影像或點雲，會是一個更好的選擇。 

 

在這篇論文裡，我們提出一個兩階段的方法，透過深度影像或對應的點雲預

測三維空間人體姿態與體型。這其中我們設計了兩個特殊的模組，都稱為局部關節

網路。在第一個階段裡，我們先進行三維空間人體關節預測。我們假設事先可取得

二維空間人體關節點來當作初始特徵，我們把這些關節點投影回三維空間形成初

始三維空間關節，然後以這些關節為中心去對點雲進行分群，經過分群後的點雲會

送進第一個局部關節網路來取的真正的相機空間中三維空間人體關節。在第二個

階段裡，我們以前一階段得到的三維空間關節為初始特徵，結合點雲來預測人體模

型參數，並使用另外一個局部關節網路來對這些參數進行細部修正。取得參數後，

我們變能將它轉換成人體模型。我們驗證我們的方法在我們自己產生的合成資料

上，其結果顯示我我們的方法是有效的。而我們論文的最終目標為實作一個擴增實

境系統，為此，我們設計了一套系統，結合我們設計的模型，將 Kinect v2 相機的

資料當作輸入，輸出具有擴增實境效果的圖。其結果也顯示我們的方法在實際資料

上也是有效的。 
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Abstract

3D human pose and shape estimation is an advanced problem in the Computer

Vision region. The goal is to retrieve human meshes. While traditional methods

mostly rely on model fitting method, modern approaches exploit the potential of

Convolutional Neural Network (CNN) to extract deep features and regress the

parametric representation of human meshes. Those state-of-the-arts use only an

RGB image as input. However, because of the rasterization, the geometric features

of 3D space are encoded implicitly in this kind of data. We argue that an RGB

image cannot correctly bring out the information of 3D space. Therefore, we

suggest that a 3D data, a depth image, or point clouds, would be a better choice.

In this thesis, we proposed a two stage method to predict human meshes from

depth images or point clouds with two special modules named Local Joint Network

(LJN). In the first stage, we predict 3D human joints first. We assume that the 2D

joints are provided as initial information. We project those initial joints to 3D space

by the depth and use the grouping technique to gather points into clusters according

to them. The groups of features are sent to first LJN to predict the real 3D joints in

camera coordinate. For the second stage, the 3D joints from the previous step will

become initial features. We regress an initial parametric model according to point

clouds and the initial features and then refine detailed parameters with another

LJN. With the refined parameters, we can recover human meshes. We evaluate

our method on a synthetic dataset generated on our own and the experiments show

that our two models are effective. The final goal of our study is to achieve an AR

system. To this end, we design a flow combining our models’ outputs augmented

i
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Abstract ii

images from Kinect v2 camera. The result also shows that our models work well

even on real images.
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Chapter 1

Introduction

Analyzing 3D data is a frequently discussed topic in computer vision. By un-

derstanding the 3D space, many applications, such as automatic manipulation,

augmented reality (AR), virtual reality (VR), human-robot interaction, and so on,

can progress. Particularly, human-related works drag lots of attention recently be-

cause of the commercial possibilities. In this thesis, we discuss two human-related

problems: 3D human joint estimation and 3D human pose and shape estimation.

Furthermore, we propose an AR system that utilize the contents of these two

problems.

1.1 3D Human Joint Estimation

3D human joint estimation, also known as 3D human pose estimation, aims to locate

the joints’ coordinates in 3D space. Traditional methods range from geometry-

based techniques [8] to purely statistical approaches [9]. Recent works rely on the

powerful deep convolutional neural network (CNN) [10, 4, 11]. The two popular

pipelines are let a network learns the mapping between 2D joints and 3D joints and

direct prediction from RGB images. The latter one usually predicts 2D joints first

as a side product too. However, these methods are easily confused by the lacking

of depth. Some others use multi-view camera to deal with the problem. But the

1
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related camera position needs to be known.

In our method, we choose depth images as our input. Depth images encode 3D

structure explicitly. Furthermore, we back-project the depth to the camera space

with camera parameters to get the point clouds, which is a natural 3D data type.

We propose a ”grouping” operation that groups points into clusters and handle

each cluster separably. The 2D joints will first be back-projected to 3D space,

forming initial 3D joints. After that, we use the initial 3D joints as the centers

to gather nearby points into clusters. The model takes clusters of points as input

named Local Joint Network (LJNjd, jd for joint detection). LJNjd consists of

several sub-networks, and each of them can explore the local structure of a joint.

Compared with direct prediction, our LJNjd will not be interfered by other joints’

structures.

1.2 3D Human Pose and Shape Estimation

3D human pose and shape estimation, or human mesh recovery, intend to find a

particular target’s parametric model[5]. Early works [12] rely on model fitting, and

the results are usually undesirable. Recent works [13, 14, 15] count on the deep

features extracted by CNN from a single RGB image. Similarly, an RGB image

cannot resolve the inherent ambiguity of 3D-2D projection.

To this end, we also choose depth images as our input. Besides, we propose

another Local Joint Network (LJNpse, pse for pose and shape estimation). In

LJNpse, we predict the parametric parameters hierarchically. Starting from the root

joint, we refine the pose parameter sequentially according to the human kinematic

tree. After the pose parameter is done, we move on to the shape parameter. The

LJNpse will repeat several times to get a more acceptable result.



doi:10.6342/NTU202100293

1. Introduction 3

1.3 System

A popular application of human pose and shape estimation is augmented reality.

By knowing the target’s pose, we can project the same mesh as the target or other

meshes with the same pose on the display system. Therefore, we propose a system

that combines the two models, 3D joint detection and 3D human pose and shape

estimation, and outputs augmented images with human meshes from Kinect v2

camera. To accomplish the system, we train a special version of Cascaded Pyramid

Network (CPN) [16] that predicts SMPL joints. With the 2D joints and the depth

images, the rest is evident.

1.4 Contribution

To summarize our thesis, the main contributions are as follow:

• We estimate 3D human joint locations from depth images and 2D joints

with Local Joint Network (LJNjd), which explores the local structure of each

joint.

• We estimate the parametric models (3D human meshes) from depth images

and 3D joints with Local Joint Network (LJNpse), which gets more refined

results of each parameter.

• We introduce a system that achieves augmented reality with Kinect v2

camera.
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Chapter 2

Related Work

2.1 2D Joint Detection

2D joint detection, i.e., 2D human pose estimation, is a classical problem in com-

puter vision. Generally, the problem can be classified into a key-points detection

problem. Traditional[17, 18, 1] methods utilize pictorial structures[19, 20] that

express the human body as a tree-structured graphical model based on human

kinematic to solve the problem.

Figure 2.1: Pictorial structure example of [1].

As the convolutional neural network(CNN)[21, 22] rising, recent methods

choose CNN as it’s feature extractor to learn human joints’ features and get

4
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remarkable results. DeepPose[23] is one of the pioneers that apply CNN to 2D

human pose estimation. They use AlexNet[22] as backbone to directly regress

joint locations. Despite the success of DeepPose, it’s hard to predict joint locations

directly. The probability map of the joint location, or heat-map, is considered a

better representation. Newell et al.[2] use stacked hourglass modules to predict

heat-maps of joints. Tompson et al.[24] and Wei et al.[3] utilize multi-resolution

network and output heat-maps in different scales to predict joints coarse-to-fine.

Figure 2.2: Stacked hourglass architecture of [2].

Figure 2.3: Mutil-scale network of CPM[3].

Different from single person 2D joint detection, multi-person joint detection

needs to aggregate key points into several persons. Methods for multi-person

tasks usually can be classified into two ways: top-down and bottom-up. Bottom-

up approaches predict all key-points first and then combine joints that belong to
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the same person. DeepCut series[25, 26] assemble joints of a single person by

partitioning predicted joints and labeled body parts. OpenPose[27] introduce part

affinity fields(PAFs), which predict the possible connection between any two joints,

to gather joints belong to the same person.

Figure 2.4: Pipeline of OpenPose.

In contrast to bottom-up, top-down methods[28, 29, 16] detect and crop out

every person first and treat them as a single person case. Therefore, the performance

is effected by both single person joint estimation and human detection.

2.2 3D Joint Detection

Due to the ambiguity between 2D and 3D space, 3D joint detection is a more

advanced topic. Traditional methods[9, 8] require lots of additional priors. Recent

methods exploit the power of CNN and tend to start from 2D joint to predict 3D

joint, either assume hands-on 2D joint detection or train an end-to-end network by

themselves. Moreno-Noguer et al.[10] transform 2D joints into Euclidean Distance

Matrix(EDM) first and then regress another EDM of corresponding 3D joints.

By Muldtidimensional Scaling (MDS), they can easily transform EDM back to

3D joints. Martinez et al.[4] use simple linear layer along with ReLU[30], batch

normalization[31] and dropout[32] to achieve extraordinary result at that time,

forming a simple baseline for 3D joint detection. Wu et al.[33] predict depth maps

additionally, and let the network learn how to project 2D joints back to 3D joints

in camera coordinate. Cheng et al.[11] take time information into consideration.

Furthermore, they follow [34], use Kinematic Chain Space (KCS) in both spatial
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and temporal. Iskakov et al.[35] and Qiu et al.[36] exploit multi-view geometry,

fusing features from different view by epipolar geometry and triangulation.

Figure 2.5: Architecture of [4].

2.3 Human Pose and Shape Estimation

3D human mesh recovery is also a classic problem in computer vision. Unlike

typical mesh retrieval, human meshes are articulated objects. The different poses

of one same person result in different meshes. Therefore, parametric human

models[5, 37] are proposed to represent various poses and shapes.

Figure 2.6: SMPL model [5].

2.3.1 From RGB Image

Bogo et al. [12] predict 2D joints first, and then fit them with projected 3D joints

of SMPL model[5]. HMR[13] use iterative regression network to extract SMPL
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parameters and weak-perspective camera parameters from a single image. They

also use a discriminator to verify valid human pose. Based on HMR, SPIN[14]

concatenate the fitting procedure of [12] after it, HKMR[15] propose hierarchical

estimation of pose parameters. Ci et al.[38] and Kolotouros et al.[14] utilize Graph

Convolutional Network(GCN) to exploit structure information.

Figure 2.7: HMR, SPIN, and HKMR.

2.3.2 From Depth Image

Guo et al.[39] fit a pre-scanned template model into depth by L0-based constraint,

successfully reduce the deformation around joints. Fusion series[40, 41, 42]

reconstruct human model by joint motion and surface motion. Wei et al.[43] take

two depth maps as input, and use CNN to find the correspondences of them to

construct mesh. Wang et al.[6] convert depth to point cloud first, and then exploit

Pointnet[44, 45] and GCN to estimate vertex coordinate of SMPL mesh.
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Chapter 3

3D Human Pose and Shape

Estimation from Point Clouds with

Local Joint Network

As mentioned in the previous chapter, we estimate human meshes starting by

detecting 3D joints first with LJNjd. Afterward, we use the joints as initial features

to predict SMPL parameters with LJNpse. In the remainder of this chapter, we will

first discuss how to represent a human mesh and the backbone we use, and then

the detailed design of our models.

3.1 3D Human Body Model

Skinned Multi-Person Linear Model (SMPL)[5] is a linear and differentiable

parametric model that factor human bodies into two parameters, pose θ ∈ R3K

and shape β ∈ R10. The pose parameter represents the relative 3D rotation of K =

24 joints (the order is show in Fig.3.1) in axis-angle representation, affecting the

deformation of a mesh’s surface. The shape parameter is calculated as the first ten

coefficients of a PCA projection of the shape space, defining individuals’ varying

9
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Figure 3.1: Numbering of SMPL joints. The figure are originally shown in [5].

physique. The whole transform of SMPL is differentiable and defined as follow:

M (−→β ,−→θ ) = W (Tp(
−→
β ,
−→
θ ), J(−→β ),−→θ ,W) (3.1)

Tp(−→β ,−→θ ) = T +Bs(
−→
β ) +Bp(

−→
θ ) (3.2)

where M (−→β ,−→θ ) ∈ RV×3,V = 6980 is the vertices coordinate of a transformed

mesh,W is the blend weights, T represents vertices of rest pose, and Bs(
−→
β ) and

Bp(
−→
θ ) describe the displacement of vertices from the rest pose to the target pose.
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3.2 Backbone Network

Our input data is a single depth map. To avoid heavy calculation, we project the

depth map back to the camera space to get a set of 3D point clouds {Pi ∈ R3|i = 1, ..., `}

but not creating voxels. Unlike RGB images, point clouds have unordered property.

That is, a set of point clouds doesn’t have a specific order. As a result, a network

must be invariant to permutations of input points. From the perspective of this

property, Qi et al. design the Pointnet series netowk[44, 45] to handle the problem.

3.2.1 Pointnet

Figure 3.2: Architecture of Pointnet.

Pointnet is the first work in the Pointnet series. In this work, they try to perform

classification and segmentation on a set of point clouds. The whole design is in Fig.

3.2. Unlike performing 2D convolution on an image, they use 1D convolutions

(MLP layers in the image) to extract features individually, avoiding considering

non-relative points. At the end of feature extracting, they use a single symmetric

function, max pooling, to decide the final global feature. Therefore, no matter what

the order of input is, the network can extract the most representative feature.
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Figure 3.3: Architecture of Pointnet++.

3.2.2 Pointnet++

In Pointnet++, the authors try to solve a problem: how to explore the local features.

To this end, they propose a hierarchical module named set abstraction (SA). As

shown in Fig. 3.3, the main idea of SA is sampling and grouping. They first

uniformly sample several points as centers and then group input points into several

clusters. For each cluster, it will go through a simple Pointnet to extract local a

feature. Therefore, the local structures are encoded hierarchically by several stages

of SA modules.

3.3 3D Joint Detection

Given the a depth image of a target and the corresponding 2D joints, we project

them back to 3D camera space, forming point clouds and initial 3D joints. We then

use them as input data to estimate the corresponding 3D joint location in camera

coordinate. As mentioned in the previous section, we exploit the design of Pointnet

and Pointnet++. In this stage, we will describe two different models we design.

The first one is the final version of our proposal that utilizes LJNjd. The second

one is the basic model, and it’s also our baseline model, which is used to prove the
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effectiveness of LJNjd.

3.3.1 Proposed Model

In this model (Fig. 3.4), we extract features with Pointnet first and then use LJNjd

to predict joint location. The main idea of LJNjd is that it focuses on the local

part of every joint. LJNjd consist of K sub-networks. Each of them takes a group

of points as input, which is constructed by gathering `′ points around the initial

joint location in a given ball query with a specific radius. We name the operation

”grouping.” For example, i-th input of i-th sub-network is a group of points centered

around the i-th joint. Therefore, every sub-networks in LJNjd can pay attention to

the joint it belongs to.

Furthermore, we adapt two schemes to strengthen the global relationship

between each point and between each joint. First, we perform the grouping

operation on the hidden features before the pooling layer and concatenate the

global feature after passing the pooling layer. This arrangement is also used in

Pointnet. Second, we add the row of the euclidean distance matrix of initial 3D

joints to each group, e.g., the group of i-th joint keeps the i-th row (or column) of

EDM. Because a joint is not entirely independent of any other joints, we let each

sub-network in LJNjd infer other joints’ information by the distance matrix.

3.3.2 Basic Model

Except the proposed model, we also design a basic model to prove that our LJNjd

is effective. Fig. 3.5 shows the architecture of basic model. In this design, we

simply concatenate the initial joint location with input points, forming a input data

with ` × (C1 + 72) features. We use a Pointnet-liked design to extract features

from the input and directly regress all joint locations.
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Figure 3.5: Architecture of basic model of 3D joint detection. In this model, we

don’t use the grouping operation but straightly regress all joint location. The feature

extractor (blue triangle) is a similar design as Pointnet. The output dimension is 72

(24× 3).

3.4 Human Pose and Shape Estimation

Given a depth map of a target and it’s 3D joint location, we aim to predict the

corresponding human mesh in SMPL format. We also propose two models. The

first one is the basic model which is direct regression. The second one is the

proposed model that use LJNpse.

3.4.1 Proposed Model

As illustrated in Fig. 3.6, we predict initial parameters first with Pointnet++ and

then refine them with LJNpse. Our LJNpse is similar to HKMR[15]. HKMR uses

chain-based regressors, which correct the pose parameters for a parent trunk first

and then send the parameters to the child trunk, to predict the SMPL parameters

sequentially. Different from them, our LJNpse uses joint-based regressors. That is,

we refine a single joint (parent joint) first and send it to its child joints that it can

reach. The parent-child relationship between joints can be found in Fig.3.8.

Before giving an example, we clarify the symbols used here first. We denote

θ for the whole pose parameter, θi for the pose parameter of i-th joint, β for the

shape parameter. A symbol with an apostrophe means it is from the previous stage.

As shown in Fig. 3.7a, when we are updating θ′i, all refined θj of the parent joints
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that can be traced, β′, and the global feature are taken into consideration too. After

θ is processed, the beta regressor then regresses β based on β′, θ, and the global

feature. After getting θ and β, one iteration is over and θ and β become θ′ and β′

for next iteration. LJNpse repeats the above pipeline N times to output the final

prediction.

3.4.2 Basic Model

We also have a basic model to show that our LJNpse is practical. The whole

architecture are in Fig. 3.9. In this desing, we also use Pointnet++ to extract the

same features as the proposed model. However, we use those features to directly

predict all the residual values of SMPL parameter. We will show that this direct

regression degenerate the performance in Section 3.7.

3.5 Data Preparation

In our settings, we need depth maps and corresponding SMPL ground truths.

However, parametric model for an individual doesn’t exist ground truth and most

of datasets don’t come with depth maps. Therefore, we conduct our experiments

on synthetic data generated by ourselves. Like [6], we use the SMPL parameters

provided by SURREAL[46] and render a set of depth maps.

3.5.1 Data Sampling

Learning from Synthetic Humans (SURREAL) is a large-scale synthetic human

dataset. They fit CMU MoCap database [47] into pose parameters of SMPL and

sample human mesh from CAESAR dataset [48] to acquire shape parameters. They

generate more than 6 million data (see Table 3.1 for more details). Each is provided

with an RGB image, 2D and 3D joint label with SMPL joint definition, SMPL

parameter and mesh, segmentation map, depth map, and optical flow. They also

offer 3 different overlap ratios for choice.
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(a) Joint regressor

(b) Beta regressor

Figure 3.7: Joint regressor and beta regressor. The θi in (a) represent the pose

parameter of i-th joint. In an iteration, joint regressor will first find the residual of

each θi, and then refine β. The sub-labels with j in (a) are not the real labels. They

means the parent joins that can be traced from the i-th joint.
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(a) Upper body

(b) Middle body (c) Lower body

Figure 3.8: The connection between each joint regressor. We separate the whole

body into 3 parts to visualize clearly. Every joint except the endpoints has at least

one child joint. The theta of i-th joint will be transmitted to the joints it can reach.
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Figure 3.10: Data generation pipeline in SURREAL.

#subjects #sequences #clips #frames #our samples

Train 115 1,964 55,001 5,342,090 60,000

Validation - - - - 5,000

Test 30 703 12,528 1,194,662 15,000

Table 3.1: Numbers of data. The validation set is a sub-set of testing set. The

authors don’t mention it in the original paper but it is available on their website.

We choose one overlap ration (run0 named by the authors) and sample at least 3

data from the clip more than five frames. We finally generate 60 thousand training

samples, 5 thousand samples for the validation set, and 15 thousand testing samples.

Specially, we only use the SMPL parameter. We transform those parameters in

meshes and render new sets of depth maps. Next, we will discuss how we generate

our data.

3.5.2 Data Rendering

We use Kinect v2 camera settings to render our data. Kinect v2 has one RGB

camera with resolution (1920, 1080) and one time-of-flight (ToF) camera with

resolution (424, 512). We only use the data of the ToF camera. However, we set
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the resolution to (512, 424). That is, to capture the whole human body clearly, we

assume the Kinect camera is placed vertically but not horizontally as usual. The

intrinsic parameters K we use is as followed:

K =


366.458 0 206.470

0 366.736 253.026

0 0 1

 (3.3)

Another problem is that the global rotation (rotation of the root joint) of the

parameters get from SURREAL is random. In other words, we need to decide the

rotation matrix of the extrinsic parameter additionally. After observing visualized

data, we fond that most of the data can be transformed to ”front view” (see Fig. 3.11

for the definition of front view) by a common rotation. Therefore, the rendering

procedure can be formulated into the follow equation:

D = Π(R ·M + T ) (3.4)

R(M ) =


0 1 0

0 0 1

1 0 0

 , T =


tx

ty

tz

 (3.5)

D is the depth map of a mesh M . Π is the projecting function in OpenGL with

intrinsic parameter K. R is the fixed rotation matrix and T is random translation in

the extrinsic matrix.

3.6 Implement Details

3.6.1 Common Settings

All depth maps are segmented by a mask and added Gaussian noises with zero

mean and 0.001 standard derivation before transformed to point clouds. We also

use normal vectors calculated by Open3D[49] as additional input features. We use

RAdam [50] optimizer with default settings. The learning rate decays 0.1 every 5
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(a) Original view (b) front view

Figure 3.11: Different view of a mesh. Most of the meshes get from SURREAL

are looked like (a), or ”top view.” We define the ”front view” as in (b). The position

of head should be the highest except that the action of the target is something like

crawling. We find that by a fixed rotation, most of the meshes can be rotated to

”front view.”
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epochs. Because we use small batch size in training stage, we remove all batch

normalization layer in the original Pointnet and Pointnet++. Additionally, we use

PReLU[51] as activation layers but not ReLU.

3.6.2 3D Joint Detection

We simulate disordered initial joints by adding Gaussian noise. We totally simulate

4 different levels by changing standard deviation σ. The unit simulated noise is

pixel. The number of sampled points `′ of a sub-network is 128. Searching radius

r of each sub-network is different. The loss function is:

loss =
K∑
i=1

∥∥∥J̃3D
i − J3D

i

∥∥∥2

2
(3.6)

J̃3D
i is the predicted 3D joint location and J3D

i is the ground truth location.

3.6.3 Human Pose and Shape Estimation

We have two different initial joints settings. The first one is we use the estimated

result from the proposed model in Section 3.3.2. The other one is we add Gaussian

noise with different standard deviation to ground truth joints. The unit of simulated

noise is meter. For loss function, we don’t calculate loss on parameters. The direct

supervision on parameters is meaningless, leading to over-fitting on training data.

Therefore, we transform the parameters to human meshes and then calculate the

loss:

loss = 1
V

τ∑
t=1

V∑
i=1
‖ṽt,i − vi‖2

2 (3.7)

ṽi is a vertex of the mesh transformed from the predicted theta and beta and vi is a

vertex of ground truth mesh.
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3.7 Result

3.7.1 3D Joint Detection

Evaluation metrics

We use two metrics to evaluate our models: mean per-joint position error (MPJPE)

and percentage of correct key-points (PCK). MPJPE is as in Equation 3.8, which

is the mean L2 distance over all joints and samples. The unit is millimeter (mm).

PCK counts the percentage of correct key-points, whose error are less than a

certain threshold. We choose the threshold as half of head bone length (ground

truth distance between 13-th joint and 16-th joint). We denote it PCKH@0.5 in

our tables. The unit is percentage (%).

MPJPE = 1
NK

N∑
t=1

K∑
i=2

∥∥∥J̃3D
t,i − J3D

t,i

∥∥∥
2

(3.8)

Comparison between each model

We first evaluate the performance of the two designs. As in Table 3.2, we can find

that the basic model is good enough. Nevertheless, the proposed model boosts

the accuracy by almost 8 mm. This result indicates that our grouping strategy and

LJN are effective and powerful. Each sub-network can focus on the local region.

Moreover, the sub-network can easily obtain global information from the global

feature. In contrast, the basic model needs to put lots of effort into disentangling

each part of input points, leading to a higher error. We also evaluate the function of

adding rows of EDM. The same table shows that the performance is boosted further.

This result verifies that a joint’s sub-network requires some prior knowledge of

other joints to locate the correct joint location better.
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MPJPE PCKh@0.5

basic 32.1 85.6

proposed w/o EDM 25.0 90.2

proposed 24.2 90.8

simplebaseline[4](σ = 0) 59.4 51.9

simplebaseline[4](σ = 10) 81.3 33.6

Table 3.2: The results of different designs. Our results use σ = 10.

std of gaussian max dist. mean dist. MPJPE PCKh@0.5

σ = 0 0 0 14.3 97.2

σ = 5 26.6 6.3 18.6 94.7

σ = 10 53.2 12.5 24.2 90.8

σ = 15 83.7 19.0 31.4 85.6

Table 3.3: The results of proposed model given different level of disordered initial

joints. The unit is millimeter. σ = 0 means we use ground truth.

Input noise of 2D joints

Table 3.3 is the ablative study of our model under different levels of noise of 2D

joints. The 4 standard deviation are 0, 5, 10, and 15. σ = 0 is equals to ground

truth joint. We also provide the maximum value and the mean L2 distance (”max

dist.” and ”mean dist.” in the table) of the noisy 2D joints in pixels for better

understanding the variation. If the input noise is relativly small (σ is less or equal

to 10), our model is stable. The changing of MPJPE and PCK is about 10 mm

and 7 percent. In contrast, the performance of our proposed model will degrade

much only when noise of input 2D joints is very large (σ = 15). To model a proper

results of 2D detector, we choose σ = 10 in other tables.



doi:10.6342/NTU202100293

3. 3D Human Pose and Shape Estimation from Point Clouds with Local Joint Network27

sample points MPJPE PCKh@0.5

` = 2048 25.8 90.1

` = 4096 24.2 90.8

Table 3.4: The results of different numbers of sampled points `.

Sparsity of input points

We analyze the sparsity by changing the number of sampled points `. As in Table

3.4, we use two different levels. To extracting rich features, we set ` = 4096 as

standard. The other one is half of the standard. We can see that when the input

resolution is lower, our model don’t degrade much. This shows that our model is

robust to different input resolution.

Comparison with simple baseline

We further compare our proposed model with [4] (”simple baseline” in Table 3.2),

which also starts from 2D joints. We train their network with our dataset and

evaluate two different input noise. From the table, we can see that our model

out-perform them under the same circumstances. We argue that [4] is confused

by the ambiguity of 3D-2D projection. By eliminating the uncertainty with depth

prior, our model can focus on localization in 3D space. Furthermore, their model

is unable to handle large-scale dislocated 2D joints.

3.7.2 Human Pose and Shape Estimation

Evaluation metric

We use L2 distance to calculate averaged per-vertex error (APVE) without further

alignment as in Equation 3.9. We also report MPJPE of meshes’ joints.

APV E = 1
NV

N∑
t=1

V∑
i=1
‖ṽt,i − vt,i‖2 (3.9)
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Comparison between models

Table 3.5 shows the results of our models. ”basic” is the basic model, and ”pro-

posed” is the proposed model using LJNpse. We can see that our LJNpse boosts the

performance for about 10 mm, proving that our per-joint design is effective. We

also evaluate the hierarchical design in LJNpse. single in the table represents that

we don’t transmit a joint to its child joint (like the sub-network design in chapter

Fig. 3.4), and its error is higher than the final proposed for about 8 mm. This

result indicates that the hierarchical design following the human kinematic tree

is useful. The next comparison is the choice of feature extractor. We believe that

the model needs detailed features to estimate the parametric model. Therefore, we

change Pointnet++ to Pointnet in pointnet in the table, and it proves. Pointnet++

can further increase hte performance.

Effectiveness of noised 3D joints

We study how 3D joints affect the accuracy by changing the standard deviation

of Gaussian noise. We evaluate 4 different σ as in Table 3.6. σ = 0 means it

uses ground truth 3D joints as input. We also provide the mean and the maximum

L2 distance (”mean dist.” and ”max dist.” in the table) of the noisy 3D joints in

millimeter for better understanding the variation. The table shows that our proposed

model is reasonably well when using ground truth 3D joints. The proposed model

degenerates 6 mm when the input noise is large, which indicates that our proposed

model is stable for different level of noise. In the all of our experiments, we choose

σ = 0.02 if there is no further notation. The result using the output of our proposed

3D joint detector is labeled ”end-to-end” int the table. Even though it’s closed

to the result of using σ = 0.03, the difference between ground truth and it is still

less than 10 mm. This demonstrates that our proposed model is stalbe to unknown

noise.
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Sparsity of input points

We also evaluate the sparsity of input points by changing `. In Table 3.7, We

evaluate two different input resolution. The standard one it ` = 4096 too. Likewise,

our model degenerate less when the resolution is half (` = 2048). This result also

proves that our model is robust to input sparsity.

APVE MPJPE

basic 43.1 42.9

proposed-single 42.2 40.6

proposed-pointnet 35.6 36.8

proposed 34.5 33.0

HMR[13]† 54.3 -

Wei et al.[52]† 58.6 -

HMR[13]‡ 56.8 87.9

SPIN[14]‡ 41.1 -

HKMR[15]‡ - 71.0

Table 3.5: The results of different designs. pointnet means it use Pointnet but not

Pointnet++ as the feature extractor. single represents that LJNpse is non-hierarchical

design.The result with † means it comes from Wang et al.[6]. The result with ‡

means it is the result on RGB dataset Human3.6m[7] reported in the original paper

and use protocol 2 when calculate MPJPE.
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std of gaussian max dist. mean dist. APVE MPJPE

σ = 0 0 0 31.6 30.5

σ = 0.01 52.9 12.5 32.9 31.5

σ = 0.02 105.6 25.1 34.5 33.0

σ = 0.03 170.0 37.6 37.6 36.0

end-to-end - - 38.8 36.8

Table 3.6: The results of proposed model given different level of disordered initial

joints. end-to-end use the 3D joints from our proposed 3D joint detector with

σ = 20 and ` = 4096 to ensure both joint detection and pose and shape estimation

have enough performance.

sample points APVE MPJPE

` = 2048 36.0 34.3

` = 4096 34.5 33.0

Table 3.7: The results of different numbers of sampled points `.
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point clouds oursfv ourssv [4]fv [4]sv

Figure 3.12: Visualization. The number of input points is sampled to 4096. The

blue skeletons are the ground truth, and the red ones are the predicted. We draw

two views, fv for front view and sv for side view, for better illustration. fv is the

same view as input point clouds, and sv is set by rotating the whole graph properly.

”ours” are the results from the proposed model with s = 5. For [4], we use s = 0.
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point clouds ground truth results color bar

Figure 3.13: Visualization.
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Chapter 4

System

4.1 Introduction

As mentioned in Chapter 5, we accomplish an augmented reality system by merging

our two proposed models. Except for the synthetic data used in Chapter 3, we also

collect some real data and test the system on it. Although we train our models

with synthetic data, we find them efficient enough to be directly used in a real

scene. The main challenges are: 1) How to get confident 2D joints. 2) We need

to align the output meshes with images. To this end, we train a particular CPN to

get 2D joints in SMPL format and design a procedure to manage the alignment

problem. The full pipeline is shown in Fig. 4.1. In the following sections, we will

first discuss the settings of our system and the main architecture. The visualization

of the output of the system is at the end.

4.2 Experiment Settings

4.2.1 Scene

We assume the input source is Kinect v2 camera. The distance between the camera

and the target is about 1.5 ∼ 2 meters to ensure that the whole body can be

33
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captured.

4.2.2 Data Preparation

We capture several real scenes with a Kinect v2. The resolution (height, width)

is (512, 424). The RGB images are also registered to the same resolution. We put

a simple green curtain behind the target to do background removal. The whole

segmentation procedure is accomplished by OpenCV[53]. We also use another

depth threshold to exclude outlier pixels to make the mask more perfect. Some

examples can be find in Fig. 4.3. We also have some results from synthetic data.

The settings are the same as the testing set in Section 3.5.

4.3 Proposed system

4.3.1 2D Joint Detection

As stated, we use CPN as our 2D joint detector but not train a new one. No matter

the accuracy and the speed are efficient enough in CPN. We train a particular

version that can predict SMPL joints, which is unreachable for most pre-trained

work. The training details are the same as the original paper, except that we use

the RAdam optimizer. The training data is the RGB images of SURREAL.

However, the testing result on real data will fail if we use the weights directly

trained on SURREAL. We discover that this phenomenon results from the dis-

traction of the background. As shown in Fig. 4.2, an image in SURREAL has an

intricate background image irrelevant to the target. In other words, the network

put lots of effort into separating the target and the background. Nevertheless, the

whole structure of real data is quite different from synthetic data. Accordingly, the

network fails on real data.

To address this problem, we use background-removed images in the training

stage. We segment images with the masks given by SURREAL and set the back-
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ground black. The network then can focus on the target. Fig. 4.3 demonstrates that

the proposed solution is good enough for real data.

(a) SURREAL (b) Real images

Figure 4.2: Synthetic data in SURREAL and our real data.

4.3.2 3D Human Mesh Estimation

To get human meshes, we combine the two proposed models in Sec. 3.3.2 and 3.4.

That is, we use the 2D joints from the CPN in the previous section as initial joints

and predict the 3D joint coordinate in camera space with the first model. After that,

the 3D joints are sent to the second model to get the estimated human mesh.

4.3.3 Post Processing

In Section 3.5.2, we mentioned that we use random translation in rendering stage.

However, to accomplish this AR system, we need to know the translation to render

meshes on the right position. To address this issue, we align the predicted root

and the root of the rotated estimated mesh. We assume the predicted root is

accurate enough that the translation between the two roots can approximate the

real translation, the T in Equation 3.5. Therefore, the rendering procedure is:

I = Π(R · M̃ + T ′) (4.1)
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Images Masked images Results

Figure 4.3: Visualization of our CPN results. The lighter dots inside the squares on

the Results column are predicted joint locations. Color red represents right part

of a human body, and color green is the opposite. The direct inference results are

reasonably well on real data.

T ′ =


J̃0,x − J̃ ′0,x
J̃0,y − J̃ ′0,y
J̃0,z − J̃ ′0,z

 (4.2)

I is the rendering result. Π and R are the same as in Equation 3.4. M̃ is the

predicted mesh. J̃0 is the predicted root and J̃ ′0 is the root of rotated M̃ .
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4.4 Experiment Result

4.4.1 Synthetic Data

The synthetic sequences are rendered in gray-scaled, and we only use ground

truth mask. The 2D joints are also taken from CPN. In Fig. 4.4, we can see that

because our model is trained with synthetic data, the result is ideal. Most frames

are matched. However, we still have some failed case. Those failed cases are

caused by wrong 2D joints. As in Fig. 4.5, we can discover that the left and the

right joints are flipped. Also, some occluded joints are predicted in the opposite

part. Therefore, the predicted meshes are wrong because the network consider the

target is reversed left-right.

4.4.2 Real Data

We directly test on real data without further fine-tuning. In Fig. 4.6 and Fig. 4.7,

we demonstrate the results of two sequences of two different targets. Although the

predicted meshes are not matched perfectly, the results is still reasonably well. The

motion of predicted meshes are the same input images. We also visualize the 2D

joints. We can discover that the results are stable for most frames. Even some 2D

joints are particularly noised, the results don’t deviate much.

We argue that the error mostly come from the domain gap between real data

and synthetic data. In training stage, we use texture-less SMPL meshes to render

our data. Furthermore, we use the ground truth masks. Nevertheless, this two

conditions are impossible for real data. As a result, our model is confused by the

noises, texture and outlier points, and output incorrect parameters.
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input result-success input result-failure

Figure 4.4: Some frames of results of synthetic sequence.
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successful frame failed frame

Figure 4.5: Visualization of 2D joints. Color red indicates right part of a human

body. Color green is the opposite. We can find that the failures have already failed

in 2D detection.
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input-RGB input-depth result-2D joints result-mesh

Figure 4.6: Visualization of real data of the first target.
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input-RGB input-depth result-2D joints result-mesh

Figure 4.7: Visualization of real data of the second target.
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Chapter 5

Conclusion and Future Work

5.1 Conclusion

In this thesis, we study how to estimate 3D human joints and human parametric

models from point clouds. We propose two novel strategies called Local Joint

Network for joint detection (LJNjd) and for pose and shape estimation (LJNpse).

The two networks are aim to process the information of different joints separately

without the interference from others. We demonstrate the effectiveness of our

methods on synthetic data by considering different settings. Furthermore, we

design a flow of an AR system which can output augmented images with human

mesh on it. The outputs of the system also prove that our methods works adequately

on real data.

5.2 Future Work

Our two models are currently experimental. There still have many improvements.

First, we don’t use other priors and regularization to regularize valid detection

and pose and shape. Adding proper priors or regularization can make the result

more realistic. Second, we don’t consider time information, which can resolve

occlusion problem and increase the performance. Third, we assume having 2D

43
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joints beforehand, making our model not really end-to-end. The last one is how

to handle the domain gaps between real data and synthetic data. We leave these

problem as our future works.
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