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Abstract 

 

Since the Nobel-prize-winning discovery of graphene in 2004, it has proven to be one of 

the most important and versatile material due to its extraordinary properties. From a metrological 

perspective, graphene grown on silicon carbide - known as epitaxial graphene - has been shown to 

be an ideal platform to build resistance standards. From its robust and precise ν = 2 plateau, to its 

tunable charge carrier density, and long-term stability, all of its properties make graphene an 

excellent candidate to build quantum Hall resistance standards. The experiments described in this 

thesis, further our understanding of graphene in the quantum Hall regime. 

We first attempted to use nitric acid as an adsorbent to understand the dynamics of 

desorption process in epitaxial graphene. The timescales associated with such a process are 

extracted from the data. This is important in order to fabricate devices with reversible hole doping 

without the use of a gate. Transport properties were measured on several devices post-nitric- acid-

exposure at temperatures between 300 K and 1.5 K. In order to replicate the laboratory conditions, 

ambient conditions are applied. This would help in recreating similar conditions as to the ones in 

a laboratory when such devices are handled using this type of chemical vapor doping. Raman 

spectroscopy is used as a comparative tool to verify the timescales extracted from the transport 

measurements. 

Hot electrons are expected to cause local disruption of quantized conduction in two-

dimensional systems and may lead to breakdown of the quantum Hall effect. The extent of local 

heating is generally limited to small regions near contacts where a large current enters and leaves 

the device, since the existence of the electrochemical potential that produces the Hall voltage is 

established at these points. We investigated the effect of current introduced at downstream points 

near where the Hall voltage is typically measured. For contact separation as small as a few 

micrometers we did not observe substantial interactions due to the internal distribution of current, 

even when a resistance of hundreds of ohms of is generated by dissipation at the side contacts. 

Using the above knowledge, the limiting factors for developing metrology grade epitaxial 

graphene quantum Hall arrays are lifted with a combination of the implementation of closely 

spaced superconducting contacts, high-quality material, and centimeter-scale growth. The ν = 2 
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Landau level has been the basis of a single quantized value that modern day resistance standard 

devices have been restricted to. Here, we demonstrate multiple quantized values from our devices, 

which could be used to disseminate the ohm all around the world. These devices are designed such 

that they give access to quantized resistances values from the standard 12.9 kΩ to more than three 

orders of magnitude, as high as 1.29MΩ. Several experimental methods such as Raman 

spectroscopy and standard electrical characterization using lock-in amplifier techniques are 

employed herein to verify the quality and demonstrate the versatility of these devices. 
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Chapter 1 Introduction 

 

This chapter introduces the core component of this thesis, graphene. It also explores the 

history of graphene and arrives at its application with respect to this thesis. It provides a rough idea 

of what to expect in the later chapters of this thesis. 

 

1.1 Objective and Structure 

 

For the advancement of quantum Hall resistance metrology, it is important to understand 

and study how the materials we work with, behave under various conditions. It is also important 

to understand how we can control the materials and their behavior, in order to accommodate them 

in the future designs. The material at the center of this thesis is graphene, more specifically, 

epitaxial graphene (EG) grown on silicon carbide. This thesis aims to investigate how to reliably, 

and reproducibly modulate the carrier density of EG. This study further explores how the current 

behaves in the quantum Hall regime at low temperatures and in order to do so, pushes the limits 

of closely spaced contacts. It also explores how we can apply this knowledge to actual resistance 

standards. 

This introductory Chapter 1 gives the readers a glimpse into what this wonder material 

called graphene is, followed by a more specific introduction to EG. We then peek into EG device 

fabrication and briefly discuss its doping. Chapter 2 provides a brief introduction to the classical 

Hall effect and then goes into the quantum Hall effect. The edge state picture and the integer 

quantum Hall effect (IQHE) are also discussed. Chapter 3 discusses the basic experimental 

procedures followed in this thesis and the various tools and instruments used to these experiments. 

It also discusses in detail the fabrication of EG devices. 

Chapter 4 makes an in-depth dive into understanding the doping process for EG using an 

adsorbent in the form of nitric acid vapors. The process is analyzed through extracting various 

timescales from the experimental data and using it for modelling. It is then compared with the 



doi:10.6342/NTU202210171

2 
 

results from Raman spectroscopy. Chapter 5 describes the experiments performed to understand 

the current distribution in specially prepared close contact EG devices. The influence of hot spots 

and various resistances is described and the limits of scaling down EG resistance standards are 

pushed. Chapter 6 details the procedures for scaling the EG resistance standards. The 

magnetoresistance data and some precision measurements are discussed. Finally, a brief overview 

of the thesis, results, and future outlook are given in Chapter 7.  

 

 

1.2 History 

 

 

In 1859, Benjamin Brodie discovered a new form of carbon called “graphon”. Today we 

know this material as graphene oxide [1]. Boehm et al. published a paper titled, “Die Dünnste 

Kohlenstoff-Folien” - which translates quite literally to, “The thinnest carbon layers” -, where they 

looked at single layers of carbon [2, 3]. The term ‘graphene’, was later coined by Boehm et al. in 

1986, where the first part of the word was derived from graphite and ‘ene’ was added to emphasize 

the polycyclic aromatic hydrocarbons [4]. The first graphitization of silicon carbide was patented 

in 1896 by Acheson [5]. This discovery of X-rays during this period boosted the study of crystal 

structures of various materials. It was however, in 1965, more than half a century later that X-rays 

were used to study the thermal decomposition of SiC, where Badami identified epitaxial graphene 

on SiC and published his study on the crystal structure on a 6-H SiC [6]. 10 years later, Van 

Bommel et al. investigated the graphite on SiC. This was obtained by sublimation of Si-atoms of 

SiC in high-vacuum. A low-energy electron diffraction (LEED) analysis revealed the so-called 

buffer layer, a (6√3 × 6√3)R30° surface reconstruction [7]. 

Looking back, they were so close to finding the wonder material, however, the unique 

properties of this freestanding layer was not discovered yet. Direct visualization of the thin 

graphene layer on the Si-face of SiC could directly be visualized using high-resolution 

transmission electron microscopy (HR-TEM) [7]. In 2004, there was a breakthrough, Berger et al. 

published a study that led to increasing interest in this area [8]. Then came a massive turning point, 
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graphene flakes were isolated using mechanical exfoliation of highly ordered pyrolytic graphite 

(HOPG) by Geim and Novoselov in 2004. This work won them the Nobel prize in Physics in 2004 

[9, 10]. 

The exfoliation of graphite led to numerous studies about the unique nature of graphene 

[11, 12]. However, there were many drawbacks, from the reproducibility, thickness control, to the 

small and uncontrollable sizes of the flakes. This led to a shift in focus towards EG on SiC. In-situ 

growth of EG was known to produce a rough graphene at the time. In 2008, EG growth was 

achieved in ambient argon environment with improved graphene layers [13, 14]. Quasi-

freestanding monolayer graphene was obtained by annealing in hydrogen atmosphere, where the 

buffer layer turned into a monolayer [15]. 

In 2010, Tzalenchuk et al. introduced a consequential application of EG, as the quantum 

Hall resistance standard (QHRS). This encouraged the metrology groups to explore the use of EG 

as a replacement for the GaAs/AlGaAs heterostructures [16]. Various improvements were made 

to improve the growth of EG on SiC [17, 18]. Modern day QHRS using EG have shown long term 

electrical stability in ambient conditions. Their ability to output a single value of quantized 

resistance makes them an important material in metrology [19]. In pursuit of making the most out 

of this wonder material, EG provides an excellent platform to study the quantum Hall effect, a by-

product of which is its application in metrology. 

 

  

  

 

1.3 Graphene 

 

Graphene is a single sheet of carbon atoms in a honey-comb structure. It exhibits excellent 

electronic, thermal and optical properties. It is a unique material because there are many other 

materials which are as conducting or as transparent as graphene, however, materials which are 

simultaneous conducting, transparent, and flexible are rare. Carbon is the 4th most abundant 

element in the world, of which graphene is an allotrope. It is low cost and sustainable and its two 
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dimensional (2D) structure allows it to be readily integrated into the mainstream technological 

applications [12]. 

 Two carbon atoms with sp2 hybridization make up the unit cell of graphene. Due to this, 

three sp2 hybridized orbitals are at a 120° angle relative to each other, resulting in a honeycomb 

structure or a hexagonal lattice structure (Figure 1.1(a)). Four electrons in the valence band are 

present in the carbon atoms of graphene. Three sp2 hybridized planar orbitals are formed from 

these electrons to their adjacent carbon atoms through sigma bonds. The fourth electron bonds to 

the neighboring carbon atoms through a covalent out of plane pi-bond. Such a bonding structure 

makes graphene one of the most mechanically stable material. The pi bonded states provide the 

unique electrical properties and interlayer coupling to graphene. More importantly, the excellent  

electronic properties are from the delocalized electrons in its π-system [20]. 

 

 

Figure 1.1: Crystal Structure of graphene: (a) a1, a2 are the lattice unit vectors, and δi, i = 1,2,3 are the nearest-

neighbour vector which show the hexagonal crystal lattice of graphene. (b) This figure shows the first brillioun zone 

of graphene. The Dirac cones are located at the K and K′ points. (c) The energy dispersions of graph.( Taken from 

Ref. [21]) 
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Simple nearest-neighbour tight-binding approximation is used to calculate the band 

structure of graphene. The bandgap of graphene is exactly zero, this can be inferred from the 

conduction band and the valence band meeting at the Dirac points, or the K-K’ points, also known 

as the charge neutrality points. (Figure 2.1(b) and (c)). At the Dirac points, graphene’s band 

spectrum is quite similar to the Dirac spectrum for massless fermions. Thus, graphene is 

considered a gapless semi-conductor. Accordingly, the energy-dispersion spectra shows a linear 

behavior (𝐸 ∝ 𝑘), as opposed to the 𝐸 ∝ 𝑘2 in conventional semi-conductors [21]. 

 

1.4 Epitaxial Graphene 

 

 

Graphene can be produced in numerous ways. Mechanical exfoliation of HOPG was one 

of the first ways to produce it. Although it produces high-quality graphene, it was not fit for 

industrial use. Liquid phase exfoliation of graphite was attempted, wherein, the graphite is 

dissolved in a solvent and through sonication, one can produce flakes of monolayer graphene. A 

high yielding method with low quality graphene [22]. The most commonly used and ‘industry-

scalable’ method to produce graphene is the chemical vapor deposition (CVD) method [23]. CVD 

graphene can be grown on various metals like Ni [24], and Ir [25]. The most commonly used metal 

us Cu [26]. However, this method again suffers from drawbacks like a high chance of 

contamination and having a risk of damaging the monolayer graphene during transfer [27].  

 

EG on the other hand, requires no transfer and is formed directly on the surface. It requires 

no further contamination from acids or polymers to be used. EG is grown by annealing a SiC 

substrate in argon atmosphere at temperatures up to 1900°C. At these temperatures, the Si atoms 

sublimate, leaving behind a single sheet of carbon atoms. This takes place in three stages: (i) An 

initial Si sublimation that takes place in an inductively heated graphite furnace filled with argon at 

1atm pressure. (ii) Buffer layer formation: C-rich 6√3 × 6√3 R30° surface reconstruction of (0001) 

face of 4H-SiC. (iii) Final formation: topmost graphene layer is formed above the buffer layer [28]. 

These are illustrated in figure 1.2. A more in-depth discussion follows in Chapter 3. 
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Another popular way to grow graphene is using the chemical vapor deposition technique, 

wherein graphene is deposited onto a copper substrate in a uniform manner using vapors from a 

carbon source. This means that in order to use this graphene for practical purposes, it has to be 

transferred onto an insulating substrate, typically using a sacrificial polymer layer. This polymer 

layer leaves a residue which negatively affects the electrical properties of the graphene. 

Transferring it also leads to line defects forming on the graphene. All these factors make CVD 

graphene non-ideal for quantum Hall metrology purposes, when compared to Epitaxial 

graphene.[29] 

 

Figure 1.2: An illustration of steps leading to the formation of monolayer epitaxial graphene on SiC. This schematic 

has been adapted from Ref. [28]. 

 

 

1.5 Modulating carrier density 

 

A carbon lattice in graphene is a very effective pathway for charge carriers. An introduction 

of a heteroatom is an effective way to modulate its carrier density. Atoms such as those of B, N, 

P, etc, disrupt the lattice and create a strong polarization in the carbon network [30]. This is due to 

the differences in electronegativities of boron (2.04), oxygen (3.44), nitrogen (3.04), and carbon 

(2.55). These disruptions modulate the electrical, chemical, and optical properties of graphene. A 

downside to these disruptions are that they create charge scattering centers, thereby degrading the 

extraordinary properties of graphene. There are in-situ (during synthesis) and ex-situ (post-

synthesis) ways of achieving this. An example of an in-situ approach would be the production of 
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nitrogen doped graphene through CVD by using NH3 as one of the precursors. Here, the controlled 

number of N atoms from the precursor form covalent bonds with the graphene [31]. An example 

of an ex-situ process would be that used by Wu et al. [32], wherein they used C3N4 while annealing 

as a dopant source to achieve n-type doping in CVD graphene. Light is also offers a way to 

stimulate switching between two conductive states in graphene. It is a form of reversible doping. 

A simple example would be the work of Luo et al. [33], where they used deep UV light (λ = 220 

nm) to dope graphene with a p-type carriers with very little damage to its crystal structure. 

Although substitutional doping is advantageous, it is usually followed by a substantial 

decrease in carrier mobility due to defects and disorders in graphene. This hinders practical 

applications on an industrial scale, such as field effect transistors (FETs). Which leads us to another 

form of carrier modulation which takes a non-covalent anchoring approach. Adsorption of dopant 

molecules on the surface of graphene leads to interfacial events which allow for modulation 

without damaging the integrity of the graphene structure. A popular among metrologist working 

with graphene QHRS is to use Cr(CO)3 as a functionalizing agent on the graphene surface which 

provides a reversible and controllable carrier density on EG [34]. A more detailed explanation and 

methodology is offered in chapter 3 on this process. A much simpler way would be to expose the 

EG to nitric acid vapors, a method which is a core element of chapter 4 of this thesis [35]. 

  



doi:10.6342/NTU202210171

8 
 

Chapter 2: Magneto-transport effects 

 

This chapter is an attempt to fill the readers toolkit with essential tools required to 

mathematically tackle the results presented in the core chapters of this thesis. It starts with a 

quantitative description of the classical Hall effect, followed by an introduction to the Landauer-

Büttiker formalism which is then used to arrive at the quantum Hall effect. The concepts of hot 

spots is then introduced along with the circuit equations for the series connections for a quantum 

Hall system. 

 

2.1 Classical Hall Effect 

 

The Hall effect was discovered by Edwin Hall, a Johns Hopkins University graduate 

student, in 1879. He passed a current through a thin gold leaf sheet and measured two characteristic 

voltages, shown in Figure 2.1. The first voltage measured was along the current path, which when 

divided by the current, gave the electrical resistance of the material, R. The second voltage 

measured, was across the current path, denoted as VH, which was expected to be zero since, 

intuitive thinking would point that the current, I, was perpendicular to it. This was until Hall 

applied a magnetic field perpendicular to the metal sheet. A non-zero VH was observed when such 

a field was applied. VH was proportional to both, I and B. Hence, an electrical resistance, RH, 

yielded RH ∝ B. Ever since, this phenomenon is known as the Hall effect. The associated voltage 
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and resistance became the Hall voltage and Hall resistance, respectively. 

 

Figure 2.1: Edwin Hall's Hall data. As plotted from a table in his report by H.L. Stromer in his Nobel lecture.[36] 

 

 

Figure 2.2: The Hall Effect. The electrons moving along the conductor are curved due to the perpendicular magnetic 

field and hence accumulate on one side and build up a potential difference know as the Hall voltage VH. In case of 

hole carriers, it is a similar situation, with the exception that the Hall voltage has the opposite sign. 
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The presence of a magnetic field exerts a Lorentz force onto the electrons, which 

otherwise move in the direction of the current. This force causes the electrons to move in a circle 

with a cyclotron frequency 𝜔c = 𝑒𝐵/m*, where m* is the effective mass of the charge carriers. 

The carriers propagate to the edges of the sample leading to the buildup of charges as shown in 

figure 2.2, thus leading to the Hall voltage, VH. The Hall voltage can be expressed as: 

𝑉𝐻 = 
𝐼𝐵

𝑛𝑡𝑒
   ,   (2.1) 

where n is the charge carrier density in three dimensions (3D), t is the thickness, and e is the charge 

of an electron. A Hall measurement allows us to determine a materials charge carrier density and 

its type of charge carriers. This effect can be described mathematically using the Drude model. In 

this model, the electrons are considered free and experience no coulomb interactions, while 

moving for a collision time τ before scattering. When such an electron is placed in an 

electromagnetic field, the equation of motion can be written as: 

𝑚
𝑑𝑣𝑑

𝑑𝑡
= −𝑒(𝑬 + 𝑣𝑑 × 𝑩) −

𝑚𝑣𝒅

𝜏
   ,  (2.2) 

where vd is the drift velocity. There is no change in velocity for a stationary state, and for a 2D 

system, the electric fields are given by: 

(𝐸𝑥
𝐸𝑦
) = (

−𝑚

𝑒𝜏 
−𝐵

𝐵
−𝑚

𝑒𝜏 

) (𝑣𝑑,𝑥
𝑣𝑑,𝑦
)    ,  (2.3) 

= (

𝑚

𝑒2𝜏𝑛𝑒 

𝐵

𝑛𝑒𝑒

−𝐵

𝑛𝑒𝑒

𝑚

𝑒2𝜏𝑛𝑒  

)(𝑗𝑥
𝑗𝑦
)    ,  (2.4) 

 

where the current density is j = -enevd, with ne being the carrier density, more specifically in this 

case, the electron density. In a stationary state, there is no current flowing in the y-direction. Hence, 

from the resistivity tensor in equation 2.4, we can find the so-called longitudinal and Hall 

resistivities as: 
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⍴𝑥𝑥 =
𝑚

𝑒2𝑛𝑒𝜏
=

1

𝜎0
   ,  (2.5) 

⍴𝑥𝑦 = −
𝐵

𝑒𝑛𝑒
     ,  (2.6) 

Thus, the Hall resistance being proportional to the magnetic field, there is no magnetoresistance 

in the x-direction. The constant RH is denoted as the Hall coefficient and can be written as RH 

=Ey/jxB = -1/ene. 

 

2.2 Landauer-Büttiker Formalism 

 

Before we dive into the quantum Hall effect, we need to understand some mathematical 

formalisms which we would be using to arrive at the quantum Hall effect. This section deals with 

the important Landauer-Büttiker formalism. 

 

2.2.1 Landau levels 

 

A 2D electron gas (2DEG) is an electron gas that is quantized in one dimension but free to 

move in the other 2 dimension. Such a system in the late 20th century, could be realized in between 

an intrinsic (GaAs) semiconductor and n-type (AlGaAs) (Figure 2.3). The conduction band is 

below Fermi energy in the junction, but the Fermi energy is between the conduction bands and the 

valence. The electrons are confined to two dimensions at sufficiently low temperatures, that is their 

movement is quantized in the z-direction. With inspiration from [37, 38], we now take a look at 

the quantum mechanical approach to understanding how Landau levels are formed in a 2DEG 

under a magnetic field. 
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Figure 2.3: A 2DEG realized. Band diagram of a GaAs/AlGaAs heterojunction showing the formation of a 2DEG. 

Adapted from Wikipedia. 

 

 

We use the kinetic momentum p + eA instead of the canonical momentum p, where A is the vector 

potential in order to incorporate the Lorentz force into the Hamiltonian. The magnetic field is given 

by the curl of the vector potential. When we consider non-interacting free electrons in a magnetic 

field 

1

2𝑚
(
ℏ

𝑖
𝛥 + 𝑒𝑨)

2
𝜓(𝒓) = 𝜀𝜓(𝒓)   ,  (2.7) 

Different vector potentials can be chosen for a magnetic field in the z-direction, such as the 

symmetric gauge A = 
1

2
𝐵0(−𝑦, 𝑥, 0) and the Landau gauge A = B0 (0, x, 0). Here we use the landau 

gauge. For a 2D system, the Hamiltonian then becomes 

𝐻 = 
𝑝𝑥
2

2𝑚
+
(𝑃𝑦+𝑒𝑥𝐵0)

2

2𝑚
   ,  (2.8) 

= 
𝑝𝑥
2

2𝑚
+ 

𝑝𝑦
2

2𝑚
+
1

2
𝑚𝜔𝑐

2𝑥2 + 𝑝𝑦𝜔𝑐𝑥     ,  (2.9) 
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where 𝜔𝑐 =
𝑒𝐵0

𝑚
 is the cyclotron frequency. By using the wavefunction for free particle in the y-

direction, 

𝜓(𝑥, 𝑦) = 𝑢(𝑥)𝑒𝑖𝑘𝑦𝑦      (2.10) 

The energy can be calculated as follows: 

𝐻𝜓 = 𝑒𝑖𝑘𝑦𝑦 (
𝑝𝑥
2

2𝑚
+
(ℏ𝑘𝑦)

2

2𝑚
+
1

2
𝑚𝜔𝑐

2𝑥2 + ℏ𝑘𝑦𝜔𝑐𝑥)𝑢(𝑥) = 𝜀𝑢(𝑥)𝑒
𝑖𝑘𝑦𝑦  (2.11) 

 

(
𝑝𝑥
2

2𝑚
+
1

2
𝑚𝜔𝑐

2(𝑥 + 𝑙0
2𝑘𝑦)

2)𝑢(𝑥) =  𝜀𝑢(𝑥)   ,  (2.12) 

wherethe magnetic length is, 𝑙0 = √
ℏ

𝑚𝜔𝑐
. The above equation is known as the Schrödinger 

equation for a 1-D harmonic oscillator with frequency  𝜔𝑐 centered around 𝑥0 = −𝑙0
2𝑘𝑦. Thus, 

under the influence of a magnetic field, the energy of electrons becomes discreet as: 

𝜀𝑛 = (𝑛 +
1

2
)ℏ𝜔𝑐     ,  (2.13) 

where n = 0, 1, 2, 3, … This expression using the symmetric gauge for quantized energy levels 

was first derived by Lev Landau, and hence these energy levels are known as Landau levels 

(LL).[37] With increasing magnetic field, more electrons collapse into each LL, since 𝜔𝑐 =
𝑒𝐵

𝑚
 . 

The allowed values of 𝑘𝑦 tells us the about the degeneracy of each LL. 

Using a periodic boundary condition, each  𝑘𝑦 value takes a space of 
2𝜋

𝐿𝑦
 and the number of states 

in each LL nL per unit area is: 

𝑛𝐿 =
𝑚𝜔𝑐

ℏ
𝐿𝑥 (

2𝜋

𝐿𝑦
)
−1

=
𝑒𝐵

ℎ
  ,  (2.14) 

A filling factor ν is introduced.  

ν =
𝑛𝑒

𝑛𝐿
=
ℎ𝑛𝑒

𝑒𝐵
      (2.15) 
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where ne is the electron density. When ν = i, where i is any integer, means that the lowest i LL are 

fully filled, while the ones above are empty. The filling factor depends only on the magnetic field 

and the electron density, which means we can modify it experimentally in two ways. 

Considering the density of states, if the magnetic field is changed while the energy is fixed at the 

Fermi energy, the density of states condense into delta peaks which appear periodically in 1/B. 

Scattering has been ignored for the Landau level derivation. In non-ideal conditions, however, the 

density of states ceases to be perfect delta peaks and instead broaden in the presence of impurities 

and defects, as shown in Figure 2.4. 

 

 

Figure 2.4: Formation of LL in 2D density of states. The orange highlighted region shows a typical continuum of 

states at zero magnetic field. In the presence of a magnetic field and disorder (scattering), these collapse into 

quantized delta functions, in theory. However, in practical systems, there is a broadening of LL as shown above. The 

localized states do not participate in the conduction process, but the extended states do. The LL spacing is proportional 

to the magnetic field. 

 

2.2.2 Landauer-Büttiker formalism 
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The Landauer-Büttiker formalism can be used to picture a current carrying channel. For 

simplicity, we start with a two terminal system to derive the important Landauer formula. The 

derivations in the following sections are heavily inspired from [39]. 

Consider a mesoscopic region with two reservoirs connected by perfect leads, as shown in 

Figure 2.5. The transport here is phase-coherent since the inelastic scattering length in the 

mesoscopic regime is longer than the size of the sample. Electrons coming from reservoir one  

moving to the second reservoir, equilibrate at its chemical potential and temperature as they reach. 

According to Büttiker’s nomenclature, if all electrons leaving the mesoscopic region (MSR) enter 

the reservoir, they are denoted as reflectionless. In Figure 2.6, the leads are parallel to the x-axis. 

The electrons are confined to an area A in the y-z plane which has impenetrable walls at the 

boundary. We can then treat it as a 2D particle-in-a-box problem in the y-z plane.  

Such a problem has a solution of plane waves 𝑋𝑛 with discreet energies, 𝜀𝑛. For the leads, the 

Hamiltonian  and the eigenstates read as: 

𝐻 = 
𝑝𝑥
2

2𝑚
+
𝑝⟂
2

2𝑚
,            𝒓⟂ ∈ 𝑨    (2.16) 

φαnE
± (𝑥, 𝒓⟂) = √

𝑚

2𝜋ℏ2
1

√𝑘𝑛(𝐸)
𝑋𝑛(𝒓⟂)𝑒

±𝑖𝑘𝑛(𝐸)𝑥 ,      (𝑥, 𝒓⟂) ∈ α  (2.17) 

Here, for the plus sign, states move to the right and vice versa for opposite sign, with wavenumber 

𝑘𝑛(𝐸) =
√2𝑚(𝐸−𝜀𝑛)

ℏ
. Each eigenstate can carry a current, and hence n becomes the channel 

index. If an eigenstate is never occupied by a carrier for a sufficiently large n > M, then we can 

say that there are 𝑀α channels for the lead α. 
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Figure 2.5: Two-terminal phase coherent conductance. Two reflectionless reservoirs at chemical potential µ 1 and 

µ2 are connected by perfect leads to a mesoscopic region. 

 

The eigenstates carry the same current due to normalization. An eigenstate has the unit of current 

per energy, when inserted into the current operator, however, the current unit appears when 

summing over contributions from more eigenstates. With the normalization, a sum over k for 

eigenstates φ𝑘 =
𝑒𝑖𝑘𝑥

√𝐿
⁄  can be written as ∑ ⟨φ𝑘|𝐴|φ𝑘⟩𝑘 →

𝐿

2𝜋
∫ 𝑑𝑘⟨φ𝑘|𝐴|φ𝑘⟩
∞

0
.  In this 

normalization, the sum becomes: 

∑ ⟨φαnE|𝐴|φαnE⟩𝑘 → 
1

2𝜋

2𝜋ℏ2

𝑚
∫ 𝑑𝑘⟨φαnE|𝐴|φαnE⟩
∞

0
    (2.18) 

=
ℏ2

𝑚
∫ 𝑑𝐸

𝑘

𝑑𝐸 𝑑𝑘⁄
⟨φαnE|𝐴|φαnE⟩

∞

0
    (2.19) 

= ∫ 𝑑𝐸⟨φαnE|𝐴|φαnE⟩
∞

0
      (2.20) 

This is later used to derive the Landauer formula. A superposition of eigenstates can be used to 

write the wavefunction in lead α. With coefficients, 𝑎𝑛
𝛼 and 𝑏𝑛

𝛼 used to denote the incoming and 

outgoing waves, respectively, and n denotes the channel. At energy E, 
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𝜓𝐸(𝑥, 𝒓⟂) =  {

∑ 𝑎𝑛
1φ1𝑛𝐸

+ (𝑥, 𝒓⟂) + 𝑏𝑛
1φ1𝑛𝐸

− (𝑥, 𝒓⟂) 𝑛 ,         (𝑥, 𝒓⟂) ∈ 𝐿𝑒𝑎𝑑 1,

𝜓𝑀𝑆𝑅,𝐸(𝑥, 𝒓⟂)  ,                                               (𝑥, 𝒓⟂) ∈ 𝑀𝑆𝑅

∑ 𝑎𝑛
2φ2𝑛𝐸

+ (𝑥, 𝒓⟂) + 𝑏𝑛
2φ2𝑛𝐸

− (𝑥, 𝒓⟂)𝑛  ,         (𝑥, 𝒓⟂) ∈ 𝐿𝑒𝑎𝑑 2,

(2.21) 

 

Here, the mesoscopic region is denoted by MSR. The current through the MSR equals the current 

through the leads, meaning that it is not required to know the wavefuntion 𝜓𝑀𝑆𝑅,𝐸(𝑥, 𝒓⟂) to 

determine the conductance. Instead, we can use the Scattering-matrix to relate the amplitudes of 

reflection and transmission in the region to the coefficients of the incoming and outgoing waves. 

This can be done as follows: 

(

 
 

𝑏1
1

𝑏2
1

𝑏1
2

𝑏2
2
)

 
 
=

(

 

𝑟11 𝑟12 𝑡11
′ 𝑡12

′

𝑟21 𝑟22 𝑡21
′ 𝑡22

′

𝑡11 𝑡12 𝑟11
′ 𝑟21

′

𝑡21 𝑡22 𝑟21
′ 𝑟22

′ )

 

(

 
 

𝑎1
1

𝑎2
1

𝑎1
2

𝑎2
2
)

 
 

   (2.22) 

 

For a general case with M- channels, the coefficients can be written as vectors, and the S-matrix 

can be separated into 4 MxM submatrices, 2 each for reflection and transmission. 

𝒄𝑜𝑢𝑡 = (
𝒃𝟏

𝒃𝟐
) =  (

𝑟 𝑡′

𝑡 𝑟′
) (𝑎

1

𝑎2
) = 𝑺𝒄𝑖𝑛   (2.23) 

We can define new states known as the scattering states using this formalism. In such cases, the 

outgoing coefficients are found from the S-matrix, and the incoming co-efficient is set to 1. 

 

 

2.2.3 The Landauer formula 

 

 A wavefuntion Ψ(𝑥, 𝒓⟂) carrying an electric current through a cross-section A can be 

calculated using the following equation: 
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𝐼 = −
𝑒ℏ

2𝑚𝑖
∫ 𝑑𝒓⟂[Ψ

∗(𝑥, 𝒓⟂)(𝝏𝒙Ψ(𝑥, 𝒓⟂)) − (𝝏𝒙Ψ
∗(𝑥, 𝒓⟂))Ψ(𝑥, 𝒓⟂)]𝐴

 (2.24) 

The continuity equation can be used to derive this equation. By inserting a scattering state, one can 

determine the electric current per energy that this state carries. For a channel n in lead 1, the 

incoming state, we can say that: 

𝐼1𝑛𝐸 = −
𝑒ℏ

2𝑚𝑖
∫ 𝑑𝒓⟂𝐴

[ψ1𝑛𝐸
∗ (∂𝑥ψ1𝑛𝐸) − (∂𝑥ψ1𝑛𝐸

∗ )ψ1𝑛𝐸]   (2.25) 

= −
𝑒

2𝑖ℎ
∫ 𝑑𝒓⟂
𝐴

[(
1

√𝑘𝑛
𝑋𝑛
∗𝑒−𝑖𝑘𝑛𝑥 +∑𝑟𝑛𝑛′

∗ 1

√𝑘𝑛′
𝑋𝑛′
∗ 𝑒𝑖𝑘𝑛′𝑥)  × (

𝑛′

𝑖√𝑘𝑛𝑋𝑛𝑒
−𝑖𝑘𝑛𝑥

− 𝑖∑𝑟𝑛𝑛′′√𝑘𝑛′′𝑋𝑛′′𝑒
−𝑖𝑘

𝑛′′
𝑥) 

𝑛′′

− (−𝑖√𝑘𝑛𝑋𝑛
∗𝑒−𝑖𝑘𝑛𝑥

+  𝑖∑𝑟𝑛𝑛′′′
∗ √𝑘𝑛′′′𝑋𝑛′′′

∗ 𝑒𝑖𝑘𝑛′′′𝑥)  × (

𝑛′′′

1

√𝑘𝑛
𝑋𝑛𝑒

𝑖𝑘𝑛𝑥

+ 𝑖∑ 𝑟𝑛𝑛′′′′
1

√𝑘𝑛′′′′
𝑋𝑛′′′′𝑒

−𝑖𝑘
𝑛′′′′

𝑥) ]

𝑛′′′′

 

= −
𝑒

2ℎ
[1 −∑𝛿𝑛𝑛′′𝑟𝑛𝑛′′

√𝑘𝑛′′

√𝑘𝑛
𝑒−𝑖𝑘𝑛𝑥𝑒−𝑖𝑘𝑛′′𝑥 + 𝑟𝑛𝑛

∗

𝑛′′

𝑒2𝑖𝑘𝑛𝑥

−∑𝑟𝑛𝑛′
∗

𝑛′

𝑟𝑛𝑛′ + 1 + 𝑟𝑛𝑛𝑒
−2𝑖𝑘𝑛𝑥 − 𝑟𝑛𝑛

∗ 𝑒2𝑖𝑘𝑛𝑥 −∑𝑟𝑛𝑛′′′
∗ 𝑟𝑛𝑛′′′

𝑛′′′

] 

= −
𝑒

ℎ
[1 − 𝑅𝑛

11]      (2.26) 

= −
𝑒

ℎ
𝑇𝑛
21   ,   (2.27) 

where we simplify the notation by suppressing the energy dependency of kn. The total probability 

that a wavefunction coming into a channel n is reflected to another channel n’ the same lead, is 

denoted as 𝑅𝑛
𝛼𝛼 = |∑ 𝑟𝑛𝑛′𝑛′ |2. The amount that is not reflected, has to be transmitted, and that is 

given by 𝑇𝑛
21. 

Similarly, we can derive the current per energy for the scattering states coming from lead 2 as:  
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𝐼2𝑛𝐸 =
𝑒

ℎ
𝑇𝑛
12  ,   (2.28) 

By adding up all the current contributions coming from all the channels, and then integrating them 

over the energy, we can find the total current. To find the total electric current, we must multiply 

each current contribution by the Fermi-Dirac distribution function for the incoming lead, to get: 

𝐼 = −
𝑒

ℎ
∑∫ 𝑑𝐸[𝑇𝑛

21𝑓(𝐸 − 𝜇1) − 𝑇𝑛
12𝑓(𝐸 − 𝜇2)]

∞

0𝑛

 

= −
𝑒

ℎ
∑ ∫ 𝑑𝐸 Tr[𝑡+𝑡][𝑓(𝐸 − 𝜇 + 𝑒𝑉1) − 𝑓(𝐸 − 𝜇 + 𝑒𝑉2)

∞

0
]𝑛  (2.29) 

 

The above equation is derived using the unitarity condition of the S-matrix. At low temperatures, 

the Fermi-Dirac distribution becomes a step function. The derivative of a distribution function is 

therefore a negative Dirac delta function.  

𝐼 = −
𝑒

ℎ
∑ ∫ 𝑑𝐸 Tr[𝑡+𝑡]

∂f

∂E
|
𝜇
(𝑒𝑉1 − 𝑒𝑉2)

∞

0𝑛     (2.30) 

𝑇→0
⇒  

𝑒2

ℎ
Tr[𝑡+𝑡](𝑉1 − 𝑉2)       (2.31) 

So far, we have suppressed the dependence of the transmission matrices on energy. But at 

sufficiently low temperatures, we can safely assume that they are constant in energy, which 

validates our integration above. The conductance, 𝐺 = 𝐼/(𝑉1 − 𝑉2) gives us: 

𝐺 =
𝑒2

ℎ
Tr[𝑡+𝑡] =

𝑒2

ℎ
∑ 𝑇𝑛

21
𝑛       (2.32) 

which is known as the Landauer formula. A peculiar property of this derivation is that it 

mathematically proves that a perfect channel adds 
𝑒2

ℎ
 to the value of the conductance. We are one 

step closer to understanding the transport in the quantum Hall regime. We now need to derive the 

Landauer-Buttiker formula for multiprobe systems. 
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2.2.4 The Landauer formula for multiprobe systems 

 

The derivation in this case is quite similar to a two probe system that we used in the 

previous section. However, here β ≠ α, hence the scattering states carry a current per energy in 

lead α as shown: 

𝐼𝛼𝑛𝐸
𝛼 = −

𝑒

ℎ
∑ 𝑇𝑛

𝛽𝛼
𝛽≠𝛼 ,                  𝐼𝛽𝑛𝐸

𝛼 =
𝑒

ℎ
𝑇𝑛
𝛽𝛼

  ,  (2.33) 

Same as earlier, we find the lead α’s total current by adding the current contribution and multiply 

them with the distribution functions of the incoming reservoirs. 

𝐼𝛼 = ∑ ∫ 𝑑𝐸
∞

0
𝐼𝛽𝑛𝐸
𝛼 𝑓(𝐸 − 𝜇 + 𝑒𝑉𝛽)𝛽𝑛     (2.34) 

= −
𝑒

ℎ
∑ ∫ 𝑑𝐸[𝑇𝑛

𝛽𝛼
𝑓(𝐸 − 𝜇 + 𝑒𝑉𝛼)

∞

0𝛽≠𝛼,𝑛

− 𝑇𝑛
𝛼𝛽
𝑓(𝐸 − 𝜇 + 𝑒𝑉𝛼) 

𝑇→0
⇒  

𝑒2

ℎ
∑ (𝑇𝛽𝛼𝑉𝛼 − 𝑇

𝛼𝛽𝑉𝛽)𝛽≠𝛼    ,  (2.35) 

where 𝑇𝛼𝛽 = ∑ 𝑇𝑛
𝛼𝛽

𝑛  is the total transmission probability from lead 𝛽 𝑡𝑜 𝛼. The total transmission 

probability is not always similar for contact  𝛼 𝑡𝑜 𝛽 as it is from 𝛽 𝑡𝑜 𝛼 for a multiprobe system. 

If lead 𝛼 has 𝑀𝛼 number of channels,  and 𝑅𝛼𝛼 = ∑ 𝑅𝑛
𝛼𝛼𝑀

𝑛  is the total probability for reflection of 

the incoming waves, then because of the conservation of current, and the fact that there is no 

voltage difference between contacts, means that no current flows. We can then conclude that: 

(𝑀𝛼 − 𝑅
𝛼𝛼) − ∑ 𝑇𝛽𝛼𝛽≠𝛼 = 0       ,   (𝑀𝛼 − 𝑅

𝛼𝛼) − ∑ 𝑇𝛼𝛽𝛽≠𝛼 = 0       ,    (2.36) 

We now have an understanding of the tools we shall use to understand mathematically the integer 

quantum Hall effect. 
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2.3 Quantum Hall Effect 

 

Pushing the limits of the Hall effect, Prof. Klaus von Klitzing was experimenting with it 

on a Si metal oxide field effect transistor (MOSFET) at low temperatures (1.5 K) and high 

magnetic field (>19 T). The Si-MOSFET served as a 2DEG under study. What he discovered was 

so groundbreaking that he was awarded the Nobel Prize in Physics in 1985. He found that the Hall 

resistance is not linear at those conditions, but instead, exhibits a series of plateaus at around 25.8 

kΩ, 12.9 kΩ, 6.4 kΩ, and so on, as shown in Fig. 2.3. While the Hall resistance is at a plateau, the 

longitudinal resistance shows another peculiar behavior of being exactly zero! He also found that 

this behaviour was independent of the sample dimensions and type, as long as it was a 2DEG. At 

the moment of its discovery, it was published as a method to exactly determine the fine structure 

constant [40], which is defined as: 

𝛼 = 
𝑒2

2𝜀0ℎ𝑐
 

where h is the Planck’s constant = 6.626 x 10-34 J.s, c is the speed of light in vacuum, and 𝜀0 is the 

permittivity of free space, respectively. To understand how this correlated to the Hall resistance, 

we will now use the tools derived in the earlier sections. 

 

Consider six reservoirs connected in an ideal manner as shown in Figure 2.7. Such a geometric 

arrangement is known as a ‘Hall bar’, wherein the leftmost and the rightmost contacts serve as the 

source and drain contacts. Consider N available edge states. In order to avoid confusion with the 

direction of the current, let us assume holes are the carriers here. The holes coming in from the 

source, equilibrated at voltage V1, follow the upper edge and get absorbed into contact 2. The 

current form reservoir 1 going into a perfect channel is 
𝑒2

ℎ
𝑉1, the current into the N edge states will 

then be, 
𝑒2

ℎ
𝑁𝑉1. Now using the multiprobe Landauer formalism, we can deduce that 𝑇𝛽1 = 0 for 

𝛽 ≠ 2 and 𝑇21 = 𝑁 . In matrix form, we can arrive at: 
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(

 
 
 

𝐼1

𝐼2

𝐼3

𝐼4

𝐼5

𝐼6)

 
 
 
=
𝑒2

ℎ

(

  
 

𝑁 0 0
−𝑁 𝑁 0
0 −𝑁 𝑁

0 0 −𝑁
0 0 0
0 0 0

0 0 −𝑁
0 0 0
0 0 0

𝑁 0 0
−𝑁 𝑁 0
0 −𝑁 𝑁)

  
 

(

 
 
 

𝑉1
𝑉2
𝑉3
𝑉4
𝑉5
𝑉6)

 
 
 

  (2.37) 

 

 

Figure 2.6: The first quantum Hall data. Von Klitzing's plot of the Hall Voltage UH and the longitudinal voltage Upp 

as a function of the gate voltage Vg at T = 1.5K at I = 1 µA and a constant magnetic field of B = 18T. Adapted from[40] 
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Figure 2.7: A Hall Bar with idea contacts. 6 reservoirs connected ideally. No net current flows in any contacts other 

than the Source and the Drain. The direction of the current is indicated by the arrows. Adapted from[41]  

 

The total current is 𝐼 = 𝐼1 = −𝐼4 = (
𝑒2

ℎ
)𝑁(𝑉1 − 𝑉4). As contacts 1 and 4 are source and drain, it 

there is no current carried by other contacts. Which leads to 𝑉1 = 𝑉2 = 𝑉3 and 𝑉4 = 𝑉5 = 𝑉6, 

from the matrix. This implies there is no potential drop between these contacts, or in other 

words, the longitudinal resistance is zero! 

𝑅𝐿 = 𝑅14,65 =
𝑉6−𝑉5

𝐼
= 0     (2.38) 

Here, the first two indices, 14, denote the current flow and the last two indices, 65, indicate 

where the voltage is measured. Then the Hall resistance is given by: 

𝑅𝐻 = 𝑅14,26 =
𝑉2−𝑉6

𝐼
=

ℎ

𝑒2
1

𝑁
     (2.39) 

This groundbreaking result is that the longitudinal resistance becomes zero while the Hall 

resistance is quantized at integer filling factors, is known as the Integer quantum Hall effect. 

There is no limit on how big the Hall bar can be for which the quantum Hall effect can be 

observed. However, if we make it too small, certain deviations can occur. Disordered contacts  and 

phase coherence can breaks the effect for small samples. Electrons can travel from one edge to the 

other if the are placed too close to each other. Impurities localize the bulk states and hence play a 
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crucial role. Due to this, the current in a large range of magnetic fields, only flows along the edges. 

The plateaus would be shorter for super clean samples, while, too many impurities can cause the 

wavefunctions to overlap, so that electrons can cross the Hall bar. Such considerations can be 

complicated, as it depends on both, the impurity locations and density, and on the electrostatic 

potential changes due to the impurity. 

 

 

 

2.4 Integer quantum Hall effect in EG 

 

The observation of an unconventional integer quantum Hall effect in graphene, soon after 

its discovery was a strong piece of evidence of the Dirac nature of its carriers. It was 

unconventional in the sense that its filling factors were  

𝜈 = ±4(𝑛 +
1

2
) , 𝑛 = 0, 1, 2, … 

The Hall plateau displayed a four-fold degeneracy. We can understand this by looking at the LL 

of graphene. There are three significant differences in the LL of graphene from conventional 2D 

systems. First, the energy spacing scales linearly in conventional 2D systems while here, it scales 

as ∆𝐸 ∝ √𝐵. The valley degeneracy (recall K and K’ from earlier sections on graphene) increases 

the degeneracy of each LL by an added factor of two. Lastly, a LL exists at zero energy which is 

shared by two valleys and is thus, only spin-degenerate. All these severely affect the Hall plateaus 

for graphene. The number of electrons required to fill a LL is 
𝑒𝐵

ℎ
 , for a conventional 2D system. 

So including the spin and valley degeneracy, for N completely filled LL, above zero, the charge 

carrier density for graphene would be: 

𝑛 = 4
𝑒𝐵

ℎ
(𝑁 +

1

2
) 

Hence, we see that, 
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𝑅𝑥𝑦 =
𝐵

𝑒𝑛
=

ℎ

4𝑒2(𝑁+
1

2
)
     (2.40) 

We now understand why the resistances quantized exactly around 26 kΩ, 12.9 kΩ, 6.4 kΩ, and so 

on. The unique LL spacing in graphene has had a huge impact in technological applications. Due 

to the large spacing between the first LL and the zeroth LL in graphene, the 𝜈 = 2 plateau can be 

observed at much lower magnetic fields (or higher temperatures). The precisely quantized values 

have since been made the standard for the SI unit of resistance, Ohm, epitaxial graphene being at 

the forefront of it. 

 

Figure 2.8: Quantum Hall effect and the density of states in Graphene. Right: The Hall and longitudinal resistance 

verses the magnetic field for graphene. Left: LL spectrum for graphene. Adapted from [42] 

 

2.5 Edge States 

Edge state picture is a common way to describe the transport in the QHE. Every real sample 

is confined by its edges. Landau levels bend in an upward irections for a confining potential. Edge 

states carry the current at the boundary of the sample. It doesn’t matter where the Fermi level is 

located, it will cross the extended states at the boundary. These edge states are pictured as skipping 

orbits in a classical picture, with a radius lB. The magnetic field here, suppresses backscattering[43]. 
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Using ideas from our derivations of the Landauer-Buttiker formalism, each edge states 

carrys a current of 𝐼 =
𝑒

ℎ
∆µ  and forms a one-dimensional channel, where ∆µ = µ2 − µ1 gives the 

difference of the electro chemical potential of the two current leads. We treat every channel with 

a corresponding transmission coefficient T and each contact with a reflection coefficient R. For 

ballistic channels and perfect contacts R = T = 1. M of those edge channels are thus carrying a 

current of 𝐼 = 𝑀
𝑒

ℎ
∆µ. The carries in the opposite edges are moving in the opposite direction due 

to the band bending and have the chemical potential of their originating current lead, as shown in 

Figure 2.9. 

 

Figure 2.9: Edge states in graphene. TDue to the confinement of the sample width W, the quantized energy levels, or 

Landau levels bend up. The dots in red signify all occupied states upto the Fermi level. The filled valence band states 

do not contribute to the current and are hence not shown here. At the edge, the Landau level is lifted and splits into 

two levels due to the valley degeneracy of the N=0 Landau level being lifted. Both states are double spin degenerated, 

and bend towards positive and negative energies. The N = 0 level is still fourfold degenerated (spin and valley). In 

this picture, we see a ν = 2 filling factor with 6 ballistic edge channels at each side with chemical potential of µ 1 or 

µ2. The transverse resistance is then given by RH = RK/6. 

 

With these ideas we can arrive at the same conclusion for the quantum Hall effect in graphene: 

𝑅𝐻 =
∆µ

𝐸

𝑀∆µ
𝑒

ℎ

=
ℎ

𝑀𝑒2
=
𝑅𝐾

𝑀
   ,  (2.41) 

For graphene, M = 2, 6, 10,…is given by the number of occupied LL. Every time the Fermi level 

is shifted through a higher LL, an additional channel is added to the system. Since the resistance 
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will be lowest, when the Fermi level lies in between two levels, but highest, when it reaches a new 

Landau level, one can observe the Shubnikov-de Haas effect [44]. 

 

2.6 Hot Spots 

 

In a study published in 1991, Klaß, and Dietsche imaged the spatial heat distribution of 

heat dissipation in the quantum Hall regime [45]. For this purpose, they utilized the fountain 

pressure effect of superfluid helium. They found that dissipation takes place at opposite corners at 

the current corners and is asymmetric after a critical current is reached, at integer filling factors 

(Figure 2.10). At non-integer filling factors, there is additional dissipation in the interior of the 

samples. This striking phenomenon has influenced modern metrology. The idea that the current 

has a point of entry and exit at the opposite corners was effectively used to obtain low noise 

measurements for QHRS at NIST [46](Figure 2.11). 

Employing a split contact design as shown in Figure 2.11, they were able to perform 

quantum Hall measurements using just two terminals. The current injection through these hotspots 

in the quantum Hall regime, allowed for voltage and resistance measurements, irrespective of the 

contact resistances. This has allowed for smaller quantum Hall devices, which inturn allowed 

scaling to different resistance values. In chapter 5, these concepts are used to push the limits to 

how close such contacts can be placed and to study if that affects the distribution of the current in 

the quantum Hall regime. 

The term hot spot (HS) in reference to the QHR applies to a region near any current-

carrying contact where the local longitudinal resistance increases due to the power dissipation 

(Joule heating). Almost all Joule heating occurs where current enters the two-dimensional (2D) 

layer at one corner of the contact interface [47-51]. When this dissipation occurs only at the 

contacts it affects the two-terminal resistance and for metrological devices the contacts at each end 

of the device are typically well-separated. In our devices where multiple-series connections are 

present, the heating at a current-carrying side contact can be observed by measuring the increase 

in local resistance as current is increased and influences on nearby contacts may be observed 
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electrically. Investigation of HS effects will enable understanding current flow and may lead to 

improved design architecture in QHR arrays by reducing the dimensions of devices. 

 

 

Figure 2.10: Hot spots in QHE. In order to visualize the formation of hotspots, the voltage probes at the upper left 

and at the lower right have current fed through them. The above two photographs show two different current directions 

with respective polarities for the contacts marked. When electrons flow from a wide area into narrow leads, we can 

see the new drops in the circles. The optical interferences caused the broad fringes to appear in the photographs. 

Adapted from [45]  
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Figure 2.11: Application of Hot spots. Confocal image of a graphene Hall bar device shows the drain contact (right) 

and two Hall contacts (top and bottom) and the graphene can be seen in contrast. The split contact design which 

branches the main contact into multiple parallel fingers makes the contact resistance in the quantum Hall regime 

negligible. The red spots indicate the region where most of the current enters the drain contact at the C1 branch, all 

the proceeding contact fingers have their current reduced by a factor of 2 each time. Hence, the current in the last 

branch is essentially 0 μA. This zero current describes the equilibrim between the QHE edge channels and the electric 

potential of the contacts. Adapted from [46] 

 

2.7 DC Equivalent circuits 

 

Looking at a macroscopic picture, simplifying a quantum Hall system can be described in 

terms of circuit elements. One such attempt was made by Jeffery, Elmquist, and Cage, at NIST in 
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1995 [48]. They used the double and triple series techniques from Delahaye [47] in order to come 

up with these precision tests. Taking into account every possible source of resistance in a circuit, 

the NIST group reduced a quantum Hall system to an equivalent circuit shown in Figure 2.12 

below, 

 

Figure 2.12: The DC equivalent circuit. Left – Top view of a quantum Hall device showing the magnetic field and 

the direction of current flow. Right –The DC Equivalent circuit for the quantum Hall device on the left, showing a 

source and a drain and external leads going to the potential contacts 3 and 4.. The polarities of the voltages are shown 

along with the direction of the magnetic field. The positions of the contact resistances rc , probe positions, intrinsic 

resistances RH/2, lead resistances rw are shown. 

 

2.7.1 Double series connections 

 

According to their model, the total resistance in each arm, A, of the circuit can be split into 

its intrinsic resistance component sRH/2 (RH = 25 812.807 Ω) and the component rA, defined as 

rA ≡ rcA + rwA + rtest + rCCC      (2.42) 

where, A represents S, D, 3 or 4, rcA is the contact resistance, rwA is the wire resistance, rtest is a 

resistor that can be added to test the circuit equations, and rCCC is the resistance of a cryogenic 

current comparator (CCC) that can be placed in arm A to measure the current IA. The circuit for a 

double series connection is shown in Figure 2.13. 
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Figure 2.13: Double-series connection of a quantum Hall system. Position of the CCC can be changed to measure 

any of the leads 2,4, and 6. Any ammeter can be used in place of a CCC for low accuracy measurements. 

 

By using basic Kirchoff’s laws, one can obtain the following equations to determine the current 

in each arm: 

𝐼3 =
𝑟𝐷

(𝑅𝐻+𝑟3)
𝐼𝐷 =

𝑟𝐷

(𝑅𝐻+𝑟𝐷+𝑟3)
𝐼𝑇     (2.43) 

𝐼4 =
𝑟𝑆

(𝑅𝐻+𝑟4)
𝐼𝐷 =

𝑟𝑆

(𝑅𝐻+𝑟𝑆+𝑟4)
𝐼𝑇     (2.44) 

 

where IT is the total current flowing in and out of the system. This shows that I3 and I4 are small 

fractions of ID and IS and consequently, IT. 
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2.7.1 Triple series connections 

 

Figure 2.14: Circuit for a triple series connection. Here we can use a CCC to measure the current in either lead 4 

or 6. We can also move the r2 lead to 4 and measure the triple series current in lead 6. 

 

The equations for the circuit shown in the figure 2.14 above are as follows: 

𝐼4 =
𝑟𝑆𝑟6

[(𝑅𝐻+𝑟𝑆+𝑟6)(𝑅𝐻+𝑟4)+𝑟𝑆𝑟6]
𝐼𝑇    (2.45) 

𝐼6 =
𝑟𝑆

(𝑅𝐻+𝑟𝑆+𝑟6)
(𝐼𝑇 − 𝐼4)      (2.46) 

Using these equations, we will test how the distribution of the current changes in contacts placed 

close to each other in the quantum Hall regime, in Chapter 5. 
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Chapter 3 Experimental design and instrumentation 

 

Now that we have the theoretical tools to understand the effects in the quantum Hall regime, 

we shall look at the experimental instrumentation and processes required to observe these effects. 

This chapter begins with a brief discussion on silicon carbide and leads up to graphene growth. A 

detailed process for graphene device fabrication is then discussed, followed by some basic 

electrical and magneto-characterization methods used in the core chapters of this thesis. 

 

3.1 Silicon Carbide (SiC) 

 

SiC is a wide-bandgap (2.3–3.3 eV) semiconductor [52] that is commonly used in high 

frequency, high temperature and high power device applications [53]. It is also used as a substrate 

for GaN-based LEDs [54]. SiC structure comprises of a covalently bonded tetrahedron with a four-

fold symmetry. Closely packed double layers of Si and C atoms make up its crystalline structure. 

We can get many different stacking arrangements by varying the rotations and translations of this 

structure. The notable polytypes for SiC are: 

• 2H – …ABAB.. 

• 4H-…ABCBABCB… 

• 6H - …ABCACBABCACB… 

4H and 6H are the most common polytypes. The EG grown and used in this thesis is on 4-H SiC. 

SiC has two faces, the Si-face (0001) and the C-face (0001̅). The C-face is polycrystalline, allows 

a faster growth rate and the EG that grows on it is almost free standing, without coupling to the 

substrate. The Si-face on the other hand, is monocrystalline, has a slow growth rate which allows 

for a more controlled uniform growth and coverage. The graphene is also strongly coupled to the 

buffer layer, which is carbon rich and affects its transport properties [28, 55]. 

 Depending on the face of the substrate under consideration, different morphologies and 

properties can be obtained. Modifications can be made to the process to achieve different results. 
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For example, remove polishing damage on SiC, etching in hydrogen is commonly practiced in 

CVD reactions to and provide an atomically flat terrace and a well-defined surface EG growth[56]. 

 

Figure 3.1: Structure of SiC. (a) Basic unit of a Silicon Carbide. The distance between C-C or Si-Si atoms, a, is about 

3.08 Å . (b)The two configurations of carbon and silicon atoms rotated by 180º.(c) Stacking sequence of SiC polytypes. 

Adapted from[55]. 

 

3.1.1 Patterning a SiC substrate 

 

It is important to identify different pieces of SiC on which graphene would be grown. 

Alignment marks to help identify and dice the wafer into smaller pieces, were etched into the C-

face of the wafer. For this, the Si-face was first covered with a protective polymer AZ5214e, a 

positive photoresist. This layer ensured that the pre-polished Si-face of the wafer remained intact 

through the process of etching the C-face. 

The C-face was then coated with S1813, another positive photoresist. We then exposed a 

pattern as shown in Figure 3.2 on the C-face of the wafer using a contact lithography mask on the 

SuSS MA-6 lithography tool. Note that this pattern is a mirror image, which is intentional as the 

idea is to be able to read the etching marks from the Si-face. This pattern was then developed using 

CD-26 developer for 60s. The development was done on an automated developing station which 
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prevents the developer from touching the back of the wafer, thus keeping the protective polymer 

layer, intact. 

Once developed, the pattern was ready to be etched into the SiC surface through the process 

of ion milling. The Denton 4-wave ion milling tool was used for this purpose. The recipe involved 

use of the highly reactive SF6 gas which under a large bias would ionize and attack the SiC surface, 

etching it. The surface was etched to a depth of at least 500 nm so that the marks will be visible 

from the other side. At the completion of the process, the photoresist polymer coating on both 

faces was dissolved by soaking the wafer in remover PG for one hour at 80C. After which the 

wafer is rinsed with IPA and dried by blowing it with N2 gas.  Before dicing this wafer, it is 

necessary to coat it with a protective polymer. Hence, the Si-face was again coated with AZ5214e. 

 

 

Figure 3.2: SiC alignment marks and dicing pattern. Left: The pattern to be etched on the C-face of the SiC wafer. 

It is then diced along the dotted square marked in blue lines on the zoomed in image on the right.  

 

 

 

3.1.2 Dicing SiC 
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SiC is a very hard material to cut into. A dicing saw with a special diamond blade has to 

be used. Thanks to the alignment marks, the wafer may be diced into 7.7 mm × 7.7 mm or 15.4 

mm × 15.4 mm squares. We preferred 7.7 mm squares since graphene grows more consistently 

and uniformly on smaller pieces. Research is still ongoing to grow larger area EG. The figure on 

the right in figure 3.2 indicates the pattern to be diced. The dicing has to be performed in two 

passes so as to avoid damage to the blade. In the first pass, the wafer is diced about 30% of the 

way through, on the second pass, about 45% more is diced. The remaining 25% is enough to be 

physically broken after taking it off the tool. This also serves the purpose of being able to grow 

and process multiple small 7.7 mm × 7.7 mm pieces and then break them into individual pieces 

after the devices have been fabricated, saving time and processing cost. The dicing then leaves us 

with final chips with alphanumeric labelling on all 4 corners for easy identification. 

 

 

3.1.3 Cleaning the pieces 

 

Cleaning SiC pieces followed standard industrial cleaning procedures. The small chips 

were first cleaned in acetone using an ultrasonic bath cleaner. After which they were cleaned in 

IPA in the same ultrasonic bath. They were then dried with N2 gas. The next step was to clean the 

chips using a piranha solution. The piranha solution is an industry standard and is a mixture of 

H2SO4 and H2O2 in a 3:1 ratio. The solution has to be carefully prepared in an acid hood by adding 

H2O2 to the sulfuric acid. It is a highly exothermic reaction, the solution heats upto a 100℃ within 

seconds. Due to safety concerns while mixing the solution, users in the CNST nanofab have been 

advised to use a nanostrip solution. Nanostrip is a premixed but mild piranha solution. This 

solution needs to be heated on a hot plate to be effective at cleaning. The chips were soaked in this 

solution at 80 ℃ for 20-30 minutes. This would safely clean away all organic impurities on the 

SiC surface. 

The final cleaning step would be to clean the chips in 49% HF acid. HF is one of the strongest and 

most dangerous acids in the world and hence has to be carefully handled. It is extremely hazardous 

and can cause long lasting damage to the human body. The chips need to be soaked in the HF for 
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exactly 5 minutes. It cleans away most metal and ionic impurities from the surface, but a longer 

exposure will lead to the surface itself being damaged by the acid. These are then thoroughly rinsed 

with DI water for a few minutes each. Cleaning is the most important step in the process of 

graphene growth. The better the cleaning, the better the growth is what I have observed. The chips 

are then ready for PASG. 

 

 

3.2 Epitaxial Graphene Growth and Doping 

 

3.2.1 Polymer Assisted Sublimation Growth 

 

PASG or polymer assisted sublimation growth is a novel method for EG growth first 

attempted by Krusprof et. al. [57]. The idea is that we coat the surface with a polymer to aid in the 

growth of graphene. The method that we used, involved first making a polymer solution of 75uL 

AZ5214e in 150mL IPA. This forms a colloidal suspension and hence it is important to shake it 

well for at least 2 minutes before using it every time. We spin coat this solution on the Si-face of 

our chips at 4K rpm on a CEE Apogee spin coater. The chips are now ready to be grown. 

We follow a face-to-face growth method. This involves placing the SiC chips, Si-face down 

on a polished graphite planchet. This helps reduce the rate of sublimation of Si atoms and gives us 

more control over the growth process. It is important to minimize the time lag between the polymer 

being coated and the chips being placed on the planchet to be loaded into the furnace. When placing 

the chips on the planchet, one should try to press down gently and move it around to observe an 

interference pattern. The more circular the pattern looks, the closer the chip is to the graphite 

surface and consequently, the better the growth (figure 3.3). 
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The furnace is first pumped and purged with Ar gas coming from a 99.99% liquid Ar source. 

2 cycles of pumping and purging are followed by filling the chamber with a forming gas mixture 

(5% H2 and 95% Ar). This step ensures a clean chamber at higher temperatures. The H2 acts as a 

cleaning agent and eats away at any impurities in the chamber. We gradually bring the chamber to 

a temperature of 1200 ºC and soak it at that in the presence of forming gas for 2h. After which, the 

chamber is purged again and filled with Ar gas. The growth then proceeds by elevating the 

temperature to around 1850 ºC and holding it there for 3-4 minutes. The heating is immediately 

stopped and the chamber is cooled through cooling lines flowing around it. Once the chamber 

reaches RT, we unload the chips. The quality of the graphene grown on these chips can be verified 

using confocal laser scanning microscopy. AFM can also be used to verify it, as has been done in 

Figure 2 of reference [17]. 

 

3.2.2 Confocal Microscopy 

 

Figure 3.3: Interference fringes on SIC chips. Chips are placed on a graphite planchet. Chips 2 and 3 have a wider pattern, 

indicating that the chips are in close contact (<50 µm) with the graphite planchet. Chip 1 has narrow fringes, meaning the chip 

is not in close contact with the planchet. 
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Confocal laser scanning microscopy (CLSM) is a powerful imaging technique. It can filter 

the out-of-focus light from the unwanted environment light, thereby enhancing the imaging 

resolution by the spatial pinhole. The spatial resolution in the horizontal directions is ≈ 150 nm for 

the image and the height resolved down to about 10 nm, respectively. Marvin Minsky patented the 

idea and design for this type of a microscope in 1957. In a regular optical microscope, the out-of-

focus light from the environment makes the images blurry. CLSM uses two pin-holes in front of 

the laser source such that the detector blocks off the out-of-focus light, leading to sharper images. 

This also gives the CLSM the ability to perform a 3D scan. Laser scanning a graphene allows us 

to accurately image the surface of graphene, and determine the roughness, without having to use 

any expensive imaging like the any electron microscopy. A side-by-side comparison of a epitaxial 

graphene with and without laser scanning is shown in the figure below. Having this tool at our 

disposal at NIST has made processing and graphene growth much faster and easier. 
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Figure 3.4: Comparison of an optical microscope vs a CLSM. (a) A sample Hall bar device used to compare the 

optical microscope with the CLSM. (b) a zoomed in optical image of the device in (a), notice the fine outline of the 

graphene visible through image manipulation using lookup tables (LUT’s). (c) and (d) a close up image of the same 

region in (b) using a CLSM. The graphene surface and bilayers are clearly visible in these images. 

 

3.2.3 Cr(CO)3 functionalization 

 

As grown EG has a non-uniform carrier density. In order to control the carrier density, 

there are two main methods. The first method, a standard in metrology, is Cr(CO)3 

functionalization. In order to achieve this, a small N2 filled furnace is used. The sample space is 

first heated to 130 ℃. The as grown EG chips are then baked in this atmosphere for 1 hr. This bake 

ensures better adsorption on the EG surface. The Cr(CO)3 source is then loaded in the furnace and 

allowed to react for 30-45 minutes. Upon completion of the reaction, the chamber is evacuated via 

a cryo pump to freeze dry the contents of the chamber. Once the chamber is evacuated, the pump 
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is closed and N2 is flown back into the chamber to bring it to atmospheric pressure. The chips can 

then be unloaded.  

As stated in the introduction, this method involves physio adsorption, meaning that the 

Cr(CO)3 is not chemically bonded to the EG surface. Rigosi et al. go in depth of the mechanism 

for the change in carrier density using Langmuir modelling [34]. The beauty of this method is in 

the ability to ‘reset’ the carrier density of EG by simply leaving it in ambient atmosphere. The 

carrier density in this case defaults to around 1010 cm-2, close to the Dirac point for EG. It can be 

increased by annealing it in vacuum. This type of functionalization does not affect quality of 

graphene, as is proven using precision measurements in [33]. One drawback of this method is that 

we cannot go towards a p-type behavior. There are still ongoing attempts to reliably and 

controllably tune the carrier density to p-type in EG, such as to maintain the EG at metrological 

standards. 

 

3.2.4 Nitric Acid Doping 

 

While Cr offers n-type doping for EG, the N+ ions in HNO3 dope the EG to a p-type carrier 

density. Chapter 4 offers a more in-depth explanation of the doping mechanism. Here we focus on 

the methodology. Due to the nature of nitric acid, this experiment was conducted in an acid hood. 

The device was mounted on a Teflon stand specially made for this experiment as shown in figure 

3.5. Around 100ml of Nitric acid was poured in a 250 ml beaker. The device was then adjusted to 

be approximately 3cm from the surface of the acid. Different exposure doses were tried, ranging 

from 1min to 4 minutes. In order to ensure the most accurate measurements, the device was moved 

to the electrical measurement setup within 1 minute of the exposure. 
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Figure 3.5: Nitric acid doping assembly. The Teflon stand, being acid resistant, supports the sample facing 

downwards at the Nitric acid vapors. 

 

 

3.3 Fabrication of Graphene Devices 

 

Once doped, the graphene film can then be fabricated into a Hall bar geometry. The first 

step of this process is to fabricate the masks required for contact lithography. A Heidelberg 2000 

Laser Mask Writer tool was used for this purpose. Resist and chrome coated mask template was 

then exposed to the pattern shown in Figure 3.6. After careful alignment, a 365 nm laser was used 

to write the pattern on the mask template. This pattern was then developed in CD-26A developer 

for 1 minute and rinsed thoroughly with DI water. The chrome was then etched using a chrome 

etchant. After which the mask was ready to use. We then follow the steps discussed in this section 

to fabricate graphene devices. 
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Figure 3.6: Contact lithography masks for Hall bar devices. (a) First lithography mask, the graphene is etched in 

that pattern. (b) The mask design for contacts as the second lithography steps. (c) The last lithography step involves 

opening a window to etch the graphene protective layer using dilute aqua regia. 

 

Three masks were made, one for each lithography layer. The Cr doped graphene film was 

first coated with a protective layer of 5 nm Pd/ 5 nm Au. This ensures that the EG remains 

unaffected during the processing. We then coat these chips with LOR3A, a photoresist used to 

provide a curved undercut to the sidewalls. It was then baked at 175ºC for 5 minutes. A second 

layer of photoresist, S1813 was then spun on top of it at 4000 rpm for 55 s. It was then baked at 

110℃ for 1 minute. The chip was then exposed to the first lithography pattern shown in figure 

3.6(a) and developed in CD-26 for 1 minute. The chip was then cleaned using reactive ion etching 

for 30 s to descum the photoresist. Another layer of 80 nm Au was deposited on this pattern and 

lifted off using the solvent, PG remover. The chip was then loaded into a Denton infinity 4-wave 
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ion mill. The ion mill uses high energy plasma to etch away the graphene not covered by the 

photoresist, leaving behind graphene in a Hall bar geometry as shown in figure 3.6(a).  

Contact pads were then patterned onto the graphene using the mask for the second 

lithography layer as shown in figure 3.6(b). NbTiN was selected as the contact material based on 

[58]. These superconducting contacts offer a close to zero contact resistance for quantum Hall 

measurements at low temperatures. To deposit this material, RF sputtering tool was used. A NbN 

target was run in parallel with a Ti target along with 30 sccm of N2 gas flow. Running this for 5 

minutes deposits around 200 nm of NbTiN on the surface. A 3rd DC target for Pt was used as a 

capping layer to prevent the oxidation of the NbTiN surface. The metal was then lifted off, leaving 

behind graphene with NbTiN contacts. Although the depiction in figure 3.6 (e) denotes an ideal 

case, sputtering is generally non-directional, so it is unlikely that the contacts would contact the 

edges of the EG and instead would completely cover the Pd/Au layer which would provide a 

conductive pathway which would allow for the bands of the NbTiN to align with the EG. 

 The third lithography step is to open a window over the protected graphene (as shown in 

figure 3.6(c)) in order to etch the protective layer and expose the graphene. A dilute solution of 

aqua-regia is mixed using a ratio of DI water: HCl: HNO3 as 1:3:4 or 1:3:7 depending on the 

amount of control required over the etching process. These steps are outlined in the figure below: 

 

Figure 3.7: Graphene device fabrication process. (a) Cross-section of the as grown EG is coated with a protective layer (b), 

after lifting off the first lithography layer, we have a material stack as shown in (c). (d) Shows the chip post ion-milling. (e) 

Device after lifting off the second lithography layer. (f) Aqua regia etches the protective layer leaving behind n-doped EG. 
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Once the device has been fabricated, we can then mount it on a chip carrier for us to perform 

electro-magnetic characterization. We use a T-08 or LCC-32 pin carriers (Figure 3.8). The TO-8 

hasAu pins which prevent thermocouples from forming as in the case of LCC-32 which has Au 

pads but that itself is mounted on a silver holder, which at certain conditions may lead to the 

formation of thermocouples, giving us unwanted signals. The chip is then connected to the carrier 

via wirebonding. It is the process of attaching a thin Au/Al wire to the contact pads and connecting 

it to the pads of the chip carrier. The attachment or bonding is achieved by threading the wire 

through an ultrasonic needle. The temperature, force, ultrasonic power, contact time can be 

manipulated to achieve a good bond, depending on the wire and the surface being bonded. Au 

being a naturally soft metal, requires higher power with lower force and time. Whereas Al requires 

a higher power and force to be able to form a strong bond with the contact pads.  

 

 

Figure 3.8: Chip carriers. (a) A 12-pin TO-8 chip carrier with a sample device mounted and wirebonded. (b) an LCC 

32-pin chip carrier. 

 

 

3.4 Raman Spectroscopy 
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Raman spectroscopy is a quick tool that helps us analyze graphene and find the number of 

layers, orientation, doping, strain, functional groups and disorder in graphene[59]. When a sample 

is exposed to a monochromatic light, it will either undergo an inelastic Raman scattering or Raleigh 

scattering. We can filter out the elastically scattered light at the incident wavelength, such that the 

remaining light, which has been inelastically scattered can be analyzed. By measuring the change 

in energy of the Raman scattered light, one is able to figure out the corresponding energy of the 

materials phonon modes. The light can either relax into a lower energy state while releasing a 

higher energy photon (anti-Stokes scattering) or it can excite the system into a higher energy state 

(Stokes scattering. The energies of these possible phonon modes and shift are specific to a 

particular electronic structure or a bond of a material, once can easily identify the chemical bonds 

present in the sample.  

The Raman spectra of our epitaxial graphene devices is a superposition of the graphene and the 

SiC substrate. Hence, we need to subtract the SiC background signal from the raw data. The Raman 

spectra of our EG shows three significant peaks, 1) the D peak at around 1350 cm−1, 2) the G peak 

at around 1582 cm−1 3) the 2D peak at around 2700 cm−1. The G and the 2D peak are always present 

whereas, the D peak is only seen when there are some structural defects or disorder in the EG 

lattice. Such defects may arise from a disruption of the lattice periodicity such as edges, defects or 

grain boundaries. In pristine graphene, the in plane vibrational mode corresponding to the E2g 

phonon mode at the center of the Brillouin zone results in the G peak. The A1g  breathing mode of 

the ring of 6 carbon atoms can only be observed at the edges or near defects and hence it manifests 

itself as the D peak in the Raman spectra. When two phonons of the opposite wave vectors produce 

an overtone, it is observable as the 2D peak[60]. This 2D peak can be observed in pristine graphene 

even though there are no defects, because of conservation of momentum followed by the two 

opposing wave-vectors. 

 

 

3.5 Electrical and Magneto-Characterization 
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3.5.1 Basic electrical measurements 

 

The most basic electrical characterization to be performed is the resistance or voltage 

measurement on any device. We then use a Keithley 2612A source meter to supply a small current 

and measure the voltage across the device. There are two configurations to perform these 

measurements, the two-probe method and the four-probe method. The two-Probe method provides 

a quick measurement but fails to exclude contact resistance. At room temperatures, the contact 

resistances can be significant and thus lead to inaccurate results. The four-probe method however, 

bypasses the contact resistance by measuring the voltage signal at a different pair of contacts than 

the source and drain. This can be realized as follows. 

Consider a device under test (DUT) with a resistance R0, with lead resistances for leads 1 and 2 

being r1 and r2, as shown in the figure below: 

 

Figure 2: Two terminal and Four terminal measurement configuration. Left- Two terminal measurement where the 

voltage is measured at the same terminals as the current is injected. Right- Four terminal measurement with the 

voltage is measured at two other terminals.  

 

For the two-terminal case, the voltage measured would be V = I (r1 + R0 + r2). While for the 

four-terminal case, the current flows through lead 1, into the voltmeter, and back into the DUT. 

This means that the voltmeter draws very little current from the circuit, leading to it measuring 

the ‘true’ voltage to be measured, irrespective of the lead resistances. 
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3.5.2 Current Sources and Voltmeters 

  

For our experiments, we used various current and voltmeters. The most commonly used 

instrument was the SR-830 lock-in amplifier. Lock-in amplifiers provide the best way to measure 

an accurate signal from an extremely noisy environment. It essentially takes the input signal, 

multiplies it by a reference signal, and then integrates it over a certain time period, resulting in it 

filtering any signal that does not have the same frequency as the reference signal. The out-of-phase 

signal that has the same frequency is also attenuated, meaning the lock-in amplifier is also phase-

sensitive detector. 

 The Keithley 2612A is the main DC current source for our experiments. It is a dual channel 

meter with the ability to simultaneously source a DC current with one channel and measure a 

voltage with the other. It can also perform two terminal DC measurements using a single channel. 

This versatility made it essential for our DC measurements. The HP34420A nanovoltmeter was 

used to measure very low voltages with a high precision. While the N11 analogue nanovoltmeter 

was primarily used to perform longitudinal resistance measurements. The longitudinal resistance 

is supposed to ideally be zero, however, in practical applications, we measure a few milli-ohms of 

longitudinal resistance. In order to measure a signal that small, the N11 provides amplification. 

This meter can be connected to a digital multimeter like the HP3458 to digitally record the values 

from the N11 analogue voltmeter. 

  

3.5.3 Janis Cryostat 

 

The Janis cryostat is the crowning jewel of the Graphene lab at the Physical measurement 

laboratory at NIST. It is a lambda point wet cryostat which requires a constant supply of liquid 

helium and liquid nitrogen to keep functioning. It costs a fortune to run, but rewards its users with 

a superfast turnaround time. A device can be cooled from RT to 1.5 K in 30-40 minutes, which is 

at least 8-10 times faster than conventional recirculation systems. There are two probes available 

with this system. One has a T-08 holder while the other has a LCC-32 pin carrier. The T-08 probe 
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is being phased out due to its limited number of connecting pins when compared to the LCC-32 

pin carrier. 

The cryostat has a very delicate design and balance. Every chamber is separated by a small 

vacuum space. This prevents thermal leaks and helps keep a temperature gradient within the 

system. The probe space is first pumped down to -25 mbarr before opening the HIVAC valve to 

the main sample space. The probe is then slowly lowered into the chamber, this is to avoid 

introducing a hot body into a liquid helium reservoir and boil off excess helium. A slow descent 

cools the sample slowly and by the time it reaches nearer to the LHe reservoir, it is already in 

equilibrium. The needle valve is then adjusted to increase or decrease the temperature. As the LHe 

flows through the thin needle valve, it expands and absorbs heat from the sample, cooling it. All 

the while, the sample space is constantly pumped to pump out the not-a-liquid-anymore He gas. 

Temperatures as low as 1.4 K can be achieved using this technique. The sample space needs to be 

continuously pumped to get rid of the excess hot gasses. 

The Janis comes equipped with a 9 T superconducting magnet. This magnet is always 

immersed in the Lhe reservoir of the Janis. This allows the magnet to remain cold passively. The 

sample sits exactly in the center of this magnet, allowing it to experience a perpendicular field of 

up to ±9 T. 
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Figure 3.9: The Janis cryogenic system. (a) Janis probe with a TO-8 mount. (b) Janis probe with an LCC-32 pin 

mount. (c) The Janis cryogenic system. 
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Chapter 4 Dynamics of Transient Hole Doping in 

Epitaxial Graphene 

 

 

In this chapter, by using nitric acid as an adsorbent, the dynamics behind hole doping in 

EG are studied. Although literature exists describing these interactions [61-63], elements such as 

timescales associated with these processes remain to be understood. Understanding of these 

processes is very important for any 2D material meant to be fabricated into devices with some 

particular functionality, for example, devices exhibiting photovoltaic properties [64, 65] , charge 

density waves [66, 67], or p-n junctions [34, 68-72]. Moreover, the large-scale gating that opens 

up from the understanding of these processes can also be directly applied to photodetection, [73-

77] and electron optics [78-80]. In particular, our focus here is on the low and room temperature 

data on the quantum transport of these devices. The main idea was to gain information about the 

timescales associated with the desorption process, in other words, its transient behaviour, and to 

this end, we monitor electrical properties of these devices after exposing it to nitric acid. In order 

to replicate the common laboratory conditions under which such devices would be handled, we 

performed these measurements under ambient conditions. In order to compare the relevant 

timescales obtained from the transport data to the devices optical properties, we use Raman 

spectroscopy. The results are supported through some discussions on a Langmuir model and these 

have allow us to understand how to interpret the time constants we obtained from the data. 

 

4.1 Experimental description 

  

The devices for the purpose of this experiments were fabricated using techniques described 

in the previous chapter. A single Hall bar device with multiple Hall voltage probes were fabricated, 

as shown in the figure 4.1. The device in Figure 4.1(a) was a part of another ongoing experiment, 

but was used as a functionalized device, doped with Cr(CO)3. The device in figure 4.1(b) was used 
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as the control device, the one which was to be doped using Nitric acid. The example CLSM image 

was captured from the region indicated by the blue box, the image is shown in figure 4.1 (d) and 

confirms that the as grown EG is homogenous. Fig. 1(c) shows an example of undergrown EG for 

comparison, we would however not use such a material for device fabrication. 

 

 

Figure 4.1 Devices for the Nitric Acid doping experiment and the EG quality. (a) An optical image of the 

functionalized device. The black spots visible on the surface of the graphene are the products of the Cr(CO)3 

functionalization process, which only dope the graphene and do not affect it in any other way. (b) An optical image 

of a control device. The blue box indicates the area inspected for the quality of the graphene using CLSM. The red 

dashed box in both (a) and (b) indicates the epitaxial graphene area. (c) CLSM image of an example undergrown EG 

on SiC  (d) CLSM image of the area in (b) which looks ideal with respect to homogeneity of the EG. 

 

The Janis Cryogenics system was used for quantum Hall transport measurements. All data 

was collected at magnetic fields between -9 T and 9 T and temperatures of 1.5 K, in order to 
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determine the initial hole doping of each device. A standard fume hood was used to consistently 

expose all the samples to nitric acid vapors. Each exposure was done by keeping the face of the 

EG devices about 3cm from the surface of the liquid for 2 minutes. The time was selected based 

on previous reports about fast timescales for NO3 adsorption on EG [62]. A source-drain current 

of 1 μA was applied and lock-in amplifiers were used to monitor the longitudinal resistances for 

each device.  

Raman spectroscopy was employed for a dual purpose of first confirming the homogeneity 

of the EG layer and then to monitor its 2D (G’) mode. These measurements were performed with 

a Renishaw InVia micro-Raman spectrometer using a 633 nm wavelength excitation laser source. 

All spectra were measured and collected using a backscattering configuration, 1 μm spot size, 300 

s acquisition time, 1.7 mW power, 50 × objective, and 1200 mm-1 grating. To confirm the EG 

quality, rectangular Raman maps were collected with a 20 μm step size in a 5x3 raster-style grid. 

Many data sets were collected on a single point on the film after nitric acid exposure with a 30 s 

delay between measurements to monitor the time dependent behaviour. 

 

 

4.2 Transport and transient doping 

 

After exposing the control devices to nitric acid, an immediate transport measurement was 

performed to extract the hole density (nh) at 1.5 K. A standard Hall measurement data for a control 

device is shown in Figure 4.2 (a) as a red dashed line and a black line. Another example data set 

of Hall measurements for a functionalized device is shown in blue, orange and green curves of 

different dash lengths. nh was calculated from the Hall slope at low magnetic fields of less than 1 

T. The average initial hole carrier density for the control and functionalized devices in figure 4.2 

(a) were around 1.6 × 1011 cm-2 and 1.1 × 1012 cm-2, respectively. Several pairs of contacts were 

used to monitor the changing Rxx for both control and functionalized devices after exposure to 

nitric acid vapors. A sample set of results are shown in Figure 4.2 (b) for a control device. Note 

that all the pairs of contacts used for this are from the same device. 
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The variation of hole density throughout the control device is apparent from the varying 

values of Rxx. This is a typical behavior for such EG devices, and hence was a primary motivation 

for the Cr(CO)3 functionalization process [34]. These treated devices will show more stable and 

predictable behavior in later figures. To reveal more information about the desorption process, one 

would have to look at the hole doping change with time. Therefore, low-field determinations of nh 

are repeated to extract an approximate relationship between nh  and Rxx for every device. Such 

relationships are plotted in Figure. 4.2 (c), for two example control devices. A suitable fit with a 

characteristic function are necessary in order to transform the time-dependent Rxx curve to a time-

dependent nh curve. The ansatz or the assumed function chosen for such a fit was based on a 

Langmuir curve (with a, b, and c as constants), the reason for this choice would soon be described. 

𝑅𝑥𝑥 =
1

𝑎 + 𝑏𝑛ℎ𝑐−1
 

(4.1) 

The last point that needed to be addressed is that the relationship between the room 

temperature longitudinal resistance and the hole density at 1.5 K is a reasonable 1:1 

correspondence. Not meeting this condition would lead to confusion and inaccuracies in any 

further analysis for the time dependent hole carrier density. Hence, we show a set of longitudinal 

resistance measurements in Figure 4.2 (d) as a function of temperature from a single control device. 

This supports the fact that there is a 1:1 mapping from the room temperature Rxx to nh at 1.5 K. 

[81]. 
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Figure 4.2: Transport and electrical data for the doping experiments. (a) A set of Hall measurement data on a 

control (dashed red and solid black curves) and a functionalized device (green, blue, and orange curves). The hole 

densities (nh) post-exposure were calculated using the slopes of the Hall curves at magnetic fields of less than 1 T. (b) 

Longitudinal resistances (Rxx) for different pairs of adjacent contacts of the control device in the xx direction measured 

after the nitric acid exposure. (c) An approximate relationship between Rxx and nh extracted from measurements on 

two example devices. These relationships are unique to each device. (d) Verification of the 1:1 mapping of the Rxx 

values between 300 K and 1.5 K by measuring the Rxx as a function of temperature from a single device. 
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Figure 4.3: Extracting time constants. (a) A comparison of error between a Logistic fit (cyan) and Langmuir fit 

(black) showing that the Langmuir fit is suited to obtain a relationship between Rxx and nh. The gray and blue shaded 

region from the fitting procedure indicate a 1σ error. (b) Each Rxx data is transformed to nh using Langmuir fitting. 

The shaded region for the top data indicates a 1σ error from the fitting procedure. In order to prevent any significant 

overlap with the other three curves, it is only shown for the top data set. (c)In order to highlight the stabilizing property 

of the treatment, an example data for Rxx over a long duration from a functionalized device are shown. The polarity 

of the charge carrier may change due to the Fermi level being close to the Dirac point. Hence, the curves are color-

matched to the corresponding shaded regions which indicate a region where the charge polarity may change. (d) The 

data in (c) is transformed to extract the time constants that characterize their doping behaviour, and example of a fit 

is shown for the topmost curve. 
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The ideal relationship between the Rxx and nh is approximately reciprocal and maybe used 

to justify the use of the Langmuir fit [82]. Another possible type of fitting one may use would be 

the Logistic fit (as shown in Figure 4.3 (a)) as shown below, where A1, A2, x0, and p are constants: 

𝑅𝑥𝑥 =
𝐴1 − 𝐴2

1 + (
𝑛ℎ
𝑥0
)
𝑝 + 𝐴2 

(4.2) 

The fitting procedures, in this work done using Origin Labs, usually have errors associated 

with them, these are useful to compare the adequacy of the fits, as done in Figure 4.3 (a) for an 

example control device. Comparing the Logistic fir (cyan) and a Langmuir fit (black) shows a clear 

indication that the Langmuir fit is a better indicator of the relationship between the longitudinal 

resistance and the hole carrier density. A 1σ error from the fitting procedure is indicated by the 

gray and blue shaded region. The obtained Langmuir fits are then used to transform the 

corresponding Rxx data to nh, as shown in Figure 4.3 (b). The shaded region in this figure, indicates 

a1σ error from the fitting procedure. Only the top data is shown with the error in order to prevent 

any overlap between the other three curves. These curves correspond to the Figure 4.2 (b).  

Using the data from the functionalized devices, we can perform similar transformations. 

For example, a set of Rxx data over a long period of time are shown in Figure 4.3(c), to emphasize 

the asymptotic behavior induced by the treatment. The polarity of the charge carrier may change 

due to the Fermi level being close to the Dirac point. Hence, the curves are color-matched to the 

corresponding shaded regions which indicate a region where the charge polarity may change. To 

demonstrate that the functionalized devices have a smaller variation in hole density and that similar 

time constants can be extracted, an example of the final transformed data are shown in Figure 4.3 

(d). A dashed gray line with a gray shaded region corresponding to the 1σ fitting error is shown. 

Additionally, we must note that the functionalized devices consistently started at the same initial 

nh post-exposure around a similar range of 1010 cm-2), providing a more predictable doping process 

compared to the control devices, which had their post exposure nh varying by around1011 cm-2. 

A three-term exponential decay was used to fit the data in order to account for the several 

desorbed species of molecules like NO3, NO2, and water  that form after dissociation of nitric acid. 

These species get physiosorbed onto the EG surface[62]. When compared to a two term or one 
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term decay, the three-term decays provided an optimized reduced chi-squared. We extracted three 

time constants from all the collected data, which are 204 s ± 95 s, 2575 s ± 326 s, and 7.35 × 104 

s ± 2.43 × 104 s, to be denoted as τ1, τ2, and τ3, respectively. In order to fully understand these 

constants, some more analysis on Langmuir modeling is required. This should not be confused 

with the previously described Langmuir fit which we used to transform the Rxx to nh. 

Figure 4.4 shows the analysis (based on Figure 4.3 (b)) to justify why a three-term 

exponential decay was more optimal than either a single- or double-term decay. The two-term 

decay has a worse reduced chi-squared when compared with the three-term decays, and so one 

may also rely on the existing knowledge of physical desorption processes of other species (like 

water and oxygen) to make a clearer distinction between the two different fitting procedures, as 

well as the knowledge that NO2 is present on the EG surface.  
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Figure 4.4: Exponential decay analysis. Each Langmuir fit was used to transform the corresponding Rxx data to nh. 

(a)-(d) Each time dependent nh curve was fit to single-, double-, and triple-term exponential decay fits to verify the 

quality of the lattermost fit. 

 

Figure 4.5 shows all fits from Fig. 4.3 (d) to demonstrate the ability of extracting similar 

time constants. These data are just a subset of all data from control and functionalized devices. 
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Figure 4.5. Exponential decay analysis II. Each curve from Fig. 4.3 (d) is fit to a triple-term exponential decay to 

extract the relevant time constants. These data are just a subset of all data collected from control and functionalized 

devices. 
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4.3 Langmuir modelling and Raman monitoring 

 

4.3.1 Three-Species Langmuir Model 

 

The important question to answer involves how one may best interpret these time constants. 

The interpretations become a lot more straightforward for short monitoring times when we assume 

that the adsorbents saturate the EG surface post exposure. From previous literature on NO2 

adsorption on EG have shown time constants for this molecule being of the order of 100 s [83, 84]. 

This value matches quite well with the value we extracted for τ1. There is literature also available 

which say that the adsorption of water and oxygen on graphene take place on the order of a few 

hours [85-89], and that there should not be any immediate competing effects at such short 

timescales. The third and the longest time constant (τ3) may be compared with a very similar value 

obtained from previous literature that discusses that time constant as representing the desorption 

of water from the surface of EG. They reported a value of about 7 × 104 s, which again matches 

with the order we obtained[34]. By eliminations, we can then conclude that the remaining 

component of the nitric acid byproducts, NO3, can be described by τ2.  

When competing with oxygen, water has been shown to be the dominant contributor to the 

desorption process. However, one cannot assume that to be true for a three species competition at 

longer times. Meaning its long enough to neglect contributions from NO2. Although a two species 

Langmuir model has been shown in the literature [90], a three-species model has not been shown. 

We took the opportunity and tried to set it up. To do this, we set up the three ordinary differential 

equations that describe the partial occupancies of NO3, oxygen, and water on EG sites[90]: 
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𝑑𝜃𝑖,𝑗,𝑘
𝑑𝑡

= 𝑘𝑖,𝑗,𝑘(𝐴)𝑝𝑖,𝑗,𝑘(1 − 𝜃𝑖(𝑡) − 𝜃𝑗(𝑡) − 𝜃𝑘(𝑡)) − 𝑘𝑖,𝑗,𝑘(𝐷)𝜃𝑖,𝑗,𝑘(𝑡) 

(4.3) 

Here, i, j, and k represent each of the three competing species. In all cases, 𝑘(𝐴)  and 𝑘(𝐷)  are 

adsorption and desorption rate constants, respectively. Rate constants take on the following form: 

𝑘𝐴,𝐷 = 𝜈 𝑒𝑥𝑝 [
−𝐸𝑎𝑑𝑠,𝑑𝑒𝑠

𝑘B𝑇
], with 𝐸𝑎𝑑𝑠 and 𝐸𝑑𝑒𝑠 as the adsorption and desorption energy per molecule, 

respectively,  𝜈  is the attempt frequency (typically approximated as 1013 s-1 [34]), 𝑘B  is the 

Boltzmann constant, and 𝑇 is temperature (K). We can define the term 𝑃(𝐿𝐷) as the Langmuir 

desorption pressure, which is unique to each of the gas species, and can be written as: 

𝑃𝐿𝐷 =
𝑘B𝑇

(
ℎ2

2𝜋𝑚𝑘B𝑇
)
3/2

 

(4.4) 

In order to avoid confusing the units, it is important to convert all the listen quantities in the 

equation to SI units or keep them limitless. In Eq. 4.4, ℎ is the Planck constant, and 𝑚 is the mass 

of a single molecule of one of the gas species (kg). Combining all of these elements with Eq. 4.3 

we can solve for equilibrium occupancies, where the steady state solutions can be written as[90]: 

𝜃𝑖,𝑗,𝑘 =
𝑝𝑖,𝑗,𝑘

𝑝𝑖,𝑗,𝑘 + 𝑃𝑖,𝑗,𝑘 (𝐿𝐷)𝑒𝑥𝑝 [
−𝐸𝑖,𝑗,𝑘
𝑘B𝑇

] [1 +
𝑝𝑗,𝑘,𝑖
𝑃𝑗,𝑘,𝑖 (𝐿𝐷)

𝑒𝑥𝑝 [
𝐸𝑗,𝑘,𝑖
𝑘B𝑇

] +
𝑝𝑘,𝑖,𝑗
𝑃𝑘,𝑖,𝑗 (𝐿𝐷)

𝑒𝑥𝑝 [
𝐸𝑘,𝑖,𝑗
𝑘B𝑇

]]

 

(4.5) 

In Eq. 4.5, 𝑝 is the partial pressure (with the fractional form multiplied by the total pressure) of the 

gas species, which is about 0.209 for oxygen and 0.00916 for water at room temperature and 40 % 

relative humidity under normal ambient conditions. The net adsorption energy 𝐸 is 0.15 eV and 

0.1 eV for oxygen and water, respectively [86, 87]. To get any occupancy information, we need to 

estimate the partial pressure. For this, we use Fick’s laws of diffusion along with the conditions 

that there are no significant air currents. We can safely use it since the probe we used has a metal 

casing to cover the sample holder. The mean squared displacement may be estimated as 6𝐷𝑡, 
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where t is the time spent diffusing and D is the diffusion coefficient, which may be approximated 

as 10-5 m2/s [91]. The condition is that a saturated sample may have most of its sites occupied, and 

for a 1 cm2 area, this would amount to about 1015 cm-2 molecules.  

With those conditions, one may calculate the square root of the mean squared displacement to get 

a example distances of about 1 cm, 25 cm, and 75 cm for the corresponding example times of tα = 

200 s, tβ = 1000 s, and tγ = 8000 s, respectively, post exposure. These times were selected to avoid 

any dominant transient effects from NO2. Spreading these molecules out from the surface of EG 

to the volume of diffusion yields the following three unitless partial pressures: 𝑝𝛼 = 10
−4, 𝑝𝛽 =

4 × 10−6, and 𝑝𝛾 = 1.33 × 10
−6. The final element needed is net adsorption energy, and this can 

be approximated by the rate constant formula after Eq. 3. By inverting τ𝑁𝑂3 (𝐸𝑑𝑒𝑠 ≈ 1 eV) and the 

adsorption saturation time of 10 s (upper bound, 𝐸𝑎𝑑𝑠 ≈ 0.8 eV) from Ref [62], the net 0.2 eV 

allows one to calculate occupancies. Note that in Ref. [13], the calculation for two competing 

species yielded the result of about 𝜃𝑂2 = 89.3 % and 𝜃𝐻2𝑂 = 10.7 %.  

If one assumes the partial pressure at each time to be held constant, then the following occupancies 

serve as a lower bound estimate given the saturation of NO3. At 200 s, the expected steady state 

occupancies are: 𝜃𝑂2 = 84.4 % , 𝜃𝑂2 = 10.1 % , and 𝜃𝐻2𝑂 = 5.5 % . At 1000 s, the resulting 

occupancies are: 𝜃𝑂2 = 89.0 %, 𝜃𝑂2 = 10.7 %, and 𝜃𝐻2𝑂 = 0.3 %. Lastly, at 8000 s, the results 

are: 𝜃𝑂2 = 89.2 %, 𝜃𝑂2 = 10.7 %, and 𝜃𝐻2𝑂 = 0.1 %. This behavior is consistent with the case of 

two competing species since NO3 is not a significant atmospheric constituent. This analysis also 

shows that water remains a dominant desorbing agent for longer timescales, giving additional 

confirmation that τ𝑁𝑂3 ≈ 2575 s ± 326 s under standard atmospheric conditions. 

 

4.3.2 Monitoring the 2D (G’) Raman Mode 

 

Raman spectroscopy was performed on functionalized devices to gather additional 

evidence of the timescales associated with the desorption process. After collecting a time series of 

Raman spectra, some examples of which are shown in Figure 4.6 (a), the 2D (G’) mode frequencies 

were analyzed. The four example spectra were observed at four distinct time’s are labeled t1 



doi:10.6342/NTU202210171

64 
 

through t4 and correspond to 0 s, 5 × 103 s, 104 s, and 1.2 × 104 s, respectively. To extract the 

frequency, the peaks at all these times were fit to a Lorentzian profile. The fitting results are shown 

in Figure 4.6 (c) as black data points. The peak fitting procedure gives out errors which are 

indicated using the error bars denoting a 1σ error. We now need to determine the relationship 

between the 2D mode frequency and the nh. We performed two types of analyses to understand 

this relationship.  

The first analysis involved using existing literature to calculate an expected behavior of the 

2D mode frequency with time. To do this, we used a best-fit cubic curve which we extracted from 

Ref.[92], in this thesis, it is shown by the inset of Figure 4.6 (b). This curve relating 2D mode 

frequency to the Fermi energy was recalculated to show the relationship between the 2D mode 

frequency and nh by using𝐸𝐹 = ħ𝜈𝐹√𝜋|𝑛ℎ|𝑠𝑖𝑔𝑛(𝑛ℎ). For the purpose of recalculation, we used 

two known conditions- the first that nh was determined by electrical transport and was predictable 

(about 1.1 × 1012 cm-2), and the second was that the nh could be approximated at the minimum 

wavenumber as corresponding to the Dirac point, according to the results of Figure 4.6 (c). Using 

this recalculation, average time-dependent nh curves were transformed to calculate a predicted 

Raman peak shifting (gold) based on τ𝑁𝑂3 in Figure 4.6 (c). The dashed cyan curves are repeated 

calculations based on different time constants to show the extent of the prediction accuracy. 
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Figure. 4.6. Spectroscopic verification of observed time constants. (a) Raman spectra for the 2D (G’) mode of EG 

shown as an example. The four distinct times for which these spectra are observed are labelled as t1 through t4 and 

correspond to 0 s, 5 ×  103 s, 104 s, and 1.2 ×  104 s, respectively. (b)A best-fit cubic curve is extracted from Ref.[91] 

and used to calculate the relationship between the nh  and the 2D mode frequency. (Inset: the 2D mode frequency as 

a function of Fermi energy) For this analysis, the transformation is given two initial conditions: (1) nh is known and 

(2) nh is known at the minimum wavenumber (corresponding to the Dirac point). (c) A plot of the 2D mode frequencies 

for the time series measurements (error bars from the peak fitting procedure indicating 1σ error). Raman peak shifting 

trends are calculated and plotted in cyan (dashed) and gold (solid), based on the relevant time constant. The times 

listed in (a) are marked by four thin color-matched bands. (d) The relationship between the nh and 2D mode frequency 

as extracted from the data directly is revealed through a second analysis. The mode’s doping-dependence shows a 

reasonable behavior compared to the literature. 
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Before going to the second analysis, we must note that the prediction of the Raman trend 

(gold curve) is a simple transformation that gives a 1:1 correspondence between nh and the 2D 

mode frequency. The change in polarity of the charge carrier may be the reason for the immediate 

rise in wavenumber that occurs after the minimum. It is a reasonable behavior considering that a 

similar trend can be seen in Figure 4.6 (b) as one considers crossing the Dirac point to obtain an 

electron density (or below nh ≈ 0 cm-2).  

For the second analysis, we decided to not use any of the predictions from the past literature. 

So in this approach, we can use the time-dependent nh curve as a direct way to find the relationship 

between the 2D mode frequency and nh. When compared to literature, the mode’s doping-

dependence, as seen in Figure 4.6 (d) for an example control device, shows a reasonable behavior 

[92, 93]. The major issue that arises from this approach is that the wavenumber extrema appears 

to occur at some arbitrary positive value of nh. This kind of a departure from the calculation in 

Figure 4.6 (b) shows that, especially for devices with more variation in nh, an unexplainable 

minimum can arise in the final transformed data. With this in mind, some of the error can be 

accounted for by introducing a rigorous horizontal error bar, however, this would ultimately reduce 

the predictive quality between a device’s hole doping and its 2D mode frequency . 

 

 

4.4 Illustration of dopant interaction 

 

Theoretical calculations show that NO2 is a stronger acceptor of electrons than H2O by 

about a factor of 4 [94]. And given the relative similarity of H2O and O2 as acceptors on EG (when 

comparing their adsorption times and energies) [85-88], it is not unreasonable to posit NO2 being 

a similarly strong acceptor when compared to O2. Furthermore, the radicals NO2 and NO3 are 

calculated to be of similar strength in terms of electron transfer from EG [62]. On a similar note, 

some works report on the influence of hydrocarbons when discussing desorption or adsorption 

processes on graphene [95]. It should be noted that under most conditions, if a molecule does not 

exert a partial pressure in the total volume of its environment, it will desorb. That said, the case of 
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Ref. [95] offers an interesting point for graphene grown by chemical vapor deposition, where it 

observes a signature of CH2 in a spectrum taken with Fourier transform infrared spectroscopy after 

10 min in air. We posit that due to the growth technique, it is possible that the CVD graphene has 

been prone to adsorbing precursor material that may have lingered on the surface. The claim that 

EG is less likely to exhibit this behavior can be substantiated by other EG observations using FTIR, 

while noticing that the CH2 signature no longer appears [96]. 

 

 

Figure 4.7: Illustrations of dopant interactions. Illustrations of possible configurations of surface coverage are 

provided here at various points of the desorption process. This figure is meant to guide intuition and is not a precise 

rendering or scaling of the system. 
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Chapter 5 Current Distribution in graphene quantum 

Hall devices 

 

In this chapter, we investigate the mesoscopic nature of current flow in multiple-series 

circuits using single graphene Hall bar structures with less than 10 μm spacing between the side-

contact voltage probes, some of which carry current in our measurements. To recap, quasi-one-

dimensional edge channels are used in the Landauer-Büttiker description of edge/bulk 

equilibration with current flowing into the contacts along the edges of the quantized Hall device. 

Diamagnetic edge currents [97] do have an essential role in the theoretical description of the 

quantized Hall effect. However, scanning probe measurements [98] have shown that the edge-

channel picture is not universally correct for larger currents in metrolrogical quantized devices. A 

more descriptive physical picture is provided by incompressible electronic regions in the bulk of 

the device channel. Incompressible regions that form between the source and drain are populated 

by carriers that maintain dissipationless current and these extended states enable current drift 

powered by the Hall potential. In this picture, when carriers are driven by electrochemical forces, 

a current flows with near-zero longitudinal resistance by following the incompressible strips, 

subject to the internal and external fields, device inhomogeneity, and edge potentials. Informative 

reviews of QHR device characteristics with extended states are found in Cage [48] and Jeckelmann, 

et al. [49].  

Nonequilibrium electrons injected at the contacts must approach thermal equilibrium to 

coalesce into incompressible quantized states. For high current flow at a contact, the rate of 

electron cooling depends on phonon interactions in the surrounding media, including the substrate 

and cryogenic bath, as well as cyclotron emission rates. A study of the two-dimensional electron 

gas (2DEG) electrons near current contacts in S-MOSFETs has shown that hot electrons emit 

acoustic phonons at the cyclotron energy, and that cyclotron emission peaks when the bulk of the 

2DEG is in the dissipationless QHR state [51]. Similar effects are reported in GaAs/AlGaAs 

heterostructures [50]. In semiconductor QHR devices the Landau level (LL) energy separations 
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are constant, and thus the cyclotron emission signal is more distinct than in graphene, where the 

LL energies increase only as the square root of the electron energy [99]. 

 

5.1 Device description 

 

 

Figure 5.1: Current distribution device designs. (a) A chip with 16 devices. Devices were labelled from the top left 

as D1, D2,…to D16 at bottom right corner. Top two rows are made with identical 6 contact devices, starting from the 

left, the spacing between its Hall contacts varies from 1µm, 3 µm, 5 µm, 7 µm. The bottom two rows are 8 contact 

devices with a similar spacing. (b) a close up image of the 8 contact device. (c) CLSM image showcasing the graphene 

quality of the 8-contact device. (d) a close up image of the 6-contact device. (e) CLSM image of the graphene for that 

device. 

 

 

Figure 5.1 shows details of contact design for the four devices we study in this report. The 

chip has a total of 16 devices. The devices are labelled as D1 to D4 from left to right in the top 
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row, and as D5 to D8 in the second row and so on. The top two rows are 6 contact devices, a 

representative image for which is shown in figure 5.1(d). The bottom two rows are 8 contact 

devices, a representative image for the same can be seen in figure 5.1(b). In all devices, six side 

contacts are equally spaced about the midpoints of the 200 µm sides of the Hall bars, and source 

and drain contacts are centered on the ends of width 100 µm. The source, carries the full energizing 

current for all electrical measurements. The source and drain (S/D) are symmetric, and each 

consists of three well-separated branches to the epitaxial graphene channel region. In addition to 

these three branches, the S/D metallization of the devices labeled D6 and D7 (Fig. 5.1 (d,e)) 

extends to the closest of the side contacts on diagonally symmetric sides. These contact branches 

carry negligible current for field direction B+ but ensure that the relevant source or drain 

electrochemical potential is maintained at that contact point. Separate contact pads allow electrical 

access to the remaining two contacts on each side of D6 and D7, and likewise to all six of the side 

contacts on D10 and D11 shown in figure 5.1 (b, c) respectively.  

The two types of devices were constructed to produce somewhat different electrochemical 

environments near the side contacts. The three-way split-contact design of the source and drain 

reduces the potential difference between these metallic contacts and the fully quantized QHR 

electrochemical potential to a negligible level, even when a HS forms. Based on the charge polarity 

(electrons) in our devices and the selected direction of perpendicular magnetic field (B+), the 

channel current enters or leaves the quantized 2DEG predominantly at the lower corner of the 

source (left) and upper corner of the drain (right) contact. This current produces an electrochemical 

potential along the edges, which is close to the potential at other contacts that are used in the 

multiple-series connections. The multiple-series circuit concept is thus enabled by the quantized 

Hall effect where the longitudinal resistance is negligible. Compared to resistive devices, greatly 

reduced current enters through the secondary branched contact points due to the absence of any 

appreciable potential difference at the contact/2DEG boundary, particularly at the farthest contact 

from the HS corner. The three voltage probes are situated ≈ 100 µm distant from the source and 

drain. Unbranched contacts were used in the design of the devices to allow widths of only 4 µm in 

all side contacts where they meet the main channel. The distance between voltage contact centers 

were 6 µm (D6, D10) and 10 µm (D7, D11).  
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5.2 Contact and Longitudinal resistance 

 

 

Variable dc current levels were applied between the source and each of the isolated side 

contacts to measure three-terminal contact resistance with the devices at ≈ 2 K and 9 T 

perpendicular magnetic field. Voltage was measured between the drain and the same side contact 

for positive and negative current directions. The S/D contact resistance values were measured 

similarly, with negligible longitudinal resistance along the direction of current flow. We selected 

Figure 5.2: Contact resistance as a function of the applied current. Contact resistance scaling for a 6-contact device- D6 (a) 

and an 8-contact device D10 (b). Insets show the assigned contact layout. 

(a) 

(b) 



doi:10.6342/NTU202210171

72 
 

the four devices for this work to have below 1 Ω contact resistance at low current in all side 

contacts on at least one side of each device.   

Any effect of contact resistance between the metal layer and the graphene can be effectively 

eliminated using multiple contact branches, as can the effect of HS resistance that develops due to 

heating at higher currents. For example, the contact resistance data shown in Figure 5.2(a, b) shows 

no increase for the drain, and is equal to the known resistance in the cryostat leads of ≈ 7 Ω. 

At currents above about 25 µA to 50 µA the side-contacts begin to show higher resistance 

with increasing current. This corresponds to about 10 µA/µm of contact width. Experiments with 

exfoliated graphene on SiO2 have indicated that breakdown occurs beginning at current densities 

of ≈ 8 µA/mm for samples of small width [100]. As described later, contact resistance and current 

distribution give similar values for the current at which internal resistance begins to increase. 

If we consider a graphene film 1 mm square adjacent to the contact, 6 × 1013 electrons must 

enter and leave each second to maintain a current of 10 µA/mm. For ballistic motion, electrons 

travelling at the Fermi velocity (≈ 1.05 × 106 m/s) could cross the square in 1 ps, but the magnetic 

field of 9 T induces cyclotron motion. Thus, multiple scattering events must occur close to the 

contact. This helps to understand how the hot spot region appears at higher currents within the 

graphene layer itself and indicates that a radial electric field develops due to the excess of carriers 

within the hot spot region near the contact. 

We derived the longitudinal resistance (Rxx) values over a wide current range from a series 

of fixed digital dc currents (I) applied at the S/D contacts. Longitudinal voltages were measured 

with a precision nanovolt meter and results for opposite current polarities were combined to yield 

the resistance. Typical results are shown for two adjacent side contacts of device D10 in Figure 

5.3. Each of the four devices exhibited Rxx values consistent with full quantization for S/D currents 

of 150 µA or higher. 

For low and moderate bulk current levels, the current I that passes the voltage probes will 

result in an orthogonal Hall voltage given by IRK/n, where n = 2 is the Landau level index of the 

QHR state in our measurements. Where sets of orthogonal contacts with low contact resistance 

were present, we made Hall resistance measurements using an automated digital bridge with 
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roughly 5 × 10-8 uncertainty. For device D11, both diagonal and orthogonal measurements were 

possible, and the longitudinal resistance was derived.  

 

Figure 5.3: Longitudinal resistance as a function of current.  The longitudinal resistance measured at increasing 

currents in the adjacent contact. 

 

5.3 Current Distribution 

 

 While current enters the device at the source contact, we investigate various external 

circuits that allow current to pass through one or more side contacts that share connections to the 

drain, or that can serve as the drain. Understanding HS proximity effects may lead to better QHR 

array designs, with efficient heat dissipation at higher current and voltage levels. Placement of the 

side contacts close to the source and drain could allow more freedom in designing large arrays. In 

this study the source and drain are placed at the metrologically tested distance of one square (here, 

a 100 µm square) from the side contacts. The side contacts shown in Figure. 5.1 have equal widths 

of ≈ 4 µm where they meet the main channel. The widths of the insulating gaps between these 

contacts are ≈ 2 µm for devices D6 and D10 and ≈ 5 µm for D7 and D11. 

The circuits of Figure 5.4(a,b) are examples of our modified double-series (2-series) 

arrangement, where the drain contact is disconnected and upstream and downstream side contacts 

are connected to the current source low output for current measurements. All triple-series (3-Series) 
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measurements include an external room-temperature resistor of value 12906.4 Ω in series with the 

drain lead (not pictured) and connected to the current source low. For both 2-series and 3-series 

measurements, a 1 kΩ resistor in series with an upstream side contact diverts some fraction of the 

current to enter the device at a downstream contact. The currents measured in the final, 

downstream contact are compared to the values calculated from Jeffery’s analysis [48] for 2-series 

and 3-series circuits.  

For a QHR device quantized on the ν = 2 plateau and with four-terminal resistance RK/n = 

12906.4037 Ω, the fraction of the total current IT diverted to the downstream side contact in the 2-

series circuit is given by the following equation, 

𝐼𝑛 = 𝐼𝑇𝑅𝑚 (𝑅𝐾 2 + 𝑅𝑚⁄ + 𝑅𝑛)⁄  

 

Here IT is the total current in the two branches and (m,n) represent the positions of the 

upstream and downstream contacts, respectively. In each connection the resistance includes the 

resistance external to the device and the contact resistance, which may change with In Figure 5.5(a-

d) we plot the currents In measured for the downstream contacts as the current in the upstream 

contact (Im, also measured) vary. This allows us to compare the 2-series and 3-series results with 

equal current flowing in the upstream contact. Not surprisingly, the above equation can be used to 

calculate the downstream current if the upstream contact current and resistance parameters are 

known, even for the 3-series data. An extrapolated nominal current value is calculated and plotted 

using the 3-terminal contact resistance measurements for currents of 5 µA to 15 µA, where HS 

resistance is negligible. 

 

 

 

 

 

Figure 5.4: Circuit diagrams for the double series arrangement, (a) devices D6 and D7 include a permanent conducting path on-chip 

between the drain (large blue dot) and the nearest side contact. (b) For devices D10 and D11, all side contacts have external bonding 

pads. 
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Figure 5.5: Measured currents in multi-series circuits. Measured current for devices (a) D6, (b) D10, (c) D7, and 

(d) D11. The two-series and 3-series contact pairs are labeled (3,2) and (2,1) with the indices in the parenthesis 

corresponding to numbering in Fig. 5.2 (b). Results for the pair (3,1) are not shown because they are nearly 

identical to those for (3,2). This result can be explained by the direct dependance in the series equation in Chapter 

2, on the resistance of the common upstream contact (3). Second-order polynomial fits to measured three-terminal 

contact resistance were used to calculate predicted currents, and these predicted values are subtracted from the 

measured values from a) and b). Results are plotted in (e) and (f) for D6 and D10. 
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The measured current in figure 5.5(a-d) differs from the nominal values due to the HS that 

develops when the current in the upstream side contact exceeds ≈ 40 µA. We show the measured 

current for the contact pair (3,2) in figure 5.5(c,d) and data for (3,1) is omitted because it is 

indistinguishable at this scale. This is the first of several interesting results. The dependence of the 

previous equation on the downstream series resistance rn is weak since this value appears only in 

the denominator, together with RK/2, but our data is the first to test the circuit model with the 

present conditions of small contact separations and high current.  

The 3-Series data, where the total current in the devices is twice as large, are very similar 

to the 2-series data in Figure 5.5(a-d) for all four devices. In the D7 and D10 results, the 2-Series 

current is slightly higher, and the HS resistance is also higher as shown by the larger increase in 

the current levels. For D6 and D11 the results are nearly identical. This HS resistance has little 

effect on the measured share of current for the drain contact, which is 49.99% at IT = 30 µA and 

49.98% at IT = 400 µA for device D7.  

It is straightforward to calculate the expected currents using the measured contact 

resistances. We use second-order polynomial fits to the contact resistance data shown in Figure 

5.2, limited to the current range above 40 µA which minimizes the residual error. Substituting these 

resistance values calculated at the appropriate current levels yields results in good agreement with 

the measured data as shown in figure 5(e,f) for devices D6 and D10. This indicates that the HS 

resistance is equivalent when sampled in these circuits and is well-represented as a component of 

the contact resistance our figure 5.5 data 

Finally, in Figure 5.6 we present measurements of Rxx values like those in the last section, 

except here the 2-series connection is made at the contact immediately downstream of the sampled 

region, and due to RK/2 external resistance in the drain connection the current is divided evenly 

between drain and furthest side contact. Values of the Hall resistance deviation ΔRxy = Rxy - RK/2 

are plotted from precision DCC bridge measurements made with S/D current only, and no 2-series 
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connection. These separate measurements show excellent agreement with the expected linear 

dependence given by ΔRxy = sRxx with s ≈ 0.26.  

In the region near the HS, a region exists where the downstream electrochemical potential 

increases well above that of the upstream contacts, and if the spatial extent of the HS is larger than 

the separation of the side contacts one might expect to see an effect on Rxx. For example, energetic 

electrons could encounter the downstream corner of a nearby metallic contact and lose energy by 

exiting at the upstream corner. As shown by the contact geometry in Figure. 5.1, the metalized 

contacts are recessed by ≈ 10 µm from the channel boundary and this likely prevents such dynamic 

events. 

 

 

 

Figure 5.6: Longitudinal resistance in a double series connection compared with the deviation in Hall resistance. 

Rxx measurements made with a double series connection immediately downstream. Compared with the deviation in 

Hall resistance without a double series connection, showing excellent agreement. 
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Chapter 6 Versatility of uniformly doped graphene 

quantum Hall arrays in series 

 

In this chapter, we demonstrate a device design that confirms the concept having an array 

of EG based QHR devices capable of giving outputs of quantized resistance values starting from 

the standard value of Rk/2 of around 12.9 kΩ and going up to more than three orders of magnitude 

to around 1.29 MΩ, which is equal to a 100 QHR devices in series. Several different experimental 

methods are used to check the versatility and quality of the devices. These include standard lock-

in techniques, CLSM imaging, precision measurements, and Raman spectroscopy. To be 

successfully implemented in practical applications as standards, these devices must show 

resistances that are well-quantized [16, 49, 101-104]. The ν = 2 Landau level which forms the 

resistance plateau of  
1

2

ℎ

𝑒2
=
1

2
𝑅K ≈ 12906.4037 Ω, where h is the Planck constant and e is the 

elementary charge, has been adapted as a standard for graphene-based resistances as explained in 

the introduction. Efforts also continue to implement the similar functions for the ν = 6 plateau 

[105]. 

 For metrological purposes of expanding the available quantized resistances, EG based 

standards have been a focus of fabrication. The unit of Ohm has recently been redefined by the 

International System of Units (SI). Historically, a single value of the QHE from the ν = 2 LL has 

been used to derive the value of Ohm. This restricts the infrastructure and tools which are required 

to disseminate or use this unit of Ohm. This increases the value of the efforts to access new values 

of resistances for electrical standards. So far, there have been various attempts at demonstrating 

multiple Hall bars in series, parallel, or in p-n junction form to access quantized resistance values 

of qRK, where q is a positive rational number. [46, 47, 68, 70, 106-110]. Many factors limit the 

development of these standards, like, the quality and the coverage of the as-grown EG, and the 

restriction on devices outputting one value (even though it may be a part of a set, eg: qRK) [111, 

112]. Hence, to improve the global dissemination of the ohm, there is a need to demonstrate 

devices that could output more than one values as resistance standards. 
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6.1 Device description 

 

The device design is illustrated in Fig. 6.1 (a) along with the corresponding CLSM images 

for two distinct array elements in Fig. 6.1 (b) and (c).  Each individual array element works as a 

standard 12.9 kΩ Hall bar having a split-contact design that optimizes the current flow and 

eliminates the effect of the contact resistances [46, 58]. The CLSM image shows the contrast of a 

smooth layer of EG confirming its high quality. The 51st element of the array is designed for the 

purpose of serving as a troubleshooting tool in the event that the complete array is not well 

quantized. One may connect that device and measure each half of the array independently to 

diagnose the source of poor quantization. The large contact pads at the end of every row of 10 

elements functions as a tool to access quantized values of multiples from 129 kΩ, up to as large as 

1.29 MΩ. A summary of these values is shown in Fig. 6.1 (a). 
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Figure. 6.1:1.29 MΩ Array (a) An illustration of the 1.29 MΩ Hall array device with points denoting the measurement 

locations that give us the multiple values of the quantized Hall resistance. Dashed green and blue lines outline two 

example areas which were inspected by CLSM. (b) and (c) Show the two inspected elements which reveal a uniform 

growth of EG over that area. A magenta line overlaid over the EG area shows the boundary of the Hall elements. The 

black debris that is visible over the devices is a byproduct of the Cr(CO)3 functionalization, and it does not interact 

with the graphene in any way other than doping it as described in the earlier sections. 

 

6.2 Raman Spectra 

 

Flaws in the physical properties of the as grown EG layer are not always identified visually. 

A tool like Raman spectroscopy is used to confirm the uniformity of the EG film across the the 

centimeter scale growth. A Renishaw InVia micro-Raman spectrometer was used for such 

measurements with an excitation laser source of 633 nm wavelength. A 300 s acquisition time, 1 

mW power, 1 μm spot size, 50 × objective, and a 1200 mm-1 grating was used to collect and 

measure the spectra using a backscattering configuration. Rectangular Raman maps with step sizes 

of 1 μm in a 25 × 25 raster-style grid was collected and repeated on different elements of the array 

of devices in order to get some statistical data on the quality of the EG. Figure 6.2 shows a summary 

of the Raman analysis. Two elements separated by a maximum distance are inspected closely, 

these devices are marked figure 6.2 (a). A 2D (G’) mode from the Raman spectrum is shown as an 

example in figure 6.2 (b). It is used as the primary metric to compare the EG quality. The D and 

G peaks are not selected because the strong optical responses from the SiC substrate obscures the 

signals. 
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Figure 6.2: Raman analysis of the 1.29 MΩ Array.  (a) An optical image of the complete array where the red and 

cyan regions indicate the two example elements whose Raman maps are shown in (c) and (d). (b)A Raman spectrum 

focusing on the 2D mode of EG is shown. The D and G modes have signals that are obscured because of the strong 

optical response from the transparent SiC substrate. An example Raman spectrum focuses on the 2D (G’) mode of 

graphene since the D and G modes have signals that are overwhelming by neighboring optical responses from the 

SiC substrate. To extract the FWHM and peak center, Lorentzian profile is used to fit each measured peak. (c) A 

closer inspection of the array element outlined in (a) in cyan. The scatterplot shows the FWHM distribution with 2D 

mode peak centers. (d) The analysis is repeated for the red outlined element in (a). In addition to these scatter plots, 

to verify the uniformity of EG, a colored map of the position-dependent FWHM is shown. 
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 The peak in Fig. 6.2 (b) and all additional 2D peaks were fitted with a Lorentzian profile 

(dashed magenta) to extract a full-width-at-half-maximum (FWHM) and a peak position. Two 

scatter plots in Fig. 6.2 (c) and (d) are derived by analyzing every spectrum from each Raman map. 

To give an example of the variation expected within the region, a real space distribution of the 

FWHM values is shown in the latter panel. These data verify that the EG has been and can be 

grown on these length scales with excellent quality. Assessing the transport properties of these 

devices is the natural next step after a positive optical verification of the EG film quality. A Janis 

Cryogenics 4He wet cryostat was used to collect the quantum Hall transport measurement data. 

These devices were then mounted on a transistor outline (TO-8) package. All magnetoresistance 

data for these devices was collected between magnetic field values of 0 T and ± 9 T, as discussed 

in the previous chapters. All measurements were performed at approximately 1.5 K with source-

drain currents either as 100 nA or 500 nA. Prior to cooldown, devices were annealed in vacuum 

as described in Ref.[34] to obtain a desired electron density corresponding to a ν = 2 plateau onset 

of approximately 4 T.  

 

6.3 Hall transport measurements 

 

The data for the transport measurements is shown in Fig. 6.3 (a). Most allowable values 

were measured as according to the labels in Fig. 6.1. The contact pads meant for wirebonding, 

limit what values can be measured. Though we can bond many intermediate values within the 

array by allowing special contacts in the design, alternate designs are recommended since potential 

damage to one element along the array will split the array into two separate devices. Lock-in 

amplifier techniques were used to collect the magnetoresistances shown in Fig. 6.3. Although this 

technique provides the advantage of swift data collection and with higher magnetic field resolution, 

it does potentially introduce minor errors due to equipment impedance. Specifically, the SR-830 

lock-in amplifier has an internal impedance of 10MΩ, which is just one magnitude larger than the 

device. The values of each plateau were verified more precisely with a digital multi-meter at 

sufficiently high magnetic field (greater than 5 T) to account for this error. A DC current from the 
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Keithley 2612A was used for this purpose. Verification of these values to within a part in 106 

(explained in section 6.4) allowed for the correction of these data via offset translation and are 

shown as a group in Fig. 6.3 (b).  

 The noise in each plateau from Fig. 6.3 being relatively symmetric for both polarities of 

the magnetic field may be attributed to the low currents injected into the device, it may also be due 

to the lock-in amplifier limitations. The noise due to low currents was minimized by simply 

increasing the current from 100 nA to 500 nA, as shown in Fig. 6.3 (c). This kind of a comparison 

is done to test these devices with the goal of making them compatible with the available 

metrological infrastructure, such as the CCC, eventually. That is also why the 51st element was 

designed in the array. In the next section, the 51st device serves as an additional verification that 

the whole array device is well quantized. We should however note that, although higher applied 

currents typically result in less noise and better compatibility with metrological equipment, after a 

certain a point, the excessive Joule heating at various hot spots within the quantum Hall array 

would cause the device to lose well quantized state, which would lead to an even larger error when 

measuring the plateau’s values. 
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Figure 6.3: Hall data for 1.29 MΩ (a) A summary of the Hall transport measurements for each of the labels for 

measurements shown in figure 6.1. The magnetoresistance data was collected using lock-in amplifiers. This technique 

introduces some minor errors due to equipment’s internal impedance. The value of each plateau was verified more 

precisely with a digital multimeter at sufficiently high magnetic field (greater than 5 T) to account for the error. DC 

currents from the Keithley 2612A were used for this purpose. Verification of these values to within a part in 106 using 

a CCC justifies the offset translation to correct these data. (b) A magnified view of each plateau shown at both 

polarities of the magnetic field demonstrates the noise level introduced by the lock-in amplifier technique. This noise 
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was minimized, as shown in (c), by injecting a higher current, as is done there with the two currents of 100 nA and 

500 nA. 

 

6.4 Precision measurements 

  

Half the array was precisely measured using a cryogenic current comparator (CCC) to 

validate its usage as a standard resistor. Figure 6.4 shows a collection of precision measurement 

data. Figure 6.4 (a) shows the deviation from the nominal value for two different pairs of contacts 

for the right half of the 100 device array. Recall that each terminal device has 3 contacts. One can 

be used to source current while the other two can be used to measure the voltage. The data is 

displayed for the right half of the array, i.e. measured between the 51st device and the 100th device. 

The fact that both pairs show a similar behaviour is a testament to the quality of the device. The 

maximum deviation from the nominal value of 51Rk/2 is around 10ppm for lower currents. At low 

currents the signal is low and hence the CCC has trouble locking into the signal from the device, 

which is why we usually run it at higher currents. However, we want to avoid subjecting the array 

to higher voltages, hence we cannot apply higher currents. The deviation is low at around 5ppm 

for currents up to 5 µA, which is a great benchmark to be used as a standard resistor. 

 The figure 6.4 (b) shows the deviations from the nominal value for the left half of the array 

at different magnetic field strengths. We see that at higher currents, and different values of the 

magnetic field, the deviation is fairly close and consistent with values of around 20-30ppb and is 

of a superior quality compared to its right half. The differences in the quality for the right and left 

half arise from the different quality of coverage of the epitaxial graphene. The width of the terraces 

and the density of bilayer graphene is mildly inconsistent across a millimeter scale, which results 

in the different deviations for the array. 
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Figure 6.4: Precision measurement data for each half of the array. (a) Shows the deviation from the nominal value 

of Rk/2 for different current values compared using two different voltage terminals for the right half of the array. (b) 

Deviation from the nominal value as at different magnetic fields for the left half of the array.  
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Chapter 7 Summary and Outlook 

 

 In this thesis, we have fabricated special devices using epitaxial graphene to study its 

electrical transport and charge carrier doping properties. These devices have improved our 

understanding of the desorption process when doping epitaxial graphene with nitric acid. We have 

pushed the limits of closely spaced contacts and proved their capabilities in the quantum Hall 

regime, paving the way for much smaller and densely packed EG QHR arrays. We have also 

demonstrated a proof of concept of a versatile QHR array for values ranging from 129 kΩ up to 

1.29 MΩ. This chapter summarizes the results discussed in the core chapters of this thesis and 

provides an outlook for future experiments. 

 In Chapter 4, the dynamics of adsorption and desorption process after transient hole doping 

using nitric acid, are reported for the EG devices. A comparison of both as-grown EG and 

functionalized EG are reported. The timescales associated with the desorption using nitric acid are 

determined from the Hall transport and the electrical data at room and low temperatures of 1.5 K. 

Such an understanding of the gateless reversible hole doping is crucial for practical applications 

where the device dimensions restrict the fabrication of a metallic gate. The dynamics were further 

studied by monitoring the optical properties of the EG post exposure to nitric acid, using Raman 

spectroscopy techniques. The data from the Raman spectroscopy supports the determined NO3 

desorption time constants. These results provide a pathway for further devices where a need for p-

type doping would arise without a feasible metallic gate.  

In Chapter 5, we fabricated epitaxial graphene (EG) quantized Hall resistance (QHR) 

devices with closely spaced voltage-probe contacts and investigated the currents flowing in these 

contacts using double-series and triple-series circuits. Multi-series contact design can effectively 

eliminate interconnection errors only when the current branches behave as independent contacts 

and distribute current as described by Eq. 5.1. We find no deviations from Eq. 5.1 above 0.05 % 

at or below 100 µA in contacts of width ≈ 4 µm at separations of ≈ 2 µm as shown in Fig. 5.5. 

Another major conclusion from these results is that the interaction of large currents entering the 

devices from different points at wide spacing is minimal. The double-series and triple-series data 
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shown in Fig. 5.5 and Fig. 5.6 argues in support of two related concepts: current entering a device 

at an upstream contact does not significantly influence the conditions that cause a HS to form at a 

downstream contact; and, the longitudinal resistance in a given region of the Hall bar depends on 

the current which enters upstream, and is not significantly changed by any large current which 

may enter downstream of the measured region. 

In Chapter 6, for developing quantum Hall arrays, the boundaries for limiting factors were 

pushed to a point that several orders of magnitude of measurable quantized resistances could be 

realized. This milestone was possible due to a combination of high-quality material growth at the 

centimeter scale, and the implementation of superconducting contacts. Specifically, the standard 

Hall resistance value at the ν = 2 LL plateau of approximately 12.9 kΩ, was used as a building 

block to reach values as high as 1.29 MΩ. The superior material quality of the devices was verified 

by means of optical microscopy, Raman spectroscopy, and confocal laser scanning microscopy. 

This demonstration will greatly benefit any device manufacturing requiring outputting of more 

than a single quantized value of resistance. This work further helps in the design and fabrication 

of more complex arrays, while keeping the several experimental methods described in this thesis 

as ways to assess the quality of those devices. 

 In future work, attempts could be made to achieve a p-type doping with the ultimate goal 

of having stable p-n junctions on an EG device. Electron beam lithography could be performed to 

fabricate devices with closer and thinner contacts to further push the limits of how close we can 

get the contacts to be, before observing any quantum effects. Overall, my experiments have 

increased our understanding of the carrier interactions, contact spacing effects at a mesoscopic 

level and helped implement these ideas in the form of a versatile QHRS array. This work paves 

the way for smaller and more efficient EG device arrays to achieve a diverse range of standard 

resistance values. 
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