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Abstract

In this thesis, ReaxFF and first principles calculations are employed to explore the
the effect of carbon and oxygen contents on nanostructures of amorphous silicon
oxycarbide (SiOC). The electronic structures as well as the lithiation mechanism are
further studied by first principles calculations.

In the first part of this thesis, we modified the Si/O/C ReaxFF parameter set based
on the parameters from Ponomarev et al. (UTA1), and validated its performance on lattice
constants, elastic constants and cohesive energies of the unary and binary systems. Thanks
to the calibrations above, the carbon atoms are more likely to be discovered in the SIOC
glass phase, leading to the flatter free carbon phase in structures constructed via our new
developed parameters. Moreover, the too-high tolerance of coordination defects in UTA1
is also improved. Finally, our new developed parameter set is able to construct the
amorphous SiOC structures that are thermodynamically more stable than the structures
built by UTA1 parameters.

In the second part of this thesis, we constructed amorphous SiOC structures in six
different concentrations by first principles calculations to investigate the influences of
carbon and oxygen contents on nanostructures and electronic structures of amorphous
SiOCs. The results suggest that the decrease of carbon and oxygen contents will make the
proportion of free carbon decrease. Furthermore, the increase of carbon concentration and
the decrease of oxygen concentration will both induce the rising in the proportion of SiCy4
and SiC30 tetrahedra as well as the drop in the proportion of SiCO3 and SiO4 tetrahedra.
In terms of electronic properties, the results show that the introduction of carbon atoms
in Si0OC glass effectively decrease the band gap. Besides, the decrease of oxygen
concentration induces the increase in fractions of Si-C bond and Si-Si bond in the system,
leading to the narrower band gaps in the SiOC glass region.
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In the third part of this thesis, the lithiation calculations show that the lithiation of
amorphous SiOCs can be roughly divided into two stages. In the first lithiation stage, the
electrons from Li mostly fill the states on carbon atoms in free carbon phase, while the Li
ions are absorbed on the oxygen atoms at the interface of free carbon and SiOC glass
phase. In the second lithiation stage, Li ions start to interact with the SiOC glass phase
with the electron from them fill the Si-O anti-bonding states, leading to the break of Si-O
bonds and the formation of Li-O bonds. In the whole process, the carbon atoms in free
carbon phase are keeping gaining electrons from Li, suggesting the role of reservoir of
electrons that free carbon phase plays. Furthermore, the SiOCs with higher carbon
concentrations present smaller relative volumes in the process of lithiation, indicating the
function of limiting the volume expansions by free carbon phase. Finally yet importantly,
the amorphous SiOCs with higher carbon concentration possess the higher theoretical
capacities, and additionally, the high carbon concentration as well as the low oxygen

concentration will make better performances of amorphous SiOCs on reversibility.
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Chapter 1  Introduction

Lithium-ion batteries (LIBs) are currently the most popular and promising choice
for powering portable electronic devices, electric vehicles as well as various applications
of energy storage "4, The capacity of LIBs are theoretically limited by the electrodes
materials. Nowadays, the most commonly used anode in LIBs is graphite on account of
its stable cycle ability, high Coulombic efficiency and structural stability (). However, the
crucial drawback of relatively low reversible capacity (372 mAh/g) limits its application
in high-energy-density batteries 6118,

To meet the need of high power density, silicon, which presents a high specific
capacity of 3579 mAh/g is an attractive candidate for the next generation anode in LIBs,
but the severe volume expansion (up to 400%) during lithium insertion and extraction
causes tremendous mechanical issues in the practical utilization of silicon anodes [} I,
In fact, capacity and structural stability are mutually exclusive properties of most
electrodes !, To mitigate the structural failure of high-capacity electrodes, several efforts
have been made, such as silicon-carbon composite and some novel hybrid chemistries 2!
[17] Nevertheless, large capacity loss and the continuous shedding of Si during the charge-
discharge cycles still remain a great challenge for these clever designs of composite
structures.

Among several alternatives, polymer-derived silicon oxycarbide (SiOC) ceramics
present high temperature stability and the ability to store the lithium reversibly. They
deliver a remarkable reversible capacity of around 600 mAh/g and are believed to be
promising anode materials for next generation LIBs !181126],

Si0Cs belong to the branch of polymer-derived ceramics (PDC), which are obtained
from preceramic polymers through a pyrolysis process in controlled temperature and

atmosphere 2. SiOC glasses are derived from cross-linked polysiloxanes. After

1
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pyrolysis at T > 800°C in an inert atmosphere, the precursors will form a SiOC phase
and the excessive carbon atoms are transformed into a sp? carbon phase, which is usually
called the free carbon phase.

Amorphous SiOC ceramics consist of three main characteristic structures, which are
free carbon, SiOC glasses mentioned above, and finally micropores 1?2, First, for the free
carbon phase, Wilamowska-Zawlocka et al. [28] synthesized several SiOC samples in
different compositions, and there are clear D and G bands in the Raman spectra of them
as shown in Figure 1.1. The G band represents the in-plane bond-stretching motion of sp?
carbons, whereas the D band is related to disorder in graphitic layers and is not observed
in perfect graphite 21321, Thus, it can be inferred that the free carbon phase is similar to
graphite-like amorphous carbon. Secondly, the SiOC glass phase comprises a random
network of Si-O and Si-C bonds forming mixed SiOxC4.x (Where 0 < x < 4) tetrahedra,
which we can see from the peaks in 2°Si MAS NMR spectra of SiC6sO1 5 presented by
Mera et al. 33! in Figure 1.2. Finally, the micropores are located in the SiOC glass phase
as well as the interface between free carbon and SiOC glass phase.

It is believed that the high capacity of SiOC ceramics is attributed to the amorphous
nanodomain structure. However, the major source of capacity in the system still remains
controversial. For example, David et al. ** designed a SiOC glass-graphene composite
paper electrode, which delivered a charge capacity of ~588 mAh/g at 1020th cycle. They
owed the high reversible capacity of the polymer-derived SiOC to all the three main
characteristic structures instead of specifying one of them as the major capacity source.
Fukui et al. 21 on the other hand, showed that the major charge capacity of SiOC
ceramics came from the free carbon phase, and the lithium storage site could be interstitial

[28]

spaces or edges of graphene layers. Similarly, Wilamowska-Zawlocka et al.'**! and

Dibandjo *3! both indicated that the capacities of SiOC ceramics are strongly related to

the carbon content and that the free carbon phase is the major lithiation site. Nevertheless,

2
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Liu et al. B used Si MAS NMR to observe the change of the different peaks
corresponding to distinct SiOxCsx tetrahedra during charge-discharge cycles and
considered that SiIOC glass phase serves as the major lithiation site, where Si0,C> and
Si0;C provide reversible capacity while the others provide irreversible capacity or being
inactive to lithium. Lastly, Graczyk-Zajac et al. 7} suggested that the mixed Si-O and Si-
C bonds in SiOC would induce the formation of more disordered carbon phase, which
thereby increase the reversible storage of Li ions. Hence, it can be concluded that there is
an effect of SiOC glass on the Li-storage capacity of the material.

For theoretical studies, Liao et al. 38 39 sequentially utilized classical force field
(Tersoff potential *°1) and first principles molecular dynamics (MD) calculations to
construct the initial SIOC system. During the construction, Tersoff potential and the
parameters for SiC and SiO, % 1] was applied in the first stage, which was melt-and-
quench MD. The first principles simulations were then performed to optimize the SiOC
structures followed by annealing and final geometry optimization. Later, after conducting
the whole lithiation process by first principles calculations, the theoretical specific
capacity was predicted around 1400 mAh/g for SiCo4O12. They claimed that the Li>O
would form at the beginning of lithiation with the breaking of Si-O bonds. Then, LixO
and LiySi would form with the increasing of Li concentration, which made the major
contribution to the capacity of SiOC. Besides, the carbon segregation made small
contributions on lithium storage, and stabilized the whole system by forming three-
dimensional network, resulting in small volume expansion and stable mechanical
properties during lithiation. Sun et al. '), on the other hand, used evolutionary algorithm
implemented in the USPEX program [*?! to construct the initial SiOC structure instead of
carrying out melt-and-quench MD, and annealed the whole amorphous cell by ab initio
MD. They suggested that the two-step lithiation was proceeded by the absorption of Li at

the nanovoid sites, followed by the chemical interactions of Li with the SiOxCs—
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tetrahedral units and the C phase, and the full lithiation capacity was 1230 mAh/g for
SiC2.4301 5. During the lithiation process, the electron from lithium transferred to five- or
seven-membered rings in graphene-like C network and around not only O atoms but
unsaturated C atoms in SiOC glass regime. Kroll [ compared the formation energy of
one lithium inserted to amorphous SiO;, amorphous SiOC without free carbon and
amorphous SiOC with free carbon respectively, and stated that free carbon in the SiOC
ceramic provides low-lying unoccupied states where electrons could go.

Although the experiments above provide some information on the nanostructures of
SiOCs, the major source of capacity in the system remains contentious. Moreover, how
the actual nano-structure of SiOC would be? How many of carbon atoms will be in the
so-called free carbon phase and SiOC glasses phase respectively? How the carbon and
oxygen concentration influence the structure as well as lithiation process? And what is
the optimal composition of SIOC? In order to gain clear pictures of the role of C and O
atoms in SiOC system and the lithiation mechanism of SiOC, a thorough study of the
configuration of different SiOC composition and the related lithiation procedure should

be carefully done.
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Chapter 2 Theoretical Background

2.1  First principles calculation

First principles calculation, also known as ab initio simulation, is based on the
fundamental laws of physics without any empirical or semi-empirical parameters. With
given composition and the position of atoms, properties and electronic structures of
materials can be obtained by directly solving Schrodinger equation. Therefore, first
principles calculation is now widely used to investigate systems that are hard to perform
experiments or lack of experimental data.

In most of the cases, analytic solutions of Schrodinger equation are too complicated
to be obtained. Thus, several assumptions and approximations are applied in first
principles calculation, such as Born-Oppenheimer approximation. However, even with
the various approximations, the scales in both system size and simulation time are
confined to a few hundred atoms and tens to hundreds of picoseconds (107'% s) by the
computing devices. If larger systems or longer simulation time are of interest, the use of

other computational methods, such as classical force field, is often required.

2.2 Density functional theory (DFT)

There are several ways to solve the Schrodinger equation. For example, Hartree-
Fock theory deals directly with the many-body wavefunction. However, the
computational cost increases with the order of 3N, where N represents the number of
electrons in the system. Thus, this kind of methods seems not efficient enough to be

applied on large systems.
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Density functional theory (DFT), however, uses electron density as the fundamental
property instead of many-body wavefunction, which can reduced the variables from 3N
to X, y, z -only three variables. In DFT calculations, the intractable many-body system of
electrons interacting in a static external potential is reduced to a system of non-interacting
electrons moving in the effective potential. With simplified calculations, properties of
large systems can be obtained much more efficiently.

Density functional theory (DFT) is developed by Hohenberg, Kohn, and Sham in
1960s with its fundamental concepts originated from the Thomas-Fermi model.
Nowadays, DFT is wildly used in various field, such as physics, chemistry and materials
science. However, there are still some drawbacks in DFT calculations, such as the
underestimation of band gap energy and the lack of precise intermolecular forces,
especially the van der Waals force. Therefore, several efforts, such as modifying the
exchange-correlation functional or adding semi-empirical functions, are having been

made to overcome these problems.

2.2.1 Thomas-Fermi model

In conventional quantum mechanics, the n-electron Hamiltonian of a system can be

represented as followed:

L N h2 , N N
A=[T+V+10]= IZ (—ﬁvi>+zl 4P +Z. U(n,r,)l
L l l

(eq. 2-1)
Here, T stands for kinetics energy of electrons; V stands for external potential
originated from the positively charged nuclei, and U stands for potential between
electrons. Since this Hamiltonian is calculated by summing the kinetic energy and
potential energy of all the particles in the system, it would be too arduous to deal with

large systems.
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The Thomas-Fermi model proposed by Thomas and Fermi in 1927 is viewed as the
precursor to modern DFT.[*4: (4] The Thomas-Fermi model treated kinetics energy of
electrons as a functional of the electron density. The total energy is calculated by summing

the functional and Coulombic electrostatic between particles, which is represented as

p(r)p(r’) 4

r3dr'3
|r — 7|

E=C f[p(r)]5/3dr + fp(r)VN(r)dr +e72f

(eq. 2-2)

In the above equation, the first term represents the kinetics energy, which is

approximated using charge potential in this model. The second term is the contribution of
electron-core interaction. The final term stands for interactions between electrons.

The Thomas-Fermi model can reduce the computational cost to solve the

Schrédinger equation. However, the lack of including exchange-correlation energy and

Pauli exclusion principle inevitable limits the calculation accuracy. Although Dirac

thereafter attempted to add an exchange energy functional term to correct the model in

1930, it can still not meet the demand of accuracy.

2.2.2 Hohenberg-Kohn theorem

Hohenberg and Kohn derived two Hohenberg-Kohn theorems, which laid the
foundation of density functional theory in 1964.1! The first Hohenberg-Kohn theorem
states that with a given external potential, the total energy of the system is a unique
function of charge density. The second Hohenberg-Kohn theorem describes that the
electron density of a ground state system is the one that brings about the minimum total
energy. Once the ground state wave function of a system is solved, the properties of it can
be obtained. However, Hohenberg and Kohn did not provide an efficient way to calculate
the ground state charge density. It is Kohn and Sham that proposed a method to perform

the DFT calculations.
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2.2.3 Kohn-Sham equation

Based on the Thomas-Fermi model and the Hohenberg-Kohn theorems, Kohn and
Sham developed a method to achieve the calculations of the multi-electron systems in
1965, the Kohn-Sham equation.[*”! The equation simplifies the system described by many
body Schrdédinger equation into a non-interacting system affected by an effective external
potential generated by nuclei.

The main difficulty to separate a multi-electron system into single-particle equations
is due to the term U in eq. 2-1. The Kohn-Sham equation deals with electron density,
n(7), instead of U. In Kohn-Sham equation the wave function is separated to single-
electron wave functions, which is also called Kohn-Sham orbitals. It could be represented

by
N
Y@ ) = | |

(eq. 2-3)
The electron density can be obtained by the summation of wave function squares.
N
n@ = ) @I
i

(eq. 2-4)
The kinetics energy and the effective potential energy can be represented as

functional of the electron density. Thus, the Kohn-Sham equation is expressed as

h? N - -
<— m, vz + Veff(r)> Y (1) = ¥ (1)

(eq. 2-5)
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where ¢; is the energy of Kohn-Sham orbital. The total energy of the system becomes
Er[n()] = T[] + Vexc (1) + Vy[n(P)] + Exc[n(7)]
(eq. 2-6)
The last term E,.[n(7)] is the exchange-correlation energy of electrons, which will
be discussed in the later part. The effective potential can be derived by minimizing the

total energy with variational principles.
")

at Vxe[n(M]

effn(r) - extn(r) +fd7'
(eq. 2-7)
By solving Schrodinger equation using the above presentation for potentials, the

wave function and electron density can be obtained.

2.2.4 Exchange-correlation functional

The exchange-correlation functional term, E,.[n(7)], is a vital part in Kohn-Sham
potential. It corrects the error while expanding one-electron systems to multi-electrons
systems. In fact, the low accuracy of conventional Thomas-Fermi model is due to the lack
of this term. This term includes the exchange energies, which is originated from Pauli’s
exclusion principle, and the correlation energies, which describe the interaction between
electrons in different orbitals. There are two kinds of widely used method, local density
approximation (LDA) and generalized gradient approximation (GGA).

a.  Local Density Approximation (LDA)

In this model, the exchange-correlation energies are described as the functionals of
the electronic densities.

Ex2*[n] = Ex2*[n(M]

(eq. 2-8)
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In the above equation, n(7) is electron density of a certain points in the space. LDA
can provide enough accuracy, and the most commonly used methods are CA-PZ for LDA.
b. Generalized Gradient Approximation (GGA)
Not only electron density, but also its gradient is considered in GGA model.
Ex¢’n] = Ex¢4[n(@), Vn(P)]
(eq. 2-9)
There are several kinds of GGA. Two of the most popular functionals are PBE and
PWO1. In this work PBE is used to perform all calculations. With the exchange-
correlation functional, the Schrodinger equation can be solved using the self-consistent

scheme.

2.2.5 Self-consistent field method

As mentioned above, self-consistent field method is performed to solve the electron
density and total energy. The scheme is sketched in Figure 2.1. First, an initial guess for
electron density (p;,(r)) is proposed then the corresponding effective Kohn-Sham
equation can be determined based on it. The new Kohn-Sham orbitals can be derived by
the effective Kohn-Sham equation, and thus the new charge density can be obtained. The
new electron density can served as the new initial guess and repeat the cycle.

After several cycles, the difference between initial guess and final produced electron
density gradually decreases. Once the difference goes lower than the tolerance set, the
converged charge density can be obtained. The electronic properties can be further
calculated by the charge density derived from wave functions, which are calculated by

self-consistence field method.
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2.2.6 Pseudopotential

While calculating properties of materials in DFT calculation, the valence electrons
play a more critical role than core electrons. The consideration of core electrons will
rarely increase the calculation accuracy but significantly raise the computation cost. Thus,
pseudopotential is often used to simplify the system by eliminating core states.[*8) In
Figure 2.2 Schematic diagram of pseudopotential, the dashed lines are the exact wave
function and potential, while the solid lines are the pseudo wave function and
pseudopotential. The core states inside the critical distance r. are replaced by a smooth,
nodeless wave function, so the computational time can be greatly saved.

The projector augmented wave method (PAW) is a generalization of linear
augmented-plane-wave and pseudopotential. With PAW, the wave functions near nuclei
are described more accurately, which is necessary for calculations of Born effective

charge or the dielectric functions.

2.2.7 Dispersion corrections for density functional theory

As mentioned above, traditional DFT fails to describe the long-range dispersion
interactions. Thus, several methods are proposed to fix this problem. There are two
categories of methods to calculate long-range dispersion interactions. The first type is
semi empirical methods, such as D2, D3 methods proposed by Grimme et a/. In this thesis,

D2 method is used to calculate long-range interaction. The formula of D2 is expressed as

Nat Nat

1 , Ceij
Ep, = —EZZZ ?fdﬁ(rij,L)

i=1j=1 L L
(eq. 2-10)
The summations are over all atoms N,; and all translations of the unit cell L. The
prime indicates that i #j for L =0 to avoid calculating the dispersion interaction

12
doi:10.6342/NTU202002641



within the same atoms. Cg;; denotes the dispersion coefficient between atomiandj. 1;;,
is the distance between atom i in the center cell and jinthe cell L. f; ¢ (rl- j) is a damping
function that minimize the dispersion interaction within typical bonding distances.

1;;) can be expressed as
d,6\!ij p

Se

fd,6(rij) =

(i)
1+e \GrRoy)
(eq. 2-11)
The Sg inthe above equation is a global scaling factor, and d is the damping factor.
The second one, instead of adding an semi empirical term to potential, a non-local
correlation functional is included for calculating dispersion interactions. This type

includes vdW-DF2, optPBE-vdW, optB88-vdW, and optB86b-vdW.

2.3 Reactive Force Field (ReaxFF)

2.3.1 Introduction to ReaxFF

The ReaxFF is developed for organic system like C/H systems initially by van Duin
et al. ) in 2001, and later modified by Chenoweth et al. % in 2008. Most of the
simulation packages utilize this functional form, and the user-reaxc package in LAMMPS
(31 152) j5 a revision from the Aktulga et al.’s implementation 2!, The corresponding
parameter description can be found in the supporting information of Chenoweth et al.’s
paper.

The energy function of ReaxFF is composed of the following parameters

Esystem = Ebona + Eip + Eover + Eunder + Evar
+Epen + Ecoa t Ec2 + Etripie + Etors + Econj

+EH—bond + EvdWaals + ECoulomb

(eq. 2-12)
13
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Distinct from the other force field potentials, the ReaxFF applies the concept of bond
order (BO) expressed below on describing the energy surface, which allows modeling the

bond-breaking events during simulations.

rij Pbo,2 rij Pbo,a
s (2] s (2)
0 0

The energy of each term in eq.2-12 is the function of the BO. For example, the first term

Pbo,6
rij
+ exp pb0,5 TTTT
To

(eq. 2-13)

Epona 1s expressed as

Epona = —DZBOZ, exp[ppes (1 — (BOG)?"**)] — DEBOT — DF"BOT™

(eq. 2-14)

Figure 2.3 shows the results of the BO and Ej,,q with respect to the different Si-Si

distance by Si-O ReaxFF published in 2003. It shows that the bond energy will gradually

go to zero as the Si-Si distance grows larger, which is different from the harmonic

oscillator approximation in tradition force fields. Since the atoms would be thoroughly

separated if the distance of atoms are large enough, the behavior of bond breaking could
be well described in ReaxFF.

In addition to the bond breaking behavior, ReaxFF is able to describe the charge state

in each atom as well. In the ReaxFF implemented by LAMMPS, it used the charge

equilibration scheme (Qeq) to calculate the charge for each atom.

2.3.2 Potential parameters optimization

Interatomic potential are important in classical modeling calculations; therefore, it
1s necessary to obtain the reliable parameters. Generally speaking, the parameters can be
determined by fitting to data from higher quality calculations, such as first-principles

calculations, or experiments. The fitting work is actually a numerical optimization
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procedure aiming to minimize the error defined as follows:

Err = Z W(fcalc - fobs)2

all observables

(eq. 2-15)
where f.,c and f,ps are respectively the calculated value and target value of

observables, and w is the weighting factors of the observable properties.

2.4  Molecular dynamics

Molecular dynamics (MD) was first introduced by Alder and Wainwright in the late
1950s. MD simulates the motions of atoms or molecules with a given potential
function V, which describes the interactions between particles by classical force field or
first principles calculations. The trajectories of particles can be calculated by solving the
Newton’s law of motion if the initial positions and velocities are given. The force acting
on atoms can be expressed as the negative gradient of the potential energy.

F;=-V,V
(eq. 2-16)
Once the force is known, the position and velocity of each atom can be obtained by

numerical integration methods such as Verlet algorithm.

2.4.1 Verlet algorithm

The Verlet algorithm is used to integrate the motion of atoms when applying
molecular dynamics simulations.!*3 It is derived from Taylor expansion and central
approximation. The positions of atoms at time=t + At or t — At are represented by

Taylor expansion:
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r(t+At)—r(t)+E ’(t)+(At) () + (At)3 Py + B ) HP B+
(eq. 2-17)
(e —A8) = () ~ 27 (t)+(At)2 r(E) - (At)3 "’(t)+(A:!)4r(4)(t)+---
(eq. 2-18)

The summation of the above two equations gives
r(t + At) = 2r(t) — r(t — At) + (At)?*r"'(t) + 0(At?Y)
(eq. 2-19)
where r''(t) is the acceleration of the system which can be derived from Newton’s

equation of motion.
r''(t) = a(t) = — 2 1%
m
(eq. 2-20)
With a given potential function, the particles’ positions and velocities at every given

time can be calculated by the previous two steps.

2.4.2 Nosé-Hoover thermostat

There are some constraints should be adopted to MD simulations to keep the system
stable. According to various constraints applied, there are some widely used ensembles,
such as microcanonical ensemble (NVE), canonical ensemble (NVT), and isothermal-
isobaric ensemble (NPT).

In canonical ensemble, the Nosé-Hoover thermostat is used to keep the temperature
around an average °# %], An imaging heat bath is simulated in Nosé-Hoover thermostat
that has a recursive control of energy between the system and the artificial heat bath. An

extra degree of freedom is added to the system in order to control the energy transfer.
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Figure 2.2 Schematic diagram of pseudopotential
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Chapter 3 Development of Reactive Force Field
Potential Model for Amorphous Silicon

Oxycarbide

3.1 Introduction

As we mentioned in Chapter 1, it is relatively simple to introduce carbon and oxygen
atoms into silicon-based anode materials by pyrolysis of polymers such as polysiloxane,
polystyrene and divinylbenzene (DVB), as shown in Figure 3.1. The accessible polymer-
to-ceramic process combined with the inexpensive raw materials make this kind of anode
materials a competitive candidate for the next generation LIBs. There are lots of
experimental research showed that amorphous SiOC was composed of three characteristic
structures, free carbon, SiIOC glasses (SiOxCs tetrahedra) and micropores (nano-voids).
However, the morphology of the free carbon, its interface to the SiOC glass matrix, as
well as the distribution of SiOxCa.x tetrahedra are hotly debated issues in concurrent
research.

Based on the experimental results, Soraru et al. °®! and Saha et al. 7! respectively
proposed a probable nanostructure as shown in Figure 3.2 and Figure 3.3. From the model
of Soraru et al., a free carbon phase consisting mainly of graphene-like six-membered
rings with several edge defects can be observed. Furthermore, the Si-O and Si-C mixed
bonds compose a SiOC glass region full of SiOxCsx tetrahedra next to the free carbon
phase. Between the two phases are several Si-C bonds formed. From the model of Saha
et al., equivalently, the free carbon phase and SiOC glass phase could be observed.
Nevertheless, they considered that carbon atoms would only segregate near the free

carbon phase instead of being found in SiOC glass phase.
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In terms of Atomistic modeling, DFT calculations might contribute to better
understanding of local structures in SiOC materials. Unfortunately, the expensive
computational cost of it limits the model sizes to a few hundred atoms and MD simulation
times to below 1 ns. On the other hand, empirical potential simulations make it feasible
to explore the mechanical properties of SIOC in models with millions of atoms extending
several nanometers. However, the lack of chemical bonding accuracy, proper atomic
environments, and acceptable thermochemistry are found inevitable.

The Reactive force field (ReaxFF) *’Ibridges the gap between DFT calculations and
empirical potential simulations. It achieves a level of accuracy approaching DFT
simulations for a wide set of molecular reactions in the gas phase and on surfaces.
Simultaneously, it is several orders of magnitude less computationally expensive,
allowing modeling in larger systems for longer simulation time as compared to DFT
simulations.

Based on the ReaxFF parameter set for modeling the oxidation of silicon carbide
developed by Newsome et al. [*3], Ponomarev et al. °°! further optimized the force field
parameters for Si/C/O/H. Then they applied the modified parameter set called UTA1 to
construct amorphous SiOC through melt-and-quench MD and finally got the
nanostructure shown in Figure 3.4 (b). Compared with the structure constructed via DFT
shown in Figure 3.4 (a), we can see that both models comprise a layer of SiCO glass
sandwiched between buckled graphene layers of free carbon phase. However, there is
barely carbon atoms that can be found in SiOC glass phase in the structure constructed
by ReaxFF. While there are a few carbon atoms in SiOC glass phase in the one constructed
by DFT. Additionally, in the structure constructed by ReaxFF, a two-coordinated carbon
chain, which seems not to be a reasonable structure, can be discovered in the interface
between free carbon and SiOC glass. Finally, Ponomarev et al. stated that one of the

imperfections of UTA1 parameters is the too-high tolerance for three-coordinated silicon
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and oxygen species.

In this chapter, we aimed to modify the ReaxFF parameter set for Si/O/C from the
UTA1 parameters. The modification of both unary and binary systems are involved. This
version of Si/O/C ReaxFF potential model not only can still be adopted in the construction
of SiOC structures with obvious phase separation of free carbon and SiOC glass phase,
but also lower the fraction of atoms with coordination defect in amorphous SiOC systems.
Owing to the adjustments of parameters, finally, the parameters fitted in this work are
able to build amorphous SiOC structures that are thermodynamically more stable than the

structures built by UTA1 parameters.
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Figure 3.1 Precursors of polymer-derived amorphous SiOC: (a) polysiloxane, (b)
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Figure 3.2 Schematic representation of SiOC proposed by Soraru et al. [
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3.2 Methodology

3.2.1 ReaxFF parametrization

The parameters of the ReaxFF in this work are fitted with general utility lattice
program (GULP) [6%) ! yersion 4.0.1t is designed to perform a variety of tasks based on
force field methods, such as facilitating the fitting of interatomic potentials to both energy
surfaces and empirical data. With the aid of GULP, the properties of certain structures can
be fitted.

For both unary and binary systems the lattice constants, cohesive energy, elastic
constants and some relative relationships among elastic constants like Zener ratio 62!

calculated from DFT are served as validation data.

Here, the cohesive energy was defined as the following equation,

Ecohesive = Lgsystem — z n;: Eisolated,i
i

(eq. 3-1)
where Egygtem 1s the total energy of the system while n; and Ejgpqteq,; correspond to
the number of 1 atom in the system and the energy of an isolated 1 atom, respectively. The

Zener ratio is a dimensionless number that is used to quantify the anisotropy for cubic

crystals. Its mathematical definition is expressed as

2Cy4
(€11 — C12)

(eq. 3-2)
Conceptually, it quantifies how far a material is from being isotropic, and the value of one

means an isotropic material.
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3.2.2 Mechanical properties calculation

The mechanical properties of the systems can be calculated by applying six different
strains, including 3 normal strains and 3 shear strains, on an fully optimized structure.
The corresponding 6x6 elastic tensor, in which there are 21 independent elements, can

then be calculated.by the following equation:

€11 €12 €13 Cia €15 Cie

O-.X'X gxx
Oyy C21 €z C23 Coa €25 C26 | [ g,

Ozz €31 C32 C33 C3a €35 €36 [f g, |
| Oyz | = Cqy1 Cap Ca3 Cqq €45 Cae | €yz |
\sz/ Csy Csp, Cs3 Csq Cs55  Cse sz/

Oy Ce1 Coz Cos Cea Co5 Cos/ “oxv

(eq. 3-3)
Usually, the number of independent elements can be reduced according to the

symmetry of the structure. In a cubic system, for example, the required elements can be

reduced to Cy1, C1p and C44 only.

3.2.3 Melt-and-quench procedures to construct amorphous silicon

oxycarbide

The structures of SIOC were constructed by melt-and-quench method simulated via
ReaxFF MD simulations performed with the large-scale atomic/molecular massively
parallel simulator (LAMMPS) software °!1. In this MD simulation, we used a time step
of 0.2 fs for the integration of the equations of motion. We considered four SiOC
concentrations: SiC2201., SiC1.6501.6, SiC0301.6 and SiC1.65006. For each concentration,
we set the total amount of atom up to around 200 in the systems to ensure the structural
characteristics could be observed. The exact atomistic compositions of the systems are
shown in Table 3.1.

According to the atomistic compositions of each concentration, three initial
26
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structures were constructed by randomly arranging the atoms in the simulation box with
density of 2.2 g/cm®. The temperature procedure of melt-and-quench is displayed in
Figure 3.5. The systems were first annealed at S000K for 20ps until equilibrium. Then
they were quenched to 4000K with a quench rate of 10'* K/s. Next, during 4000K to
1000K, which is close to the melting point of SiOC glasses, the quench rate was adjusted
to 10'3 K/s to let the systems have enough time to reach the most stable structure. Besides,
the volume of the systems was adjusted every 1000K to release the stress formed during
the quench process, followed by a 10ps of annealing at the corresponding temperature.
After the volume adjustment at 1000K was done, the systems were quenched to 300K
with a quench rate of 10'* K/s. When the systems were quenched to the room temperature,
structural optimization calculations were performed to release the internal stress. Finally,
after a 30ps of annealing at 1800K and structural optimization calculations, the three
amorphous SiOC samples of each concentration were obtained. All the MD process were
performed in canonical ensemble (NVT ensemble), and the flow chart is shown in Figure

3.6.
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Figure 3.5 Melt-and-quench procedure of amorphous SiOC construction
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Three initial structures were first annealed at

Liquid Stat
Iquid State 5000K for 20ps until equilibrium.

The systems were quenched from 5000K to
4000K with a quench rate of 10'* K/s.

The systems were quenched from 4000K to
1000K with a quench rate of 10 K/s

accompanied with a volume adjustment and

annealing every 1000K.

The systems were quenched from 4000K to
1000K with a quench rate of 10'* K/s.
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Structural optimization calculations were

Relaxation performed to release the internal stress.

The systems were annealed at 1800K for 30ps.
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Figure 3.6 Flow chart of amorphous SiOC construction
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Table 3.1 Atomistic compositions of SIOC samples

Si O C Total
SiC22016 40 64 88 192
SiC1.6501.6 46 74 76 196
SiCos01.6 58 93 46 197
SiCi.6500.6 60 36 99 195

3.2.4 Computational details

DFT calculations implemented by VASP are taken as part of our validation data. The

GGA-PBE are used for the electron exchange-correlation functional. The valence electron

wave functions are expanded by plane-wave basis sets and the core-electron interactions

are described by the projector augmented wave (PAW) method. The plane-wave cut-off

energy is set to be 500 eV. The Brillouin zone samplings are performed with Monkhorst-

Pack scheme, in which 2x2x2 k-point grid sampling is used. In the mechanical properties

calculations, all atoms are relaxed until the residual forces on the constituent atoms are

smaller than 0.001 eV/A, while in other calculations, 0.05 eV/A are set as the stopping

criteria.
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3.3  Results and discussion

3.3.1 Validation of ReaxFF parameters

In amorphous SiOC systems, the main characteristic structures of free carbon, SIOC
glasses and micropores are widely published. To construct reasonable and reliable
structures of SiOCs, it is vital for a potential model to describe the interactions among Si,
O and C atoms precisely, especially for the interactions between C-C, Si-C and Si-O,
which are the major interactions observed in amorphous SiOCs. Thus in this section, we
focus on the validation of unary and binary systems, which are diamond, graphite and
Si0; (a-quartz), SiC (B-SiC) respectively.

The “parameter file”, which is the ReaxFF potential file read by LAMMPS, of this
model is attatched in Appendix. First, validations of structural properties and energetics
of diamond and graphite are listed in Table 3.2, including lattice constant and cohesive
energy. The results of structural properties show that after the modification, the modified
ReaxFF model has good agreement with the DFT calculations. As we can see in Table
3.2, the properties calculated by our ReaxFF model have better agreements to DFT
calculations than UTA1 model, including lattice constant and, particularly, cohesive
energy.

The comparison of mechanical properties of diamond and graphite between this
work and UTA1 parameters is listed in Table 3.3. In diamond system, for UTA1
parameters, C;, is over four times greater than the value of DFT, while C,, is only
around half of the value of DFT. After modifications, C;, and C,, of this work are
much closer to the values from DFT calculations, with a little sacrifice on the accuracy in
Ci1- In graphite system, for UTA1 parameters, C;;, C;, and C33 are overestimated
when comparing to DFT calculations, while Cg¢ is, on the contrary, underestimated. In

terms of the results of this work, though there are still some deviations, C;, and Cgg are
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in better agreement with DFT calculations. However, the bias of C;; and Cs3; in this
work become slightly larger than that in UTA1 model. In terms of the relative relationship
among elastic constants, the Zener ratio of UTAI is slightly underestimated, while their
(Cy1 — C12)/2 are severely underestimated. On the other hand, though the Zener ratio of
this work is slightly overestimated, the prediction of (C;; — C;,)/2 are better than that
calculated by UTA1 parameters.

The energy volume curves of diamond and graphite are shown in Figure 3.7 and
Figure 3.8 respectively. Thanks to the improvements above, the adjustments of cohesive
energy and elastic constants make not only the energies, but also the curvatures of the
energy volume curves of both diamond and graphite in this work closer to those in DFT
calculations.

For binary systems, validations of structural properties and energetics of SiO2 and
SiC are listed in Table 3.4. The results show that our ReaxFF model has better agreement
to DFT calculations in cohesive energy than UTA1. Nonetheless, the performances on
lattice constants are not as good as cohesive energies.

The results of mechanical properties are presented in Table 3.5. For SiO», the slightly
overestimated elastic constants in UTA1 were improved in this work. For SiC, the elastic
constants calculated by UTA1 are seriously deviated. C;; and C;, are both extremely
overestimated, while C,4 is even negative in UTA1 model. After the modifications, Ciq,
Ci, and C4, are substantially corrected and get much closer to DFT calculations.
Besides, the Zener ratio and (C;; — Cy3)/2 calculated by the parameters fitted in this

work are improved as well.
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Table 3.2 Validation of structural properties at 0 K of diamond and graphite

This work UTA1

DFT

Diamond
Ecohesive (€V/atom) -7.81 -7.57
lattice constant (A) 3.58 3.58
Graphite
Ecohesive (€V/atom) -7.97 -7.59
a (A) 2.47 2.45
d-spacing (A) 3.44 3.26

-7.81

3.57

-8.02
2.47
3.37

Table 3.3 Validation of mechanical properties of diamond and graphite

This work UTALI DFT
Diamond
C,1(GPa) 881 989 1047
C,, (GPa) 207 539 124
C,4 (GPa) 421 260 559
(Ci1 — C1)/2 337 225 462
(6112C+46‘12) 1.25 1.16 1.21
Graphite
C,1(GPa) 851 1114 1048
C,,(GPa) 60 590 188
C33(GPa) 16 38 29
Css(GPa) 396 262 430
(Ci1 — C1)/2 396 262 430
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Table 3.4 Validation of structural properties at 0 K of Si0; and SiC

This work UTA1 DFT

SiO: (o-quartz)

Ecohesive (€V/atom) -19.74 -18.82 -19.74
a (A) 4.98 5.08 5.02
c (A) 5.42 5.58 5.51
SiC (B-SiC)
Ecohesive (€V/atom) -12.93 -12.87 -12.93
lattice constant (A) 4.43 436 438

Table 3.5 Validation of mechanical properties of SiO2 and SiC

This work UTA1 DFT

SiO: (o-quartz)

C11(GPa) 87 126 79
C,3(GPa) 8 46 7
C33(GPa) 74 109 88
C44(GPa) 56 50 52
Csc(GPa) 43 46 42
SiC (B-SiC)
C,,(GPa) 401 1139 383
C,,(GPa) 120 1119 126
C44(GPa) 209 -17.81 241
(Cyy — C12)/2 141 10 129
((:1126%12) 1.48 -1.78 1.87
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3.3.2 Structures of amorphous SiOC

Using both the parameter set of UTA1 and the parameters fitted in this work, we
designed four different concentrations of SiOCs, which are SiC;2016, SiCi6501.6,
SiCps016 and SiCi65006. For each concentration, three distinct structures were
constructed by the two parameters respectively. The structures built via the parameters
fitted in this work and UTA in different concentrations are shown in Figure 3.9 to Figure
3.16. Note that only the structures with the most stable configuration, or to say the lowest
formation energy, are shown. Yet the coordination numbers of the atoms in SiOCs in
certain concentration is calculated by the average of all three structures of each
concentration.

First, for SiC22016 shown in Figure 3.9 and Figure 3.10, both the structures
constructed by our model and UTA1 parameters showed a clear phase separation between
free carbon and SiOC glass phase. However, in the structure from UTA1 parameters, there
is no carbon atom in the SiOC glass region. Instead, almost all the carbon atoms compose
a piece of curly graphene-like free carbon. Moreover, a two-coordinated carbon chain,
which seems not to be a reasonable structure, can be discovered between the SiOC glass
and free carbon. On the other hand, in the structure constructed from our parameter set,
the free carbon looked flatter than that in UTAT structure. Besides, a piece of graphene-
like carbon was found in the SiOC glass region.

Second, for SiCi.6501.6 shown in Figure 3.11 and Figure 3.12, through the slightly
decrease of carbon concentration, the free carbon in both structures became flatter though
the free carbon in structure from UTA1 parameters still seemed curlier than that from our
parameters. In terms of SiOC glass phase, a few carbon atoms can be discovered in SiOC
glass region, while the SiOC glass in the structure from UTA1 parameters consisted of

only Si and O atoms.
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Then, for SiCo 8016 shown in Figure 3.13 and Figure 3.14, the area of free carbon is
decreased obviously and thus the free carbon is surrounded by SiOC glasses for both the
structures. At the edge of free carbon phase, several Si-C bonds can be found and there is
no carbon atom appearing in SiOC glass region of the structures from both models. In
this concentration, there are little differences between the structure built from UTA1
parameters and the one built from our parameter set.

Finally, for SiC1.6500.6 shown in Figure 3.15 and Figure 3.16, the phase separation
between free carbon and SiOC glass is clear as well. In both of the structures, different
from the former concentrations, there are several carbon atoms in the SiOC glass region.
However, the amount of carbon atoms in SiOC glass for our model is greater than that for
UTAL. For free carbon phase, like the previous concentrations, the free carbon layer in
the structure from our parameters were flatter than that from UTA1 parameters.

Overall, the carbon atoms in the structures constructed via the parameters fitted in
this work are more likely to have the tendency to be discovered in SiOC glass phase than
that in the structures constructed via UTA1 parameters. The reason for this phenomenon
is attributed to the adjustment of elastic constants of SiC. The overestimated elastic
constants of SiC by UTA1 parameters cause the extremely low tolerance of deformation
in Si-C bond, which means the energy of the systems would rise rapidly with the distortion,
compression or stretching of Si-C bonds. However, it is inevitable for SiOC glass phase
to have deformed Si-C bonds because of the differences in local packing environment
between SiO> (Si-O bonds) and SiC (Si-C bonds). Therefore, after the modification of
parameters, the improved elastic constants make carbon atoms in our model are prone to
be located in SiOC glass phase. In structures from UTA1 parameters, the carbon atoms
that cannot be stabilized in SiOC glass region tend to join the free carbon phase, leading

to the curlier free carbon layers.
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Next, the coordination number (CN) analyses of each concentration are shown in
Figure 3.17 to Figure 3.20. Considering the first valley of the radial distribution functions
of a-Si, a-Si02, a-SiC and a-C of 2.7, 1.9, 2.2 and 2.0, respectively, r < 2.7A, r< 1.9A, r
<2.2A and r <2.0A are chosen as the representative cutoff radii for Si-Si, Si-O, Si-C and
C-C bonds. First of all, for SiC»201.6, the results shown in Figure 3.17 illustrates that the
numbers of three- and five-coordinated silicon atoms and three-coordinated oxygen atoms
in the structure constructed by our parameters decrease compared to the structure
constructed by UTA1 parameters. Secondly, for SiCi5016, the results are shown in
Figure 3.18. As we can see, the five-coordinated silicon atoms were vanished after the
modification of parameters. On the other hand, there are several two- and four-
coordinated carbon atoms found in the structures built via our parameters on account of
the carbon atoms in SiOC glass phase. Third, for SiCogO16, the results are shown in
Figure 3.19. The numbers of five-coordinated silicon atoms and two-coordinated carbon
atoms in the structures are reduced while the coordination distribution of oxygen atoms
were quite the same after the modification of parameters. Besides, there are no four-
coordinated carbon atom in structure from UTA1 parameters at all, indicating that under
the description of UTA1 parameters, C atoms can hardly be the form of sp* hybridization.
Lastly, for SiCi.6500.6, as we can see in Figure 3.20, there are a few two- and even six-
coordinated silicon atoms appearing in the structures constructed by UTA1 parameters,
while there isn’t any in the structures constructed by the parameters fitted in this work.
Besides, the number of five-coordinated silicon atoms in our structures are less than that
in UTA1’s structures.

In summary, the too-high tolerance of UTA1 parameters for under- and over-
coordinated silicon atoms and three-coordinated oxygen atoms were improved thanks to
the more precise elastic constants and cohesive energies prediction of SiO2 and SiC after

the modifications of parameters.
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o Silicon . Oxygen ° Carbon

Figure 3.9 The structure of SiC2201.6 constructed by the parameters developed in this

work: (a) unit cell, (b) overview of the 2x2 supercell
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Figure 3.10 The structure of SiC2201.6 constructed by UTA1: (a) unit cell, (b) overview

of the 2x2 supercell
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Figure 3.11 The structure of SiCi.6501.6 constructed by the parameters developed in this

work: (a) unit cell, (b) overview of the 2x2 supercell
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Figure 3.12 The structure of SiCj.6501.6 constructed by UTA1: (a) unit cell, (b) overview

of the 2x2 supercell
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Figure 3.13 The structure of SiCo801.6 constructed by the parameters developed in this

work: (a) unit cell, (b) overview of the 2x2 supercell

42
doi:10.6342/NTU202002641



(@)

(b)

Figure 3.14 The structure of SiCo 8016 constructed by UTA1: (a) unit cell, (b) overview

of the 2x2 supercell
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Figure 3.15 The structure of SiC1.6500.6 constructed by the parameters developed in this

work: (a) unit cell, (b) overview of the 2x2 supercell
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Figure 3.16 The structure of SiC1.6500.6 constructed by UTA1: (a) unit cell, (b) overview

of the 2x2 supercell
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Figure 3.17 Atomistic coordination distribution of SiC2,01.6: (a) this work, (b) UTAI
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Figure 3.18 Atomistic coordination distribution of SiCi.6501.6: (a) this work, (b) UTAI
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Figure 3.20 Atomistic coordination distribution of SiCos01.6: (a) this work, (b) UTA1
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3.3.3 Stability of amorphous SiOC

In this section, the stability of amorphous SiOCs is discussed. Here, we applied the
concept of formation energy to compare the stability of SiOC structures constructed via
our parameters and UTA1 parameters in each concentration. The formation energies per
Si atom (Ey) of different SiOC structures are given by

Ef = Esio,c, — (Esi + a-Eg, + b " Egrapnite)
(eq. 3-4)
Esio,c, 1s the total energy of SIOC structure divided by the amount of silicon atoms in
the structure; Es;, Eo, and Egrqpnite are the per-atom energies of silicon crystal,
oxygen molecule and graphite, respectively.

In order to compare the formation energies of structures constructed in different
ReaxFF potential parameters, DFT calculations are applied. The results are shown in
Table 3.6. As we can see, in every concentration, the formation energies of structures
constructed via the parameters fitted in this work are lower than the formation energies
of the structures constructed via UTA1 parameters. It means that the structures built by
our parameters are thermodynamically more stable. This is attributed to the flatter free
carbon layers, which lower the strain energy in free carbon phase, and the less over- and

under-coordinated atoms in the system.

Table 3.6 The formation energy of amorphous SiOC

Er(eV/atom) This work UTAI
SiC22016 -16.43 -15.95
SiC1.6501.6 -14.02 -13.91
SiCos01.6 -9.77 -9.70
SiC1.6500.6 -9.82 -9.56
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3.4 Summary

In this chapter, a set of Si/O/C ReaxFF potential model is modified based on the
parameter set from Ponomarev et al. (UTA1). The validation of the parameters fitted in
this work and the construction of amorphous SiOC structures in different concentrations
are done.

First, the validation of the parameters fitted in this work shows the better
performance than UTA1 parameters in lattice constants, elastic constants, cohesive
energies as well as the energy volume curves of diamond and graphite. In terms of binary
systems, the elastic constants and cohesive energies are improved with a little sacrifice
on lattice constants of SiO; (a-quartz) and SiC (B-SiC).

Second, the construction of amorphous SiOC structures in four different
concentrations, SiC2201.,6, SiC1.6501.6, SiCo8016 and SiC1.6500.6, shows that due to the
above improvements, especially for the elastic constants of SiC, the carbon atoms are
more likely to have the tendency to be discovered in SiOC glass phase. Simultaneously,
the decrease of carbon atoms in free carbon phase make the free carbon layers in our
model flatter compared to those in UTA1’s model.

Third, the calibrations of elastic constants and cohesive energies of SiO> and SiC
indirectly improve the original high tolerance in over- and under-coordinated silicon
atoms and three-coordinated oxygen atoms of UTA1 potential. Therefore, the
coordination defects are reduced in amorphous SiOC structures built via our potential
parameters.

Finally, thanks to the above improvements, the formation energies of structures
constructed by the parameters fitted in this work are all lower than the formation energies
of the structures constructed via UTA1 parameters. In other words, the structures built by
our parameters are thermodynamically more stable.

49
doi:10.6342/NTU202002641



Chapter 4  First-principles Study of the Structure and
Electronic Properties of Amorphous

Silicon Oxycarbide

4.1 Introduction

As we mentioned in Chapter 1, Liao et al. 38 [* constructed the amorphous SiOC
structures through a mixed process. The melt-and-quench simulations via classical MD
were conducted based on the Tersoff potential and the parameters for SiO» and SiC,
following by annealing and geometry optimization in DFT calculations. The results are
shown in Figure 4.1. The segregation of carbon atoms in the structures is observed.
However, the free carbon phase look much denser than graphite-like amorphous carbon.
It can be attributed to the poor description of graphitic carbon by Tersoff potential (%],

On the other hand, Sun et al. " used evolutionary algorithm implemented in the
USPEX program to construct the initial S1OC structure instead of carrying out melt-and-
quench MD. The structure was then subject to annealing by ab initio MD at 1200K. The
final structure is shown in Figure 4.2. The generated structure contained the major feature
of amorphous SiOC including segregated carbon network, SiOxCsx tetrahedra and
micropores (voids). Neverthless, the feature of graphite-like amorphous carbon in free
carbon phase was not clear probably since the simulation cell was not large enough (138
atoms).

In this chapter, we construct the amorphous SiOC structures in six different
concentrations, which are SiC33016, SiC22016, SiCi1.65016, SiCos016, SiC1.6501.1 and
SiC1.6500.6, via ab initio melt-and-quench MD simulations. By comparing the free carbon

proportion, SiOxCs tetragedra distributions, pore volume, specific surface area and local
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density of states of the SiOC structures in different concentrations, we aim to clarify the
effect of carbon and oxygen contents on structural properties and electronic structures of

amorphous SiOCs.

Figure 4.1 Amorphous SiOC structures: (a) SiC1304s, (b) SiC2/504s, (¢) SiCOg/s, (d)

SiCs/506/s, (€) SiC11/506/s 2!

Figure 4.2 The structure of SiC24301.5 !
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4.2 Computational details

All atomic structures, energetics, and electronic properties reported here without
farther mention were calculated based on the density functional theory (DFT) within the
generalized gradient approximation (GGA) with the parametrization of
Perdew—Burke—Ernzerhof (PBE) [} for the exchange-correlation functional as
implemented in the well-established Vienna ab initio simulation package (VASP) (6411661,
The valence electron wave functions were expanded in plane-wave basis sets and the
projector augmented wave (PAW) method "1 was used to describe the core-electron
interactions. The plane-wave cut-off energy was set to be 500 eV for both the geometric
optimization and the electronic property calculations. The Brillouin zone samplings were
performed with a 2x2x2 k-point grid in the Monkhorst-Pack scheme for the geometry
optimization and with an increased k-point mesh up to 5x5x5 for the electronic properties
calculation. During the geometry optimization, all atoms in the supercell were fully

relaxed with the conjugated gradient method until the residual forces acting on the

constituent atoms become less than 0.05 eV/A.

4.2.1 Melt-and-quench procedures to construct amorphous silicon

oxycarbide

The structures of SiOC were constructed by melt-and-quench method simulated via
ab initio MD simulations. In this MD simulation, the cut-off energy was set to 350eV, and
the k-points were sampled only at the Gamma point. The time step between each iteration
was 1 fs. We considered six SiOC concentrations: SiC33016, SiC2201.6, SiCi.6501.s,
SiCo 3016, SiC1.6501.1 and SiCi.6500.6. For each concentration, we set the total number of

atoms up to around 200 in the systems to ensure the structural characteristics can be
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observed. The exact atomistic compositions of the systems is shown in Table 4.1.

The melt-and-quench procedure was the same as that mentioned in section 3.2.3. For

each concentration, three structures were sampled.

Table 4.1 Atomistic compositions of SIOC samples

Si o C Total
SiC3301.6 33 53 110 196
SiC2201.6 40 64 88 192
SiC1.6501.6 46 74 76 196
SiCos01.6 58 93 46 197
SiC1.6501.1 50 55 83 188
SiCi.6500.6 60 36 99 195
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4.2.2 Connolly Surface

Studies of the microscopic free-volume properties at atomic scales provide a basic
understanding of the mechanical and physical properties of materials. In order to study
the pore volume distribution in bulk simulated molecular models, the hard probe method
was applied [®!. The schematic illustration of Connolly surface is shown in Figure 4.3.
When the probe with its radius 73,5 moved along the van der Waals surface of the
system, the Connolly surface can be calculated 7%,

In this study, 7prope Was set to be 1.09A, which is the ionic radii of Li ion. The pore
volume (PV) in the systems is calculated by subtracting the volume covered by the

Connolly surface from system volume, while the specific surface area (SSA) of the

systems is the surface area of the Connolly surface.

Connolly surface

I'vdw,B

Figure 4.3 Schematic illustration of Connolly surface
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4.2.3 SiOxCyx tetrahedra and free carbon calculation

In amorphous SiOC systems, it is commonly accepted that SIOC glass phase is
composed of SiOxCsx tetrahedra. To quantitatively analyze the tetrahedra, we calculated
the number of C and O atoms binding with each Si atom in the system and categorized
them into SiC4, SiC30, SiC20., SiCO3 and Si0O4 as shown in Figure 4.4. Considering the
first valley of the radial distribution functions of a-SiO, and a-SiC of 1.9 and 2.2,
respectively, r < 1.9A and r < 2.2A are chosen as the representative cutoff radii for Si-O
and Si-C bonds. In terms of free carbon phase, we define the carbon atoms that do not
belong to any of SiOxCa.x tetrahedron as free carbon atoms. Likewise, r < 2.0A is selected
as the representative cutoff radii for C-C bond based on the first valley of the radial

distribution functions of a-C.

(b) (©) (d) (e)

O Silicon . Oxygen ° Carbon

Figure 4.4 SiOxCs tetrahedra: (a) SiCs, (b) SiC30, (¢) SiC203, (d) SiCOs3, (e) SiO4
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4.3 Results and discussion

4.3.1 Structures of amorphous SiOC

Different from the previous chapter, here, we constructed the amorphous SiOC
structures in six different concentrations, which are SiC33016, SiC22016, SiCi.6501s,
SiCo.801.6, SiC1.6501.1 and SiCi.6500.6, by ab initio melt-and-quench MD simulations. The
optimized structures are shown in Figure 4.5 to Figure 4.10. Note that only the most stable
structure among the three in each concentration would be shown.

First, the structure of SiC33016, which has the highest carbon concentration, is
shown in Figure 4.5. In the structure, we observe that the free carbon phase consists of a
bilayer graphite-like amorphous carbon with a d-spacing of around 3.6 A, which is close
to the d-spacing of amorphous graphite. On the other hand, several carbon atoms were
found in the SiOC glass region. The structures of SiC2201.61s shown in Figure 4.6. With
the decrease of carbon concentration, the free carbon phase turned from bilayer
amorphous carbon into an amorphous graphene. Then, as the carbon concentration further
decreased to SiCi.6501.6 and SiCo801.6, whose structures are shown in Figure 4.7 and
Figure 4.8 respectively, the area of free carbon got smaller and smaller, turning into
cracked amorphous graphene dispersed in the structure. On the other hand, as the oxygen
concentration decreased to SiCi.6501.1 and SiCi¢5006, whose structures are shown in
Figure 4.9 and Figure 4.10 respectively, the free carbon phase gradually transformed from
monolayer to bilayer amorphous graphene, while there were more and more carbon atoms
and Si-Si bonds in the SiOC glass region.

For all concentrations above, free carbon phase as well as SiIOC glass phase are
observed. Moreover, compared to the carbon atoms in the structures constructed by
ReaxFF potential model, the carbon atoms in the structures built by DFT calculations are

much more likely to be discovered in SiOC glass region.
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(b)

Figure 4.5 The structure of SiC3301.6: (a) unit cell, (b) overview of the 2x2 supercell
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(b)

Figure 4.6 The structure of SiC2201.6: (a) unit cell, (b) overview of the 2x2 supercell
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Figure 4.7 The structure of SiCi.6501.6: () unit cell, (b) overview of the 2x2 supercell

59
doi:10.6342/NTU202002641



(@)

(b)

I). .

&
(¢
'y
f
A
o
5,

'. .
N

4 ’g g
o~ '- e
L .

v -0
QP
&,
v‘,"
&

?
).

&
L&
L

3

SN,

y /¥
i
! 1
‘%

N
e
e
3‘ e
e
DN
v ¥
L/ -
e B IO
R

Y ¥ "o

A

S8

/

&
9,
Y
&
L.
¥
K J
ot
o
5%

_"" 8 ).» ‘ :~:‘_; A el .s ‘

g - . . ’
S ARV SR
D o O - B SN

Figure 4.8 The structure of SiCo301.6: (2) unit cell, (b) overview of the 2x2 supercell
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Figure 4.9 The structure of SiCi.6501.1: (2) unit cell, (b) overview of the 2x2 supercell
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Figure 4.10 The structure of SiC1.6500.6: (2) unit cell, (b) overview of the 2x2 supercell
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4.3.2 Free carbon distribution in amorphous SiOC

In this section, we are going to discuss the effect of carbon and oxygen contents on
the free carbon phase. The definition of free carbon in this work is described in 4.2.3.
Theoretically, the SIOC glasses are a stoichiometric mixture of SiO2 and SiC, comprising
a random network of Si-O and Si-C bonds, which forms mixed SiOxCa4x tetrahedra. Thus,

amorphous SiOC ceramics are often expressed as

SiCrsyOz1—xy = (X SiC + (1 = %) - Si0} + ¥ * Crree

(eq. 4-1)
The formula-predicted free carbon proportions are calculated as
y
Xfree carbon = x+y
(eq. 4-2)

The free carbon proportions of SiC3301.6, SiC2201.6, SiCi1.6501.6 and SiCo301.6 are
shown in Figure 4.11. As the decrease of carbon concentration, both the formula-predicted
free carbon proportions and actual free carbon proportions in the structures dropped.
However, there were deviations between the free carbon proportions calculated by (eq.
4-2) and actual proportions in the structures constructed.

The free carbon proportions of SiCi.6501.6, SiC1.6501.1 and SiCi.6500.6 are shown in
Figure 4.12. The results showed that the formula-predicted free carbon proportions and
actual free carbon proportions of the structures shared the same trend. While the oxygen
concentration decreased, the free carbon proportions would drop as well. Nevertheless,
there were also deviations between the formula-predicted value and the actual value of
the structures.

The existence of the deviations between the formula-predicted free carbon
proportions and the actual free carbon proportions in the structures can be attributed to
two reasons. First, the formula-predicted model is under the assumption that there isn’t
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any connection between SiOC glass phase and free carbon phase. Therefore, the carbon
atoms in amorphous graphene/graphite of free carbon phase will not be bound with any
atom in SiOC glass phase. However, there were several Si-C bonds at the edge of free
carbon phase and between the free carbon phase and SiOC glass phase in the constructed
structures, which therefore caused the deviations between the formula-predicted value
and the calculated value. The other reason is that, due to the limitation of the simulation
cell size in ab initio calculations, the effect above would be magnified compared to the

actual SiOC samples synthesized by experiment through pyrolysis process.
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Figure 4.11 Free carbon proportions of SiC3301.6, SiC2201.6, SiC1.6501.6 and SiCo.801.6
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4.3.3 SiOxCyx tetrahedra distribution in amorphous SiOC

In this section, we are going to discuss about the effect of carbon and oxygen content
on the distribution of SiOxCs. tetrahedra in amorphous SiOC. To make it easy to compare
the results among different concentrations, the number of each kind of tetrahedron were
normalized by the total numbers of SiOxCs.x tetrahedra in structures of each concentration.

The distributions of SiOxCsx tetrahedra in SiC33016, SiC22016, SiCi65016 and
SiCo301.6 are shown in Figure 4.13. The results show that as the carbon concentration
rises, the fraction of SiCOs3 tetrahedra decreases, while the fraction of SiC3O tetrahedra
increases. In terms of SiO2C,, its fractions are almost the same as those in SiC3 301,
SiC2201.6 and SiC1.6501.6, yet the fraction in SiCogO1.6 slightly decreases. Since the high
concentration of oxygen in the structures, there are over 40% of SiO4 tetrahedra, which
correspond to amorphous SiO, in all of the four concentrations. Furthermore, SiCs
tetrahedral unit is not seen in any of the structures in these concentrations, which is also
attributed to the high oxygen content.

The distributions in SiCi.6501.6, S1C1.6501.1 and SiCi.6500.6 are shown in Figure 4.14.
The fractions of tetrahedral units with higher carbon content, which are SiC4 and SiC30,
increase with the lowering oxygen concentration. In contrast, the fractions of tetrahedral
units with lower carbon content, which are SiCOs3 and SiOs4, decrease with the lowering
oxygen concentration. The exception occurs on the fraction of SiCO3 in SiCj ¢501.1, which
is a bit higher than that in SiCi.6501.6. However, if we put the fraction of tetrahedral units
with lower carbon content, which are SiCO3 and Si104 together, we can find it decreasing
with the lowering oxygen concentration. In addition, for Si02Co, its fractions are quite
the same in SiC1.6501.6, SiC1.6501.1 and SiCi.6500.6.

To summarize, the higher carbon concentration in amorphous SiOC causes the

increase of the tetrahedral units with higher carbon content and the decrease of the
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tetrahedral units with lower carbon content. Another point is that, the lower oxygen
concentration causes the same effect as the rise of carbon content, leading to the not only
increase in the tetrahedral units with more carbon atoms but the decrease in the tetrahedral
units with less carbon atoms. To stress it again, the fractions of SiO2C; in all the

concentrations are similar to each other, which is accounted for around 20%.
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4.3.4 Pore volume and specific surface area of SiOC

In this section, we are going to discuss the effect of carbon and oxygen content on
pore volume (PV) and specific surface area (SSA) of amorphous SiOC. The microporous
spaces, which are defined as the spaces not covered by Connolly surface of the system,
in each concentration are shown in Figure 4.15. The spaces covered by grey surfaces are
the pores in the structures.

First, PV and SSA of SiC3301.6, SiC2201.6, SiC1.6501.6 and SiCogO1.6 are shown in
Figure 4.16. The results show that both PV and SSA show a downward trend with the
increasing C/Si ratio from 0.8 to 2.2, since the increasing number of tetrahedral units with
high C content, such as SiC30 and SiC4, can greatly densify the SiOC glass phase.
However, when C/Si ratio further increase to 3.3, the formation of bilayer graphite-like
amorphous carbon in free carbon phase (shown in Figure 4.15 (a)) induces an interlayer
space, leading to the increase of PV and SSA instead.

Secondly, PV and SSA of SiCi.6501.6, SiC1.6501.1 and SiCi.6500.6 are shown in Figure
4.17. As the decreasing of oxygen concentration, both PV and SSA showed a downward
trend, which is attributed to the increase of SiCs and SiC3O as well as the decrease of
SiCO3 and Si04 mentioned in previous section.

In summary, before the appearance of bilayer amorphous carbon in free carbon phase,
the rising carbon concentration and the decreasing oxygen concentration will result in the
drop of both PV and SSA in amorphous SiOC. On the other hand, the presence of bilayer

amorphous carbon in free carbon phase will lead to the increase of PV and SSA.
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4.3.5 Electronic structures of SiOC

In this section, we present the electronic structures of amorphous SiOC to discuss
how the carbon and oxygen contents affect the band gap of SiOC glass phase in
amorphous SiOC structures. The local density of state of SiC3301.6, SiC2201.6, SiCi1.6501.6,
SiCo.801.6, SiC1.6501.1 and SiCi 65006 are shown in Figure 4.18 to Figure 4.23. The dashed
lines refer to the edge of extended states in SiOC glass region, while the states between
the dashed lines are localized states in SIOC glass phase and extended states in free carbon
layer. To further verify the states between the gaps, we observe the charge distributions
in the gap region via decomposed charge density calculations. The charge distributions
between the gaps of SiC33016, SiC22016, SiCi65016, SiCo8016, SiCi6501.1 and
SiC1.6500.6 are shown in Figure 4.24 to Figure 4.29. It is confirmed that the states between
the gaps of SiOC glass phase are either localized states in S1OC glass phase or extended
states in free carbon phase.

The fraction of Si-C bond, fraction of Si-Si bond and the band gaps of SiC3301.s,
S1C2201.6, S1C1.6501.6, S1C0.801.6, SiC1.6501.1 and SiCi.6500. are listed in Table 4.2. As we
can see in the table, the band gaps of all the SiOC glass phase in amorphous SiOCs are
under 3.5 eV, which are much lower than the band gap of amorphous SiO» (around 6 eV
in DFT calculations). It indicates that adding carbon atoms into the SiOC glass phase
effectively reduces the gaps by forming the Si-C states, whose band gap is around 1.4 eV.
Furthermore, the band gaps of SiC3301.6, SiC2201.6, SiCi65016 and SiCog016 are all
close to 3.0 eV since there are few differences among the fraction of Si-C bond and Si-Si
bond in the four concentrations. On the other hand, the decrease of oxygen concentration
induces the rising fractions of Si-C bond and Si-Si bond in SiC;6501.1 and SiCi.6500.6,

making the band gaps of the SiOC glass phase lower to 1.2 and 0.6 eV respectively.
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Figure 4.19 Local density of state of SiC2.201.6
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Figure 4.20 Local density of state of SiC1.6501.6
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Figure 4.21 Local density of state of SiCo.801.6
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Figure 4.24 The charge distribution of SiC3301.6 in the range between: (a) E-Ef=-1.5 ~

0¢eV, (b) E-Er=0~1.6 eV
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Figure 4.25 The charge distribution of SiC2201.6 in the range between: (a) E-Ef=-1.7 ~

0¢eV, (b) E-Er=0~1.7 ¢V
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Figure 4.26 The charge distribution of SiC;.¢501.6 in the range between: (a) E-Ef=-1.6 ~

0¢eV, (b) E-Er=0~1.7 ¢V
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Figure 4.27 The charge distribution of SiCosO16 in the range between: (a) E-E¢

0 ¢V, (b) E-Er=0~2.0 eV
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Figure 4.28 The charge distribution of SiCi.6501.1 in the range between: (a) E-E¢=-0.5 ~

0 ¢V, (b) E-Er=0~0.7 ¢V
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Figure 4.29 The charge distribution of SiCi.6501.1 in the range between E-Ef= 0 ~ 0.6

eV

Table 4.2 Fraction of Si-C bond, fraction of Si-Si bond and band gap of amorphous

Si0Cs
# :foii; C # ;)fOSfiS—iSi Band gap (€V)
SiC3301.6 0.79 0.09 3.2
SiC22016 0.80 0.05 3.4
SiCi.6501.6 0.78 0.07 3.3
SiCos01.6 0.67 0.06 3.0
SiC1.6501.1 1.27 0.30 1.2
SiCi.6500.6 1.78 0.57 0.6
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4.4  Summary

In this chapter, we construct the amorphous SiOC structures in six different
concentrations, which are SiC3 3016, SiC22016, SiCi1.65016, SiCos016, SiC16501.1 and
SiCi.6500.6, via ab initio melt-and-quench MD. For all concentrations above, free carbon
phase as well as SiOC glass phase are clearly observed.

For free carbon phase, the results suggest that the area of free carbon phase will
gradually decrease as the lowering of carbon concentrations. Besides, decreasing the
content of carbon and oxygen both result in the lowering of the proportion of carbon
atoms in free carbon phase. Furthermore, the increase of carbon concentration as well as
the decrease of oxygen concentration will induce the rise of the fraction of SiC4 and SiC;0
tetrahedra and the drop in the fraction of SiCO3 and Si0O4 tetrahedra. Because of the dense
nature of tetrahedral units with higher carbon content and loose nature of tetrahedral units
with lower carbon content, the increase of carbon concentration as well as the decrease
of oxygen atom will also induce the drop in PV and SSA in amorphous SiOC.

In terms of the electronic structures of amorphous SiOC, the addition of carbon
atoms into the SiOC glass phase effectively reduce the band gap of the SiOC glass region
to under 3.5 eV by forming the Si-C states, whose band gap is around 1.4 eV. On the other
hand, the decrease of oxygen concentration induces the rising fraction of Si-C bond and
Si-Si bond in SiCi.6501.1 and SiCj.6500.6, lowering the band gap of the SiOC glass phase

to 1.2 and 0.6 eV respectively.
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Chapter 5 Lithiation Mechanism of Amorphous

Silicon Oxycarbide

5.1 Introduction

As a potential candidate for next generation anode in LIBs, amorphous SiOCs
deliver reversible capacities of around 600 mAh/g with an irreversible capacity loss
during the first charging/discharging cycle. However, the exact lithiation mechanism of
SiOCs is still controversial. Fukui et al. ! synthesized a SiOC sample of SiC7.7500.51,
offering the first lithiation capacity of 867 mAh/g and the first delithiation one of 608
mAh/g as shown in Figure 5.1. They suggested that the major charge capacity of SiOC
ceramics came from the free carbon phase, and the lithium storage site could be interstitial
spaces or edges of graphene layers. On contrary, Liu et al. ** considered that SiOC glasses
phase served as the major lithiation site.

For theoretical studies, Liao et al. [*3] attributed the high specific capacities to the
formation of LixO and LiySi composites in lithiated SiOC, as shown in Figure 5.2, and
suggested that the carbon atoms did not attract lithium but form a stable C—C domain to
maintain the configuration of the lithiated system. Sun et al. ['!l considered the two-step
lithiation proceeds by the absorption of Li at the nanovoid sites, followed by the chemical
interactions of Li with the SiOxCs— tetrahedral units and the C phase.

In this chapter, we conducted the lithiation calculations on four different SiOC
concentrations, which are SiC>201.6, SiCi.6501.6, S1C0.801.6 and SiCi.6500., to clarify the
lithiation mechanism of amorphous SiOCs. Furthermore, we also tried to figure out the

key factors that affect the total capacity and reversibility of amorphous SiOCs.
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Figure 5.1 Lithiation/delithiation capacity and Coulombic efficiency of SiC7.7500.51 %!

Figure 5.2 Formation of LixO and LiySi in Li2SiC2/50¢/s **!
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5.2 Computational details

All atomic structures, energetics, and electronic properties reported here without
farther mention were calculated based on the density functional theory (DFT) within the
generalized gradient approximation (GGA) with the parametrization of
Perdew—Burke—Ernzerhof (PBE) for the exchange-correlation functional as implemented
in the well-established Vienna ab initio simulation package (VASP). The valence electron
wave functions were expanded in plane-wave basis sets and the projector augmented
wave (PAW) method was used to describe the core-electron interactions. The plane-wave
cut-off energy was set to be 500 eV for both the geometric optimization and the electronic
property calculations. The Brillouin zone samplings were performed with a 2x2x2 k-point
grid in the Monkhorst-Pack scheme for the geometry optimization and with an increased
k-point mesh up to 5x5x5 for the electronic properties calculation. During the geometry
optimization, all atoms in the supercell were fully relaxed with the conjugated gradient
method until the residual forces acting on the constituent atoms become less than 0.05
eV/A.

To simulate the lithiation process, in each step, five Li atoms were put into the voids
in the structures, followed by MD simulations at 1000K for 5ps. The three configurations
with the lowest energy were picked during the period. The structures were then fully
relaxed and the energies for the systems were obtained to calculate the formation energy.
The formation energies per Si atom (Ef) is given by

Ef = Epi sio,c, — (XELi + Esio,c,)

(eq. 5-1)
where Ej; sio,c, and Egio,c, are the total energies per Si atom of lithiated SiOC and
pristine SiOC systems and Ej; is the per-atom energy of bee-Li. The configuration with
the lowest formation energy in each step was used for further lithium insertion. The
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voltage is calculated by

B dEs(x)
dx

(eq. 5-2)
When the structures are fully lithiated, the formation energies will approach a minimum
and the voltage will drop to a negative value, suggesting that the further insertion of Li is

thermodynamically unfavorable.

5.3 Results and discussion

5.3.1 First lithiation stage of SiOC

The lithiation process can be briefly divided into two stages. In the first lithiation
stage, the Li ions were found to be located near the free carbon phase or at the interface
between the free carbon phase and SiOC glass phase. As shown in Figure 5.3 to Figure
5.6, there were 21, 21, 6 and 21 Li in the first stage lithiation of SiC2201.6, SiCi.6501 .6,
SiCo.801.6 and SiCy.6500.6 respectively.

The local density of state of the first stage lithiated SiOCs are shown in Figure 5.7.
By integrating the total density of state of the first stage lithiated SiOCs from the lowest
level to the level which made the integral the same as the numbers of electrons that
pristine SiOCs had, we could obtain the relative relationship between the fermi level of
pristine structures and of the lithiated structures. As shown in Figure 5.7, during the first
lithiation stage, the transfer of electrons from Li let fermi level shift for 1.73, 1.72, 0.48
and 1.30 eV in SiC2201.6, SiCi.6501.6, S1Co.801.6 and SiCi.6500.6 respectively. In the region
between the fermi level of pristine structures and of the lithiated structures, the number
of the states of carbon atoms is obviously more than that of silicon and oxygen atoms,

indicating that the carbon atoms are the major electron receiver in the first lithiation stage.
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On the other hand, the Li ions were absorbed on the oxygen atoms at the surface of SIOC
glass phase.

To further verify the states that gained the electrons from Li, we observe the charge
distributions between the fermi level of pristine structures and of the lithiated structures
via decomposed charge density calculations, which are shown in Figure 5.8 to Figure 5.11.
In all the four concentrations, the states fell mainly on the carbon atoms in free carbon
phase and secondarily on defect sites, Si-C bonds and Si-Si bonds in SiOC glass phase,
again suggesting that the carbon atoms are the major electron receiver in the first lithiation
stage.

By integrating the local density of states of Si, O and C atoms in the range between
the fermi level of pristine structures and of the lithiated structures, we obtained the charge
gain on Si, O and C atoms in each step during the first lithiation stage of SiC>201.s,
SiC1.6501.6, S1C0.801.6 and SiC1.6500.6 as shown in Figure 5.12. It was clear that the charge
gain on carbon atoms was far more than the charge gain on silicon and oxygen atoms for

all the four concentrations in the first stage lithiation.
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Figure 5.4 Structure of the first stage lithiated SiC1.6501.6 with 21 Li
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Figure 5.6 Structure of the first stage lithiated SiCj.6500.6 with 21 Li
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Figure 5.9 Charge gain in the first stage lithiated SiC1.6501.6 with 21 Li
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Figure 5.11 Charge gain in the first stage lithiated SiCi.6500.6 with 21 Li
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5.3.2 Second lithiation stage of SiOC

In the second lithiation stage, as the lithium concentrations went higher, the Li ions
began to interact with SiIOC glasses. It could be attributed to three reasons, which were
the stress accumulated in the first stage lithiation, the shift of fermi level of the systems
and the effect of electric field at the interface between free carbon and SiOC glass phase.

First, the Li ions were absorbed on the oxygen atoms in the first lithiation stage. The
coulombic interactions between Li ions and O atoms, which slightly distorted the Si-O-
Si angles, induced the stress on the Si-O bonds in SiOC glass phase. The formation of
strained bonds lowered several anti-boding state of Si-O bonds, which thus made the
electrons from Li more easily to transfer to the anti-boding state of Si-O, resulting in the
energetically favorable interaction between Li and SiOC glass.

Secondly, as the lithium concentration got higher and higher, the electrons from Li
gradually filled the states that were originally unoccupied in the pristine SiOC structures,
making the fermi level of the systems move to the higher states. The more Li ions were
in the amorphous SiOCs, the closer the fermi level of the systems was to the conduction
band minimum of the SiOC glass phase, which were Si-O anti-bonding states, allowing
the electrons from Li to transfer to SiOC glass phase with less energy cost.

Third, the electrons accumulated on the carbon atoms in free carbon phase as well
as the L1 ions absorbed on the oxygen atoms from the surface of SiOC glass phase in the
first stage lithiation generated an electric field at the interface between free carbon and
S10C glass phase as shown in Figure 5.13. The electric field at the interface region made
the electrons be prone to move to the SiOC glass region. Therefore, the Li ions tends to
interact with the SiIOC glasses in the second stage lithiation.

The insertion of Li in amorphous SiO; is an energetically unfavorable reaction,

which had been tested ourselves and also proposed by Kroll [**. Nevertheless, with the
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aid of the above effects as well as the carbon atoms in SiOC glass phase, the insertion of
Liin SiOC glass becomes an energetically favorable reaction instead. Besides, during the
second stage lithiation of amorphous SiOCs, we observed that not only the number of Li
ions in the SiOC glass phase was increasing, but also the number of Li ions near the free
carbon phase was slowly growing. It indicated that the free carbon was keeping receiving
electrons from Li during the whole lithiation process.

Finally, the fully lithiated structures of SiC»2016, SiCi65016, SiCosO16 and
SiCi.6500.6 are shown in Figure 5.14 to Figure 5.17. It can be seen that the free carbon
phase still remained complete, suggesting the function of stabilizing the whole systems
of it. On the other hand, the break of Si-O bonds and the formation of Li-O as well as Si-

Si bonds were observed in the SiOC glass region during the lithiation process.

Free carbon

EEEEEEEE
=« = o
OO0 O

Si0C glass

Figure 5.13 Schematic representation of electric field generated after the first stage

lithiation in amorphous SiOCs
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Figure 5.15 Fully lithiated structure of SiC1.6501.6
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Figure 5.16 Fully lithiated structure of SiCo.8O1.6
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Figure 5.17 Fully lithiated structure of SiC1.6500.6
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5.3.3 Structural evolution during the lithiation process

To explore the structural evolution of the amorphous SiOCs upon lithiation, in this
section, the coordination number (CN) and relative volume are analyzed. Considering the
first valley of the radial distribution functions of a-SiO, of 1.9, r < 1.9A is chosen as the
representative cutoff radii for Si-O bonds. On the other hand, r < 2.15A is selected as the
cutoff radii for Li-O bonds based on the O-Li bond length in lithium silicates, such as
Li2Si20s and LisSiO4 71172,

The coordination numbers of O-Si and O-Li in lithiated SiC22016, SiCi.6501.s,
SiCo801.6 and SiC1.6500.6 are shown in Figure 5.18. In all the pristine amorphous SiOCs,
the initial CN of O-Si were very close to two, indicating that there were few coordination
defects in SiOC glass phase. As the increasing Li concentration, the CN of O-Si slowly
decreased in the first stage lithiation, which meant that electrons seldom filled to the Si-
O anti-bonding states in the stage. Only the strained bonds that existed in the beginning
would probably be broken by the electrons from Li. However, as the effect described in
previous section, the electrons were prone to enter the SIOC glass phase in the second
stage lithiation and filled the Si-O anti-bonding states. Therefore, the CN of O-Si
decreased more rapidly in this stage compared to the first stage. Among the four different
SiOC concentrations, the decrease of CN of O-Si in SiCj.65006 was the most radical
because of the lowest oxygen content of it. In the other three systems, the evolution trends
of CN of O-Si were almost the same on account of the same oxygen content of them.

The growing of CN of O-Li in lithiated SiOCs showed a reverse trend compared to
the CN of O-Si, suggesting that Li was mainly attracted by O atoms in the structures.
Among the four different SIOC concentrations, the growth of CN of O-Li in SiCy.6500.6
was the most rapidly, which was also thanks to the lowest oxygen content of it. The same

as the trend of CN of O-Si, the evolution trend of CN of O-Si in SiC,,016, SiCi1.65016
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and SiCo 3016 were similar to each other. During the late period of lithiation, due to the
high lithium concentration, there was one LisO complex discovered in SiC22016 and
SiCi.6500.6 respectively. The structure of LicO complex is shown in Figure 5.19. Based on
the results from Chou et al. "], the formation of LicO complex results mainly in reversible
capacity rather than irreversible capacity, which caused by the formation of Li,O or
various lithium silicates.

In terms of volumetric changes, we calculate the relative volume by dividing the
volume of lithiated SiOC structures by the volume of pristine SiOC structures. The
relative volume expansions of amorphous SiOCs at different lithiation stages are
calculated and compared to the calculation results of Si " and SiOy3 [*!, as shown in
Figure 5.20. The results showed that the relative volumes of lithiated SiOCs increased
linearly during the lithiation process. At the fully lithiated state, the maximum relative
volumes for the amorphous SiOCs ranged from 1.24 to 1.44 and were much lower than
the values of 3.69 for LisSi and 3.45 for LisSiOys3. In addition, the SiOC with higher
carbon content presented a smaller volume expansion in the process of lithiation,
suggesting that besides being a reservoir of electrons, the free carbon phase also

effectively limited the volume expansion of the systems during the lithiation process.
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Figure 5.19 Structure of LisO complex
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5.3.4 Effects of carbon and oxygen contents on specific capacity

In this section, we are going to discuss the effect of carbon and oxygen contents on
the lithiation energetics and specific capacity of the amorphous SiOCs. The formation
energies of lithiated SiC2201.6, SiCi.6501.6, S1C0.801.6 and SiCi.6500.6 are shown in Figure
5.21 (a). The formation energies gradually decreased with the insertion of Li and reached
a minimum value while the SiOCs were fully lithiated. The higher the carbon and oxygen
contents, the lower the formation energy profile is, indicating that Li incorporation is
energetically more favorable in the SiOCs with high carbon and oxygen concentrations.
The most stable concentrations for LixSiC22016, LixSiCi65016, LixSiCosO16 and
LixSiC1.6500.6 are calculated as x = 3.53, 2.74, 1.40 and 2.02 respectively, corresponding
to the theoretical lithium capacities of 1175, 993, 590 and 937 mAh/g.

The voltage profile of lithiated SiOCs are shown in Figure 5.21 (b) and Figure 5.21
(c). The initial voltages are higher in the SIOCs with high carbon and oxygen contents,
which is also attributed to the stronger interactions between Li and the SiOCs with high
carbon and oxygen concentrations. It also means that the rising proportion of free carbon
in the systems make the initial voltage of the amorphous SiOCs higher. After the initial
stage of lithiation, the voltages of lithiated SiOCs all ranged around 0.5-1.0 V, indicating
the same mechanisms of lithiation, which are the break of Si-O bonds and the formation
of Li-O bonds during Li insertion.

From the results above, it can be conclude that the higher the concentration of carbon,
the better the performance of the amorphous SiOCs in theoretical capacity. However, the
information of reversible and irreversible capacities of anode materials are much more
important in practical use. First, the irreversible capacities usually comes from the too
strong interactions between Li ions and the anode materials, SEI formations, poor

conductivity of the systems, etc. In amorphous SiOCs, the breaks of Si-O bonds during
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lithiation process induces a large number of localized states, such as Si and O dangling
bonds, between the fermi level of pristine SiOCs and the fermi level of lithiated SiOCs.
By calculations of amorphous SiO», the alignment of Si dangling bond, O dangling bond
together with the valence band maximum (VBM) and conduction band minimum (CBM)
is shown in Figure 5.22. The 2.3 eV and 3.7 eV of energies between Si, O dangling bonds
and the CBM, which is Si-O anti-bonding states, make it too difficult for electrons to be
excited and transfer to the cathode in the spontaneous discharging process, finally leading
to the stocked Li ions in SiOC phase, which is irreversible loss of the material. Thus, the
electrons that fill to the states of Si and O dangling bonds are the major source of the
irreversible capacity in amorphous SiOCs.

Based on the concept mentioned above, we calculate the charge gain on Si, C and O
atoms according to the local density of states of fully lithiated SiOCs as shown in Figure
5.23 to Figure 5.26. The charge gain on Si, C, and O atoms in fully lithiated SiC2.201.,
SiC1.6501.6, SiCo.801.6 and SiC1.6500.6 are shown in Table 5.1. The charge gain on C atoms
corresponds to reversible capacity, while the charge gain on Si and O atoms correspond
to irreversible capacity of amorphous SiOCs. Finally, the reversible capacity, irreversible
capacity and reversibility of SiC2.201.6, SiC1.6501.6, SiC0.801.6 and SiCi.6500. are listed in
Table 5.2. The reversibility of SiC2201.6, SiC1.6501.6, SiCo801.6 and SiCi.6500.6 are 52.0,
50.7, 42.0 and 52.5% respectively, indicating that high carbon concentration as well as
low oxygen concentration in amorphous SiOCs will lead to better performance on
reversibility. Furthermore, the reversible capacities are in good agreement with the
experimental results.

In addition, the local density of state of Si shows a dip at fermi level in all the
lithiated SiOCs, suggesting that there are not Li-Si alloying in the SiOC systems. On the
other hand, the average coordination numbers of Si atoms, including Si-Si, Si-O and Si-

C, in fully lithiated SiC2201.6, SiCi.6501.6, S1Co.801.6 and SiC1.6500.6 are 2.95, 3.28, 3.58
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and 3.23 respectively, indicating that in spite of the breaking of several Si-O bonds, the
Si atoms are still in the bond network of SiOCs instead of forming Li,Si composites after
lithiation. With the above evidence, it can be concluded that there were no capacity

contribution from LiySi composites in our systems.
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Figure 5.26 Local density of state of fully lithiated SiCi.6500.6

Table 5.1 Charge gain in different atoms of fully lithiated SiOCs

Charge gain (%) Si C (0
SiC2201.6 30.6 52.0 17.4
SiC1.6501.6 28.0 50.7 21.3
SiCo.801.6 34.0 42.0 24.0
SiC1.6500.6 37.4 52.5 10.1

Table 5.2 Capacities and reversibility of the amorphous SiOCs

Capacity (mAh/g) Reversibility
Reversible Irreversible Total (%)
SiC2.201.6 611 564 1175 52.0
SiC1.6501.6 503 490 993 50.7
SiCo.801.6 247 343 590 42.0
SiC1.6500.6 492 445 937 52.5
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5.4  Summary

In this chapter, we studied the lithiation mechanism of amorphous SiOCs in four
different concentrations, which are SiC22016, SiC1.6501.6, SiCo801.6 and SiCi.65006. The
lithiation process can be briefly divided into two stages. In the first lithiation stage, the Li
ions were absorbed on the oxygen atoms at the surface of SiOC glass phase, while the
electrons from Li filled the states of carbon atoms in free carbon phase. In the second
lithiation stage, as the lithium concentrations went higher, the Li ions began to interact
with SiOC glasses because of stress accumulated in the first stage lithiation, the shift of
fermi level of the systems and the effect of electric field at the interface between free
carbon and SiOC glass phase. In this stage, not only SiOC glass but free carbon phase
were receiving the electrons from Li, indicating that the free carbon acted as a reservoir
of electrons in SiOC systems.

As the rising of Li concentration, the average CNs of O-Si and O-Li in lithiated
Si0Cs gradually decrease and increase respectively since the electrons from Li fill the Si-
O anti-bonding states. In terms of volumetric changes, the maximum relative volumes for
the fully lithiated amorphous SiOCs were much lower than those for Li4Si and LisSiO13.
Moreover, the SiOC with higher carbon content presented a smaller volume expansion in
the process of lithiation, suggesting that the free carbon effectively limited the volume
expansion of the systems during the lithiation process.

Finally, the theoretical capacities of S1C2201.6, S1C1.6501.6, S1Co.801.6 and SiCi.6500.6
are 1175, 993, 590 and 937 mAh/g respectively, suggesting that the higher carbon content
will result in the higher specific capacities of amorphous SiOCs. In terms of reversible
capacities of amorphous SiOCs, the high carbon concentration as well as low oxygen

concentration in amorphous SiOCs will lead to better performance on reversibility.
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Chapter 6 Conclusions

In this thesis, we performed ReaxFF and first principles calculations to model the
structures of amorphous SiOCs. The electronic structures, the lithiation mechanism and
the source of irreversible capacities of amorphous SiOCs are further studied by ab initio
calculations.

In the first part of this thesis, we modify the ReaxFF parameter set for Si/O/C based
on the parameters from Ponomarev et al. (UTA1). The cohesive energies, lattice constants
as well as elastic constants for diamond, graphite, SiO> (a-quartz) and SiC (B-SiC) are
calibrated so that our potential model are able to construct reasonable and reliable
structures of SiOCs. The results show that due to the improvements mentioned above,
especially for the elastic constants of SiC, the carbon atoms are more likely to have the
tendency to be discovered in SiOC glass phase. Thus, the decrease of carbon atoms in
free carbon phase make the free carbon layers in our model flatter compared to those in
UTAT1’s model. Furthermore, the calibrations of elastic constants and cohesive energies
of SiO2 and SiC indirectly improve the original high tolerance in over- and under-
coordinated silicon atoms and three-coordinated oxygen atoms of UTAI potential,
leading to the less coordination defects in amorphous SiOC structures built via our
potential parameters. Finally, thanks to the above improvements, the parameters fitted in
this work are able to construct the amorphous SiOC structures that are thermodynamically
more stable than the structures constructed via UTA1 parameters.

In the second part of this thesis, we construct the amorphous SiOC structures in six
different concentrations, SiC33016, SiC22016, SiCi65016, SiCo8016, SiCi16501.1 and
SiCi165006, via ab initio melt-and-quench MD simulations. The results show that
decreasing the carbon and oxygen contents will result in the lowering of the proportion

of carbon atoms in free carbon phase. Besides, the increase of carbon concentration as
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well as the decrease of oxygen concentration will induce the rise of the fraction of SiC4
and SiC3O tetrahedra, the drop in the fraction of SiCO; and SiOg4 tetrahedra and the
decline in PV and SSA in amorphous SiOC. Furthermore, the results of electronic
structures suggest that the higher the fraction of Si-C bond and Si-Si bond in SiOCs, the
narrower the band gap of the SiOC glass phase.

In the final part of this thesis, we conduct the lithiation calculations on four different
SiOC concentrations, SiC22016, SiCi1.65016, SiCos8016 and SiCi65006, to clarify the
lithiation mechanism of amorphous SiOCs. The lithiation process can be briefly divided
into two stages. In the first lithiation stage, the Li ions are absorbed on the oxygen atoms
at the surface of SiOC glass phase, while the electrons from Li fill the states of carbon
atoms in free carbon phase. In the second lithiation stage, the Li ions start to interact with
SiOC glasses leading to the gradual decrease and increase of the average CNs of O-Si and
O-Li respectively in lithiated SiOCs. The SiOCs with higher carbon content present
smaller volume expansions in the process of lithiation, suggesting that besides being a
reservoir of electrons, the free carbon phase also effectively limit the volume expansion
of the systems during the lithiation process. Finally, the higher the carbon content, the
better the performance of amorphous SiOCs on reversible and total capacities. On the
other hand, the high carbon concentration as well as low oxygen concentration in

amorphous SiOCs will lead to better performance on reversibility.
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Appendix

Reactive MD-force field: C/0/Si force field
39 ! Number of general parameters
50.000000 !Overcoordination parameter
9.546900 !Overcoordination parameter
26.5405 !Valency angle conjugation parameter
0.0000 !Triple bond stabilisation parameter
0.0000 !Triple bond stabilisation parameter
0.0000 !C2-correction
1.058800 !Undercoordination parameter
0.0000 !Triple bond stabilisation parameter
12.117600 !Undercoordination parameter
13.305600 !Undercoordination parameter
0.0000 !Triple bond stabilization energy
0.0000 !'Lower Taper-radius
10.0000 !'Upper Taper-radius
0.0000 !Not used
33.866700 !Valency undercoordination
6.089100 !Valency angle/lone pair parameter
.056300 !Valency angle
.038400 !Valency angle parameter
.0000 !Not used
.929000 !Double bond/angle parameter
.398900 !Double bond/angle parameter: overcoord
.995400 !Double bond/angle parameter: overcoord

.0000 !Not wused

1

2

0

6

0

3

0

5.779600 !Torsion/BO parameter
10.000000 !Torsion overcoordination
1.948700 I!Torsion overcoordination
0.0000 !Conjugation 0 (not used)
2.164500 !Conjugation

1.559100 !vdWaals shielding
0.0010 !Cutoff for bond order (*100)

2.1365 !Valency angle conjugation parameter
0.699100 !Overcoordination parameter

50.000000 !Overcoordination parameter

1.851200 !Valency/lone pair parameter
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.0000 !Not used
.0000 !Not used
.0000 !'Molecular energy (not used)

.0000 !'Molecular energy (not used)

NN O o o o

.6962 !Valency angle conjugation parameter

3 ! Nr of atoms; cov.r; valency;a.m;Rvdw;Evdw; gammaEEM; cov.r2; #

alfa;gammavdW; valency;Eunder;Eover;chiEEM;etaEEM;n.u.

cov r3;Elp;Heat inc.;n.u.;n.u.;n.u.;n.u.

ov/un;vall;n.u.;val3,vvalid

C 1.3924 4.0000 12.0107 2.1841 0.073608 0.7920 1.1956 4.0000
8.278687 1.5000 4.0000 27.5134 0.0000 6.7638 6.0000 0.0000
1.1168 0.0000 0.0000 14.2732 24.4406 6.7313 0.0000 0.0000
-4.1021 5.2529 0.0000 4.0000 2.9617 0.0000 0.0000 0.0000

O 1.2477 2.0000 15.9990 1.9236 0.0904 1.0503 1.0863 6.0000
10.2127 7.7719 4.0000 38.5944 0.0000 7.8926 8.9989 0.0000
0.9088 1.0100 0.0000 20.4140 3.3754 0.2702 0.0000 0.0000
-3.4588 2.7025 0.0000 4.0000 2.9225 0.0000 0.0000 0.0000

Si 2.0291 4.0000 28.0600 2.0043 0.1247 0.8218 1.5023 4.0000
13.0000 2.0618 4.0000 13.2088 0.0000 2.9322 7.3852 0.0000
-1.0000 0.0000 0.0000 3.6038 8.5961 0.2368 0.0000 0.0000
-3.1468 4.2105 0.0000 6.2998 2.5791 0.0000 0.0000 0.0000

6 ! Nr of bonds; Edisl;LPpen;n.u.;pbel;pbo5;13corr;pbob
pbe2;pbo3;pbo4;n.u.;pbol;pbo2;ovcorr

11 76.2660 69.49424 52.0636 0.68125 -0.3636 1.0000 34.9876 1.0528
3.69041 -0.1693 8.0804 0.0000 -0.0586 8.1850 1.0000 0.0000

2 2 54.1463 158.6202 46.1430 -0.2802 -0.1244 1.0000 29.6439 0.9114
0.2441 -0.1239 7.6487 0.0000 -0.1302 6.2919 1.0000 0.0000

1 3 88.6687 1.5294 0.0000 0.3948 -0.5558 1.0000 17.2117 0.6721
0.7672 -0.2085 7.7141 0.0000 -0.0909 5.4645 1.0000 0.0000

2 3 284.7953 98.9409 50.3072 -0.3617 -0.3000 1.0000 36.0000 0.3527
1.0607 -0.3684 4.6725 0.0000 -0.3975 4.5782 1.0000 0.0000

1 2 150.4802 95.1693 23.3059 -0.3873 -0.1613 1.0000 10.8851 1.0000
0.5341 -0.3174 7.0303 0.0000 -0.1463 5.2913 0.0000 0.0000

3 3 72.8867 50.0318 30.0000 0.9983 -0.3000 1.0000 16.0000 0.1000

1.0538 -0.0447 10.6176 0.0000 -0.1452 8.0404 0.0000 0.0000

! Nr of off-diagonal terms; Ediss;Ro;gamma;rsigma;rpi;rpi2

2 0.1131 1.8523 9.8442 1.2775 1.1342 1.0621

0.0318 1.5871 14.3990 1.5402 1.4279 -1.0000

N PR W
w

3 0.2073 1.8627 11.1116 1.5871 1.1632 -1.0000
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18

!

111 74.9085 46.0916 1.5663 0 0.0050 0.3556 2.5715

=

N R R NN R RN R R RN R R R W R RN W NN W N RN

1

R oW DWW NN Wwww DD NN

S N N N T e e e

2

w N W W W Prw W w DWW w NN RN

49.
7.
4.
7.
80.
71.
79.
4.
25.
53.
61.
81.
66.
69.
37.
68.
59.

1171
3994
9854
7324
6771
8040
5157
8323
7034
4696
9281
5207
5137
9692
9023
2401

39.
44,
36.
30.
13.
14.

20

8746
7500
6201
4554
0081
5686

.2102

2
0
2
0.
3
6
2

.7982
.0201
9953
.6376
.3008
.4046

-24.
0 0.
0 1.
0 0.
0 0.
0 0.

5561 7.3771 4.9568 0 0.7533 15.9906 1.0010
.5403 0 1.7740 -42.9758 2.1240

Nr of angles;atl;at2;at3;Thetao,o;ka;kb;pvl;pv2;val (bo)

3902 3.0000 0.0000 1.0528

7434 ©67.0264 3.0000
6310 50.0000 1.0783

2384 0.0000 1.3185

5590 0.0000 1.5404

5463 0.0000 1.9054

8.2183 3.3368 0 4.0000 0.0000 1.2809

38.
39.
4.
33.
28.
12.
24,
31.

8349
2472
0099
6220
4326
4930
5811
3887

O W Pk W P O 4

2.

.5900
.9265
.0884
.3661
.2511
.8114
.9796
7892

0
0
0
0
0
0
0
0

2.

O W W P O O B

6430

.0000
.3867
.2121
.1385
.8885
.4865
.5392

O O o o o o o

0.

.0000
.0000
.0000
.0000
.0000
.0000
.0000
0000

2
1
1
1.
1
1
1
1

.9367
.2334
.0816
8864
.8352
.3498
.0400
.4564

Nr of torsions;atl;at2;at3;at4;;V1;V2;V3;V2(BO);vconj;n.u;n.u.

1 12.1207 26.8713 0.5160 -7.0599 -7.0306 0.0000 0.0000

1 2 -0.7098 22.2951 0.0060 -2.5000 -2.1688 0.0000 0.0000

1

nDNDNDNDNDNDN

!

2

1
2
1
2
1
2
2

Nr of hydrogen bonds;atl;at2;at3;Rhb;Dehb;vhbl

-0.0528 6.8150 0.7498 -5.0913 -1.0000 0.0000 0.0000

2.0007 25.5641 -0.0608 -2.6456 -1.1766 0.0000 0.0000

-0.0179 5.0603 -0.1894 -2.5000 -2.0399 0.0000 0.0000

-2.5000 76.0427 -0.0141 -3.7586 -2.9000 0.0000 0.0000

-2.5000 66.3525 0.3986 -3.0293 -3.0000 0.0000 0.0000

2.5000 -0.5332 1.0000 -3.5096 -2.9000 0.0000 0.0000

0.0531 -17.3983 1.0000 -2.5000 -2.1584 0.0000 0.0000

-2.5000 -25.0000 1.0000 -2.5000 -1.0000 0.0000 0.0000
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