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中中中文文文摘摘摘要要要

本文討論置換群與有限一般線性群的分解矩陣的各種性質，分析不同性質之間的

關係，並證明當特徵 p 不整除 q 時，有限特殊線性群亦擁有 (C, p)-性質。

關鍵詞：有限特殊線性群、模表現論、群論、分解矩陣、有限一般線性群
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Abstract

In this thesis, we consider some properties of decomposition matrices of symmetric

groups and finite general linear groups in non-defining characteristic, clarify the rela-

tions among these properties, and show that SLn(q) has an anologue property to Sn

and GLn(q) in non-defining characteristic, namely the (C, p)-property.

Keywords: finite special linear group, modular representation, group theory, decom-

position matrix, finite general linear group
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0 Introduction

One of the general problems of representation of finite groups is to describe the decom-

position matrix of irreducible characters from the ordinary case to the p-modular case.

However, complete knowledge of such matrices is known only for few classes of groups,

such as the symmetric groups and the general linear groups over finite fields. In this

thesis, we are going to study properties of the decomposition matrices for the special

linear groups, where most of the ingredients are from Kleshchev-Tiep [K].

Let Fq be the finite field of q elements. Let K = Q be the algebraic closure of the

field of rational numbers, and F = Fp be the algebraic closure of the finite field of p

elements, where p is a prime not dividing q.

Let G be a finite group. Denote irrK(G) the set of irreducible ordinary characters,

and irrF (G) the set of irreducible Brauer (p-modular) characters. Let R+
K(G) be the

set of all ordinary characters, and RK(G) be the free Z-module generated by irrK(G),

called the set of the virtual ordinary characters. Similarly, let R+
F (G) be the set of all

Brauer characters, and RF (G) be the free Z-module generated by irrF (G), called the

set of the virtual Brauer characters.

For any finite generated KG-module V , with its character χV , we may take reduction

modulo p to get a corresponding FG-module V . This process is not unique, but different

reduction modulo p give the same Brauer character φV (cf. [S, Theorem 32].) Hence

the map between characters χV 7→ φV is well-defined, and can be extended to a group

homomorphism d : RK(G)→ RF (G), with bases irrK(G) and irrF (G), respectively.

Since for any prime p we have | irrF (G)| ≤ | irrK(G)| < ∞, we may write d into

a matrix with respect to the bases and take its transpose, called the decomposition

matrix of G. Each row of the matrix describes how an irreducible ordinary character

decomposes into irreducible Brauer characters when passing from RK(G) to RF (G). For

general group G, it is known that the map d is surjective [S, Theorem 33]. We know

some finer properties of the map d for specific groups, like the family of symmetric

1
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groups or finite general linear groups.

For example, Table 1 of [J1] is the decomposition matrix of G = S6, the symmetric

group of degree 6, for K = Q and F = F3 (p = 3). The index of rows and columns

are partitions, which serves as labels for the irreducible ordinary characters of S6 over

K and irreducible Brauer characters of S6 over F respectively. The second row of the

decomposition matrix means that the irreducible ordinary character χ(5,1) maps to the

Brauer character φ(6) + φ(5,1).

(6
)

(5
,1

)

(4
,2

)

(3
2
)

(4
,1

2
)

(3
,2
,1

)

(2
2
,1

2
)

(6) 1
(5, 1) 1 1
(4, 2) 1
(32) 1 1

(4, 12) 1 1
(3, 2, 1) 1 1 1 1 1
(22, 12) 1

(23) 1 1
(3, 13) 1 1
(2, 14) 1 1

(16) 1

Table 1: Decomposition matrix of S6, p = 3

Observe that the upper square of this decomposition matrix is a lower unitriangular

submatrix. This can be deduced from James’ Regularization Theorem for symmetric

groups, see [J3, Theorem A]. With appropriate chosen order of labels, the decomposition

matrix of the symmetric groups have the following properties:

• In each row, there exists an entry 1.

• In each row, the rightmost nonzero entry is 1, written in bold.

• In each column, there exists a bold 1.

These properties mainly come from the fact that the irreducible characters (and

conjugacy classes) of the symmetric groups have a good way of labeling, via partitions.

2
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When considering other related groups, like alternating groups and finite general linear

groups, some of these properties remain hold, while some others do not. In this thesis,

we concern about which of these nice properties hold for finite special linear groups of

non-defining characteristic.

Fix an finite group G, a prime p, K = Q, F = Fp, and the corresponding decomposi-

tion map d. For an ordinary character χ of G, write χ := d(χ). For a Brauer character

φ of G, φ is said to be liftable if there exists some ordinary character χ of G satisfying

χ = φ, and φ is almost liftable if there exists some ordinary character χ of G satisfying

χ = aφ for some a ∈ N.

We say G has (R, p)-property, if property (R) (defined below) holds for G for prime p.

We use this terminology throughout the thesis, for properties listed in the introduction.

(R) All irreducible Brauer characters of G are liftable.

(QR) All irreducible Brauer characters of G are almost liftable.

Clearly property (R) implies property (QR). We are interesting about the following

problem, which originally comes from an exercise of Serre’s (see Appendix, section A.1,

for detail story.)

Problem 1. Find a finite group G and a prime p, such that G has (QR, p)-property,

but not (R, p)-property.

This leads to the definition of the (L, p)-property.

(L) If G has (QR, p)-property, then G has (R, p)-property. That is, if every irreducible

Brauer characters are almost liftable, then they are actually all liftable.

Note that if G does not have (QR, p)-property at all, then G automatically has (L, p)-

property. Hence G is a solution to Problem 1 for some p, if and only if (L, p)-property

fails for G. Therefore, to answer Problem 1, we move to the study of the (L, p)-property,

starting from some of the common families of finite groups. Actually, (L, p)-property is

a rather weak property, and often proven as a consequence of other stronger property.

By considering each irreducible ordinary character, we may strengthen (L) to properties

3
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below.

(L′) For any χ ∈ irrK(G), χ is either irreducible, or a sum of at least two distinct

Brauer characters. In other words, if χ = aφ for some φ ∈ irrF (G) and a ∈ N,

then a = 1.

(L′′) For any χ ∈ irrK(G), χ contains some φ ∈ irrF (G) of multiplicity 1.

(C) There exists a partial order D on irrF (G), and a map irrK(G)→ irrF (G), χ 7→ φχ,

such that for each χ ∈ irrK(G), χ contains φχ of multiplicity 1, and if χ contains

φ ∈ irrF (G), then φD φχ.

It is clear that (C) =⇒ (L′′) =⇒ (L′) =⇒ (L). For example, James’ Regulariza-

tion Theorem shows that the property (C) holds for symmetric groups for any prime

p. Huang [H] proves that the property (L′) holds for alternating groups for any prime

p , while (L′′) and (C) remains unknown.

We also have (R) =⇒ (L). The Fong-Swan Theorem [S, Theorem 38] shows that for

a prime p, property (R) holds for all p-solvable groups, thus these groups have (L, p)-

property as well, while any non-abelian p-group is a counterexample of (L′, p)-property.

There is a property (U), looks similar to (C), considering each irreducible Brauer

character instead. With suitable order of the bases of the decomposition matrix, we

may find a lower unitriangular submatrix.

(U) There exists a partial order D on irrF (G), and a map irrF (G)→ irrK(G), φ 7→ χφ,

such that for each φ ∈ irrF (G), χφ contains φ of multiplicity 1, and if χφ contains

φ′ ∈ irrF (G), then φ′ D φ.

We have (R) =⇒ (U), but (U) does not imply (L) (theoretically.) There are no

other trivial implication among these properties (See Appendix, section A.2, for details.)

Kleshchev-Tiep [K, Proposition 6.3] proves that (U) holds for both finite general and

special linear groups in non-defining characteristic, but this is not enough to deduce

property (L). Nevertheless, Kleshchev’s paper gives strong tools and rich ideas for

analyzing properties of decomposition matrix of finite special linear groups, so we may

4
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achieve our goal easily.

The main result of this thesis is to prove that the property (C) holds for finite special

linear groups in non-defining characteristic (Theorem 6.8), and hence implies (L′′), (L′)

and (L). In section 1.3, we start from the conjugacy classes of GLn(q), labeled as

[(σ, λ)]. Then in section 2, we introduce LF(σ, λ), modules of GLn(q) over field F = K

or F , which build up a complete set of non-isomorphic irreducible FGLn(q)-modules.

Next in section 3, we deduce some important lemmas from Clifford’s Theorem. Finally

we prove the main result of this thesis in section 6. The proof is in fact independent

of Kleshchev-Tiep’s theorem, the main theorem in [K], which is proved in section 5

for completeness, with the lemmas in part of section 3 and full of section 4. We make

a table showing which property holds for which groups in Conclusion, section 7, and

some other results in Appendix, section A.

5
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1 Preliminaries

Let Fq be the finite field with q = pf0 elements, and Fq be the algebraic closure of

Fq. Fixed a prime p not dividing q. In this thesis, K and F will always be a field of

characteristic 0 and p > 0, respectively. If both K and F work for some result, we will

put in the statement F = K or F .

1.1 Partitions

Given k ∈ Z≥0, a partition λ ` k is a integer sequence (λ1, λ2, · · · ), where λ1 ≥ λ2 ≥

· · · ≥ 0 and k =
∑

i λi. For simplicity we may omit zeros and write in a compact form,

e.g., (4, 22, 13) instead of (4, 2, 2, 1, 1, 1, 0, · · · ). Let ri := #{j ∈ N | λj = i}, then we

write λ into (1r1 , 2r2 , · · · ) for expression of ri.

Let λ, µ ` n and d ∈ N.

|λ| means λ1 + λ2 + · · · , that is, k;

λ+ µ is (λ1 + µ1, λ2 + µ2, · · · ).

dλ is (dλ1, dλ2, · · · ).

λ′ is the transpose of λ, that is, λ′i = #{j ∈ N | λj ≥ i}.

λ [+] µ = (λ′ + µ′)′, which combine and rearrange entries of λ and µ.

[d]λ = (dλ′)′, which combine and rearrange entries of d copies of λ.

λD µ is the dominance order,
∑i

j=1 λj ≥
∑i

j=1 µj for every i.

∆(λ) is the greatest common divisor of λi.

Let k be an a-tuple (k1, · · · , ka), ki ∈ Z≥0.

λ ` k is the multipartition (λ(1), · · · , λ(a)), where λ(i) ` ki;

λ′ is (λ(1)′, · · · , λ(a)′);

λD ν if λ(i) D ν(i) for all i;

∆(λ) is the greatest common divisor of ∆(λ(i)).

6
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Lemma 1.1. Let α(i), β(i) ` ni with α(i) D β(i) for i = 1, · · · ,m.

(1) α(1) + · · ·+ α(m) D β(1) + · · ·+ β(m).

(2) If α(1) + · · ·+ α(m) = β(1) + · · ·+ β(m) then α(i) = β(i) for all i.

(3) α(1) [+] · · · [+] α(m) D β(1) [+] · · · [+] β(m).

(4) If α(1) [+] · · · [+] α(m) = β(1) [+] · · · [+] β(m) then α(i) = β(i) for all i.

Proof. By definition of the dominance order,
∑s

j=1 α
(i)
j ≥

∑s
j=1 β

(i)
j (∗) for any s ∈ N

and i = 1, · · · ,m. Thus
∑s

j=1

∑m
i=1 α

(i)
j ≥

∑s
j=1

∑m
i=1 β

(i)
j (∗∗) and (1) holds. For (2),

since the inequality of (∗∗) is actually equality, then (∗) as well and (2) follows. To prove

(3), we start from α(i) D β(i) and (α(i))′ E (β(i))′, then by (1)
∑m

i=1(α(i))′ E
∑m

i=1(β(i))′

and hence [+]
m
i=1 α

(i) D [+]
m
i=1 β

(i). A similar argument to (2) gives (4).

1.2 Group Theory

Let G be any finite group, g ∈ G an element.

1G or e is the identity element of G;

|G| is the cardinality of G;

|g| is the order of g, i.e. the smallest m ∈ N such that gm = 1G;

H ≤ G means H is a subgroup of G.

H EG means H is a normal subgroup of G.

Op′(G) = {g ∈ G | |g| is prime to p}, the p′-part of G;

Op(G) = {g ∈ G | |g| is a p-power}, the p-part of G;

Conventionally, when F = K, set Op′(G) = G and Op(G) = {1G}.

GLn denotes GLn(Fq) or GLn(q), if q is clear;

SLn denotes SLn(Fq) or SLn(q);

Rn satisfies SLn ≤ Rn ≤ GLn and Rn/SLn = Op′(GLn/SLn);

Tn satisfies SLn ≤ Tn ≤ GLn and Tn/SLn = Op(GLn/SLn);

7
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Sn denotes the symmetric group of degree n;

An denotes the alternating group of degree n.

Definition 1.2.

(1) A element g ∈ G is a p′-element if g ∈ Op′(G), and is a p-element if g ∈ Op(G). If

F = K, then every g is a p′-element.

(2) A element g ∈ G is p-regular exactly if it is a p′-element, and is p-singular if it is

not p-regular.

Proposition 1.3. For any g ∈ G, there is some p′-element g′ ∈ G and p-element

gp ∈ G, such that g = g′gp. This decomposition is unique, both g′ and gp is a power of

g, and g′gp = gpg
′.

Proof. Let |g| = pcm with p6 | m. Then there is some a, b ∈ Z such that apc + bm = 1.

Take g′ = gap
c

and gp = gbm. Since the only element which is a p-element and a

p′-element is 1G, the uniqueness follows. The other statements are clear.

Definition 1.4.

(1) Given g ∈ G finite group and a prime p, the p′-part and p-part of g are g′, gp in

the previous proposition, denoted by (g)p′ and (g)p, respectively. If F = K, set

(g)p′ = g and (g)p = 1G.

(2) Given r ∈ N and a prime p, write r = pcm for non-negative integer c,m, p not

dividing m. Then the p′-factor and p-factor of r are m, pc, denoted by |r|p′ and

|r|p, respectively. If F = K, set |r|p′ = r and |r|p = 1. Do not confuse with p-adic

norm, which does not appear in this thesis.

We emphasize that F×q is the multiplication group of Fq, and we usually apply Defi-

nition 1.2, 1.4 and Proposition 1.3 to the elements of F×q or F×
qd

.

8
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1.3 Conjugacy Classes in GLn(q)

Given σ ∈ F×q , deg(σ) = d, let B = B(σ) ∈ GLd(q) be the companion matrix of minimal

polynomial of σ over Fq. Then the corresponding Jordan block of size r is of the form

Jσ(r) =


σ 1

σ 1
σ

. . . 1
σ

 JB(r) =


B I

B I
B

. . . I
B


where Jσ(r) ∈ GLr(qd) and JB(r) ∈ GLrd(q). With partition λ = (λ1, . . . , λm) given,

we let Jσ(λ) = diag(Jσ(λ1), · · · , Jσ(λm)) and JB(λ) similarly.

For g ∈ GLn(q), write the characteristic polynomial of g as fg = fk11 · · · fkaa for some

monic irreducible fi. Then the Jordan canonical form of g over F×q is

Jg = diag(Jσ1,1(λ
(1)), · · · , Jσ1,d1 (λ(1)), · · · , Jσa,1(λ(a)), · · · , Jσa,da (λ(a)))

where σi,ji ∈ F×q are roots of fi for each ji = 1, · · · , di with di = deg(fi), and each

λ(i) ` ki. And the rational canonical form of g over Fq is

Rg = diag(JB1(λ
(1)), · · · , JBa(λ(a)))

where Bi the companion matrix of fi, λ
(i) ` ki.

Definition 1.5. Let Mn(Fq) be the set of all n× n matrices over Fq.

(1) s ∈Mn(Fq) is semisimple if it has an eigenbasis in (Fq)n. Equivalently, there is an

x ∈ GLn(Fq) such that xsx−1 is a diagonal matrix.

(2) u ∈ Mn(Fq) is unipotent if (u − 1)m = O for some m ∈ N. Equivalently, there is

an x ∈ GLn(Fq) such that xux−1 is an upper unitrianglar matrix.

By Jordan decomposition [Sp1], every g ∈ GLn(q) has a unique decomposition su,

where s ∈ GLn(q) is semisimple and u ∈ GLn(q) is unipotent.

We need to construct an appropriate complete set of representatives for conjugacy

classes in GLn(q).

9
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Given σ ∈ F×q , let [σ] be the set of all roots of the minimal polynomial of σ. Then

σ1 and σ2 are (Galois) conjugate if and only if [σ1] = [σ2].

Definition 1.6. Let σ = (σ1, · · · , σa), τ = (τ1, · · · , τa) ∈ (F×q )a. In the following, for

all i means for each i = 1, · · · , a.

(1) σ is p-regular if every σi is p-regular as a group element of F×
qdi

.

(2) σ is non-repeated if for all i, [σi] are all different.

(3) σ is p-non-repeated if for all i, [(σi)p′ ] are all different.

(4) σ and τ are (Galois) conjugate if deg(σi) = deg(τi) and [σi] = [τi] for all i.

(5) σ and τ are p-conjugate if deg(σi) = deg(τi) and [(σi)p′ ] = [(τi)p′ ] for all i.

Given σ ∈ F×q , deg(σ) = d over Fq, then {1, σ, · · · , σd−1} is a Fq-basis of Fq(σ) = Fqd ,

which produces a algebra embedding φσ : Fqd → Md(Fq) by φσ(σ) = B(σ), then

restricts to a group embedding ισ : F×
qd
→ GLd(q). Similarly, this produces a matrix

algebra embedding φσk : Mk(Fqd) → Mkd(Fq) by φσk(σEij) = B(σ) ⊗ Eij, where ⊗ is

the Kronecer product of matrices, and Eij is the k × k matrix with (i, j)-entry 1 and

other entries 0, and then restricts to a group embedding ισk : GLk(q
d)→ GLkd(q). Note

that ισ(σ) = B(σ), ισk(Jσ(k)) = JB(k) and ισk(J1(k)) = JId(k).

Let k = (k1, · · · , ka) ∈ Na and λ ` k. Then π ∈ Sa acts naturally on each a-tuple,

such as σ, k and λ. Write the action on the right.

Definition 1.7. Let σ = (σ1, · · · , σa) ∈ (F×q )a, with deg(σi) = di for each i = 1, · · · , a.

Let λ = (λ(1), · · · , λ(a)) ` k = (k1, · · · , ka) ∈ Na.

(1) An n-admissible pair with a pairs is of the form (σ, λ), where both σ and λ are

a-tuple for some a ∈ N, σ is non-repeated, and n =
∑a

i=1 kidi.

(2) We say (σ, λ) and (τ , ν) are equivalent if there exists some π ∈ Sa such that σ

and τπ are conjugate, and λ = νπ. The equivalence class [(σ, λ)] is called an

n-admissible symbol.

10
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(3) We may write pairwisely the n-admissible pair and symbol with ◦ product,

(σ, λ) = (σ1, λ
(1)) ◦ · · · ◦ (σa, λ

(a))

[(σ, λ)] =
[
([σ1], λ(1)) ◦ · · · ◦ ([σa], λ

(a))
]

(4) The dominance order of (multi)-partition naturally induces the partial order on

n-admissible symbol. Denote [(σ, λ)] D [(τ , ν)] if there exists some π ∈ Sa such

that σ and τπ are conjugate and λD νπ.

(5) If (σ, λ) is an n-admissible pair, then we associate an element g := su ∈ GLn(q),

where s is semisimple and u is unipotent,

s = s(σ, k) := diag
(

(ισ1(σ1))(k1) , · · · , (ισa(σa))(ka)
)

= diag
(
B

(k1)
1 , · · · , B(ka)

a

)
u = u(λ, k) := diag

(
ισ1k1
(
J1(λ(1))

)
, · · · , ισaka

(
J1(λ(a))

))
= diag

(
JId1 (λ(1)), · · · , JIda (λ(a))

)
where Bi is the companion matrix of the minimal polynomial of σi over Fq.

Note that diag(B(k)) means k copies of B on diagonal, not k power of B.

Then it is not hard to see that

Proposition 1.8.

(1) (σ, λ) and (τ , ν) are equivalent if and only if their corresponding su are conjugate

to each other.

(2) The set ΣK := { [(σ, λ)] | (σ, λ) is an n-admissible pair } is the complete set of

representatives of conjugacy classes of GLn(q).

(3) The set ΣF := { [(σ, λ)] | (σ, λ) is an n-admissible pair, σ is p-regular } is the com-

plete set of representatives of p-regular conjugacy classes of GLn(q).

Proof. (1) Note that π means changing the order of blocks of s and u, and if σ1 is

conjugate to τ1 over Fq, they produce the same companion matrix of their common

minimal polynomial.

11
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(2) We show that every g ∈ GLn(q) is conjugate to some s(σ, k)u(λ, k). The rational

canonical form of g is

Rg = diag(JB1(λ
(1)), · · · , JBa(λ(a)))

so it suffices to prove the case Rg = JB(k) for some d × d matirx B = B(σ) and

k ∈ N. Let S = diag(B(k)), U = JId(k), N = U − Id, then Rg = S + N . Now take

D = diag(Id, B, · · · , Bk−1), then we have D−1SD = S and D−1ND = SN . Hence

D−1RgD = S + SN = SU and we are done.

(3) Since u is always p-regular (p does not divide q), su is p-regular if and only if s

is p-regular, which is equivalent to σ is p-regular.

Some other properties of the n-admissible symbols are put in chapter 4.

Given su = s(σ, k)u(λ, k), if g ∈ GLn(q) centralize su, then it centralize both s and

u by the uniqueness of the decomposition. That is, the centralizer

CGLn(q)(su) = CGLn(q)(s) ∩ CGLn(q)(u)

The centralizer of s is,

CGLn(q)(s) = (ισ1k1 × · · · × ι
σ1
k1

)
(
GLk1(q

d1)× · · · ×GLka(qda)
)

The centralizer of u is more complicated. Nevertheless, by [Sp2, I, 2.2], the size of the

centralizer of u is,

∣∣CGLn(q)(u)
∣∣ = qN

∏
i≥1

|GLri(q)| (1)

where N = N(λ) is defined as follows. Write λ = [+]
a
i=1[di]λ

(i) into (1r1 , 2r2 , · · · ). Then

N =
∑

i≥1(λ′i)
2 − r2

i . Note that λ′i =
∑

j≥i rj, hence N ≥ 0.

1.4 Size of Conjugacy Classes of Rn

Recall that Rn is a subgroup of GLn satisfying SLn ≤ Rn ≤ GLn and Rn/SLn =

Op′(GLn/SLn). In the later proof, we need to find the size of conjugacy classes of Rn.

12
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For g ∈ G, let ConjG(g) be the conjugacy class of g in G. The following is the general

lemma we use.

Lemma 1.9. Let S E G, G/S cyclic, and S ≤ R ≤ G. For any g ∈ R, let c = (G :

CG(g)S), d = (G : R). Then |ConjG(g)|/|ConjR(g)| = gcd(c, d).

Proof. Denote C = CG(g) and D = CR(g) = C ∩R. Then

|ConjG(g)|/|ConjR(g)| = (G : C)/(R : D)

The key step is to drag C, D to CS, DS, where we can count their index in G. Now

C ∩S = C ∩R∩S = D ∩S, thus |DS|/|CS| = |D|/|C|. Consider π : G→ G/S = 〈x〉,

then π(CS) = 〈xc〉, π(R) = 〈xd〉, and π(CS ∩R) = 〈xlcm(c,d)〉. Since CS ∩R = DS, we

have (G : DS) = lcm(c, d). Therefore

|ConjG(g)|
|ConjR(g)|

=
|G|
|C|
|D|
|R|

=
|G|
|CS|

|DS|
|G|
|G|
|R|

=
c · d

lcm(c, d)
= gcd(c, d)

Lemma 1.10. Let u = J1(λ) be a Jordan block of GLk(q), λ ` k. Then det maps

CGLk(q)(u) onto 〈ε∆(λ)〉 ≤ F×q , where ε is a generator of F×q .

Proof. Denote C = CGLn(q)(u) and write λ into (1r1 , 2r2 , · · · ). Then u is similar to⊕
i:ri>0 Iri ⊗ J1(i), hence D =

⊕
i:ri>0 GLri(q)⊗ Ii commutes with u and is a subgroup

of C. Consider P0 a Sylow p0-subgroup of C. By equation (1), (C : D) = qN , thus

we have C = P0D. Now for any element a ∈ P0, aq
r

= In for some r ∈ N, while

detq(a) = det(a) since it’s an element of F×q . Hence det(P0) = {1}, det(C) = det(D),

and det(GLri(q)⊗ Ii) = 〈εi〉 gives det(D) = 〈ε∆(λ)〉, as desired.

Proposition 1.11. Let g = su = s(σ, k)u(λ, k) be a representative of a p-regular

conjugacy class in GLn(q) corresponding to [(σ, λ)] ∈ ΣF . Then g ∈ Rn and

|ConjGLn(g)|
|ConjRn(g)|

= gcd{(GLn : Rn),∆(λ)}

Proof. Let π′ : GLn → GLn/Rn. Note that GLn/Rn is a p-power, thus π′(g) must be

identity, hence g ∈ Rn.

13
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Denote C = CGLn(q)(g). To apply Lemma 1.9, we need to find the index c = (GLn :

C · SLn), which leads to finding det(C · SLn) = det(C). Then

C = CGLn(q)(su) = CGLn(q)(s) ∩ CGLn(q)(u) = CCGLn(q)(s)(u)

=
a∏
i=1

Cισiki (GLk1 (qd1 ))(ι
σi
ki

(J1(λ(i)))) =
a∏
i=1

ισiki

(
CGLk1 (qd1 )J1(λ(i))

)
Now for k, d ∈ N, σ ∈ F×q , deg(σ) = d, consider the following commute diagram

GLk(q
d) GLkd(q)

F×
qd

F×q

ισk

det det
NF

qd
/ Fq

For each d, take a generator εd ∈ F×
qd

such that ε = NF
qd
/Fq(εd). Then

det(C) =
a∏
i=1

det ◦ ισiki
(
CGLk1 (qd1 )J1(λ(i))

)
=

a∏
i=1

NF
qdi

/Fq ◦ det
(
CGLk1 (qd1 )J1(λ(i))

)
=

a∏
i=1

NF
qdi

/Fq

(
〈ε∆(λ(i))
d 〉

)
=

a∏
i=1

〈ε∆(λ(i))〉 = 〈ε∆(λ)〉

Hence c = ∆(λ). Applying Lemma 1.9 with d = (GLn : Rn) yields the result.

1.5 Representations and Modules

Let G be a finite group, R a commutative ring with 1, and V an R-module. We call

(V, ρ) a representation of G over R if ρ : G→ GL(V ) is a group homomorphism, where

GL(V ) is the group of R-module automorphisms of V . In this thesis R will always be

a field F, and V is a finite vector space over F.

Given a representation ρ : G → GL(V ), it can be extended to an FG-module, also

denoted V . In contrast, given an FG-module V , it defines a representation ρ of G in V

over F. We will also call V a representation, although it is the underlying module of ρ.

Definition 1.12. Let V be an FG-module.

14
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(1) An FG-module W is a submodule (subrepresentation) of V , denoted W ⊂ V , if

W ⊂ V as vector space over F, and stable under the action of G.

(2) A submodule W of V is a (direct) summand of V , denoted W | V , if there is

another submodule W ′ of V such that V = W ⊕W ′ as vector space.

(3) V is an irreducible representation, or a simple FG-module, if {0} and V are the

only submodules of V .

(4) Denote IrrF(G) to be the set of all isomorphic types of non-isomorphic irreducible

representations of G over F.

(5) V is a trivial representation if V ∼= F and ρ acts trivially, denoted idG.

(6) V is semi-simple or complete reducible, if every submodule of V is a summand of

V . Hence V =
⊕

Wi for some irreducible submodules Wi of V .

(7) The dual of V , denoted V ∗, is the F-module HomF(V,F), equipped with the

action of G, (gf)(v) = f(g−1v), becoming an FG-module. It is known that

HomF(V1, V2) ∼= V ∗1 ⊗ V2.

Let H ≤ G. We may construct some FH-module from an FG-module, or vise versa.

Definition 1.13. Let V be an FG-module, and W be an FH-module.

(1) The restriction of V from G to H, denoted as ResGH(V ) or V ↓GH , simply restrict the

action of FG to FH. If G is clear, we may also write V ↓H for simplicity.

(2) The induction of W from H to G, denoted as IndGH(W ) or W↑GH , is defined to be

FG⊗FH W . If H is clear, we may also write W↑G for simplicity.

(3) Assume F = K or F = F with p6 | |G|. For FG-modules V1, V2, define 〈V1, V2〉G =

dimF HomFG(V1, V2). Similarly for 〈W1,W2〉H .

(4) For g ∈ G, let gH := gHg−1. Then gW := g ⊗W is naturally an F(gH)-module.

(5) The kernel of V , denoted kerV , is the unique maximal subgroup H ≤ G such that

H acts trivially on the FH-module V ↓H . It is known that kerV EG.

The basic properties of restriction and induction is on, for example, [F, II], so we

omit them here. We only list some important theorems here.
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Theorem 1.14. Let V be an FG-module, and W be an FH-module.

(1) (Frobenius Reciprocity) Assume F = K or F = F with p6 | |G|.

〈V,W↑G〉G = 〈V ↓H ,W 〉H

〈W↑G, V 〉G = 〈W,V ↓H〉H

(2) (Mackey Decomposition) Let A ≤ G. Then

(W↑GH)↓GA ∼=
⊕
x

(x
(W↓GH∩Ax)

)
↑AxH∩A

summing over the complete set of double coset representative x ∈ [A\G/H].

Let S E G. We may construct some F(G/S)-module from an FG-module, or vise

versa.

Definition 1.15. Let V be a FG-module, and W be a F(G/S)-module.

(1) The S-fixed point of V , denoted as V S, is the abelian group {v ∈ V | sv =

v for all s ∈ S} equipped with the action of G, which can be viewed as an F(G/S)-

module.

(2) The inflation of W , denoted as inflGG/S(W ), has the same underlying space W ,

equipped with the action g · w = π(g)w for any g ∈ G, w ∈ W and the canonial

homomorphism π : G→ G/S.

Their basic properties is on, for example, [GR, Chap 4]. It is known that the fixed

point construction is adjoint to inflation, so they has an analogue to the Frobenius

reciprocity. We list the following relations here for later usage.

Proposition 1.16. Let S EG, A any other subgroup of G.

(1) (Restriction commutes with inflation) Let V be an F(G/S)-module. Then

inflAA/A∩S(V ↓G/SAS/S) ∼= (inflGG/S(V ))↓GA

Note that we identify A/A ∩ S ∼= AS/S.
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(2) (Induction commutes with inflation) Assume additionally S E A. Let W be a

F(A/S)-module. Then

inflGG/S(W↑G/SA/S) ∼= (inflAA/S(W ))↑GA

1.6 Characters

Given K ⊂ Q, let OK be the ring of integer of K. Pick any prime p and any prime

ideal p of OK containing p, there is a corresponding p-adic valuation νp. Take the ring

A = {α ∈ K | νp(α) ≥ 0}, which has a unique maximal ideal m = {α ∈ K | νp(α) > 0}.

The residue field F = A/m is of characteristic p. If K = Q is algebraically closed, then

F = Fp is also algebraically closed.

Definition 1.17. The triple (K,A, F ) is called a p-modular system.

Let G be a finite group, ρ : G → GL(V ) an representation over K. Then the

(ordinary) character χV : G → K of G corresponding to V , is defined to be χV (g) =

Tr(ρ(g)), with ρ(g) : v 7→ ρ(g)v written as an invertible matrix with a chosen basis

of V . It is clear that the definition of character does not depend on the basis, by the

property of the trace.

The properties of characters can be founded in the textbook of Serre [S].

Definition 1.18.

(1) We say χV is irreducible if V is.

(2) Write irrK(G) the set of all irreducible ordinary characters.

(3) A class function f : G→ K, is a function satisfied f(xgx−1) = f(g) for any g, x ∈ G.

By the property of the trace, it is clear that characters are class functions.

(4) For two characters χ, φ of G, define 〈χ, φ〉 = |G|−1
∑

g∈G χ(g)φ(g−1).

(5) Let R+
K(G) be the set of all characters of G over K, and RK(G) be the additive

group generated by the characters of G over K. The elements of RK(G) are called

the virtual characters.
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Proposition 1.19. Let K = Q.

(1) There are only finite irreducible characters of G, written as χ1, · · · , χh.

(2) RK(G) is a Z-module with basis {χ1, · · · , χh}, and χi are mutually orthogonal with

the inner product 〈·, ·〉

(3) Every class functions are virtual characters, hence the set of all class functions

coincides RK(G). By considering that any class function is constant on a conjugacy

class of G, the number of irreducible characters of G is exactly the same as the

number of conjugacy classes of G.

(4) V and W are isomorphic representations of G if and only if χV = χW .

(5) If V =
⊕h

i=1 niWi for Wi ∈ IrrK(G), ni means Wi appears ni times. Then χV =∑h
i=1 niχi, where χi are characters corresponding to Wi.

In general, if K is a field of characteristic 0 with algebraic closure K, one can view

any KG-module V as a KG-module VK by scalar extension, then define χV = χVK .

However, some irreducible KG-module cannot be realized over K, hence RK(G) may

be a proper subgroup of RK(G). To ensure RK(G) = RK(G), a sufficient condition is

that K contains the mth root of unity [S, Theorem 24], where m = lcm{|g| | g ∈ G}.

In this case we say K is sufficiently large for G. In other words, RK(G) is independent

of K as long as K is sufficiently large for G, and we may replace K = Q by any K

sufficiently large for G in Proposition 1.19.

Now consider Greg := {g ∈ G | g is p-regular}. Let (K,A, F ) be a p-modular system,

with K, F sufficiently large for Greg, and F = A/m. Pick ζ a m′th root of unity of F ,

where m′ = lcm{|g| | g ∈ Greg}, and ζ̃ a m′th root of unity of K which passing from K

to F is ζ.

Let V be an FG-module of dimension n. For g ∈ Greg, let ρ(g) : v 7→ gv for v ∈ V .

Then ρ(g) is diagonalizable, and its eigenvalues t1, · · · , tn are all powers of ζ, hence

t̃1, · · · , t̃n are corresponding powers of ζ̃. Define φV (g) =
∑n

i=1 t̃i. Then φV : Greg → K

is called the Brauer character of V .
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The properties of Brauer characters are also in [S]. It shares many properties with

ordinary characters, but without orthogonality.

Definition 1.20.

(1) We say φV is irreducible if V is.

(2) Write irrF (G) the set of all irreducible ordinary characters.

(3) Let R+
F (G) be the set of all Brauer characters of G over F , and RF (G) be the

additive group generated by the Brauer characters of G over F . The elements of

RF (G) are called the virtual Brauer characters.

Proposition 1.21. Let F = Fp.

(1) If 0→ V1 → V → V2 → 0 is an exact sequence of FG-modules, then φV = φV1+φV2.

(2) RF (G) is a Z-module with basis {φ1, · · · , φh′}.

(3) The number of irreducible Brauer characters of G is exactly the same as the number

of conjugacy classes of Greg. Hence the number of irreducible Brauer characters is

equal to or less than the number of irreducible ordinary characters.

(4) V and W have the same composition factors if and only if φV = φW .

(5) If for each Wi ∈ IrrF (G), V has ni composition factors isomorphic to Wi, then

φV =
∑h

i=1 niφi, where φi are Brauer characters corresponding to Wi.

Note that in the case of characteristic 0, every KG-module is complete reducible.

Hence two modules have common composition factors are actually isomorphic.

We may say F is sufficiently large for G with the same definition to K, replacing

F = Fp by any F sufficiently large for G in Proposition 1.21.

Given any ring R, let C be a category of R-modules. Then the Grothendieck group

of C is the abelian group defined by the generators [V ] for any V ∈ C, and relations

[V ] = [V1] + [V2] if 0→ V1 → V → V2 → 0 is an exact sequence.

Then for any field F = K or F sufficiently large over G, the Grothendieck group

of FG-modules has a canonical group isomorphism to RF(G) by [V ] 7→ χV or φV .
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Hereafter, we identify RF(G) with the Grothendieck group of FG-modules, and omit

the bracket. That is, when we say V = V1 + V2 in the Grothendieck group of FG-

modules, we actually means [V ] = [V1] + [V2], hence χV = χV1 + χV2 or φV = φV1 + φV2 .

We use this terminology because the name of the representation is often quite long (e.g.

LK(σ, λ)), which is not suitable to write in character form.

1.7 The Decomposition Matrix

Let K ⊂ Q be a field of characteristic 0, sufficiently large with respect to G, and

F = A/m be the field of characteristic p defined in the first paragraph of section 1.6,

so (K,A, F ) forms a p-modular system.

For a KG-module V , pick a lattice V1, a finite generated A-submodule of V , gener-

ating V as a K-module. Let V2 be the sum of the image of V1 under elements of G,

hence V2 is also a lattice of V which is stable under G. Define V = V2/mV2. Then V is

an FG-module, called a reduction modulo p of V , written as V = V mod p (although

it is actually mod m.)

The following proposition are from [S].

Proposition 1.22. Let V be an KG-module.

(1) V is not unique, but they share common composition factors, hence having the same

Brauer characters φV .

(2) We have φV = χV |Greg .

Hence the reduction modulo p of an ordinary (virtual) character χ may be defined

as χ := χ|Greg , and the group homomorphism d : RK(G) → RF (G) defined by reduc-

tion modulo p is well-defined, and send characters R+
K(G) to characters R+

F (G). The

transpose of the matrix form of d is a | IrrK(G)| × | IrrF (G)| matrix with non-negative

integer entries, called the decompostion matrix. Each row of the decompostion matrix

shows how χ decompose into sum of Brauer characters.
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A theorem [S] shows that d is surjective (so the decomposition matrix has full rank),

but little else properties are known. Finding out the properties of decomposition matrix

is a main objective in the study of representation theory.

We list here some properties of reduction modulo p.

Proposition 1.23. Reduction modulo p commutes with conjugation, restriction, induc-

tion and inflation, in the sense of common composition factor.

Proof. These are all simple with character and using Proposition 1.22(2).

1.8 Harish-Chandra Induction

In this thesis, we are concerning about Harish-Chandra induction, a construction of

FGLn-module from FGLr-module and FGLs-module with n = r + s.

Let L,U, P ≤ GLn be the group of matrices of the form:

L =

[
gr

gs

]
U =

[
Ir ∗

Is

]
P =

[
gr ∗

gs

]

with gr ∈ GLr, gs ∈ GLs, and Ir, Is identity. It is easy to check that L ∼= GLr×GLs,

U E P , and L ∼= P/U canonically.

Let Wr, Ws be FGLr-module and FGLs-module, respectively. Then Wr ⊗Ws gives

an FL-module. The Harish-Chandra induction is defined as

Wr ◦Ws =
(
inflPL(Wr ⊗Ws)

)
↑GLnP

Proposition 1.24. Let W∗ be FGL∗-module for ∗ = r, s, t.

(1) Wr ◦Ws
∼= Ws ◦Wr.

(2) (Wr ◦Ws) ◦Wt
∼= Ws ◦ (Wr ◦Wt).

(3) Wr ◦Ws
∼= Ws ◦Wr.

The commutativity and associativity of this Harish-Chandra induction can be easily

extended to the case n =
∑a

i=1 ni for any a ∈ N.
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2 Representation Theory of GLn(q)

Here we follow [J] to gives a construction of irreducible representations ofGLn = GLn(q)

over F = K or F with characteristic not dividing q. F needs to contain p0-root of unity,

and be sufficiently large for all the groups we have considered in this section.

2.1 Compositions, Tableaux and Permutations

Although we have defined patitions of k in section 1.1, it is natural to consider compo-

sitions, an unordered version of partition, when talking about the FGLn-modules.

A composition λ of a non-negative k, denoted λ |= k, is a non-negative integer

sequence (λ1, λ2, · · · ) where
∑

i λi = k. A composition is a partition if λ1 ≥ λ2 ≥ · · · ,

written as λ ` k. The transpose λ′ := (λ′1, λ
′
2, · · · ) is defined as λ′i = #{λj | λj ≥ i}.

Note that λ′ must be a partition, and λ′′ is the partition rearranging each terms of λ

by order. If λ, µ |= k, the dominance order λDµ is defined by that of partitions λ′Eµ′,

that is,
∑j

i=1 λ
′
i ≤

∑j
i=1 µ

′
i for all j ∈ N.

Fixed some r ∈ N, a partition λ ` k is r-singular if for some i, λi = λi+1 = · · · =

λi+r−1 > 0, otherwise it is r-regular. Hence every nonempty partition is 1-singular, and

conventionally every partition is ∞-regular.

For λ |= k, a λ-tableau is a bijection from [λ] := {(i, j) | 1 ≤ i, 1 ≤ j ≤ λi} to

{1, 2, · · · , k}. For a λ-tableau t, we may draw it by embedding [λ] into N×N, with

x-axis point to south and y-axis point to east, and put the number on its corresponding

coordinate. The following are examples of tableaux.

A (22, 3)-tableau t1 A (4, 3, 2)-tableau t2 A (4, 3, 2)-tableau t3

2 4
1 7
3 5 6

1 2 3 4
5 6 7
8 9

1 4 7 9
2 5 8
3 6

A tableau t is said to be row standard if in each row, the number increase as the

y-coordinate increase. The t1, t2, t3 above are all row standard.
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Let tλ be the unique λ-tableau, put the number in lexicographical order of the coor-

dinate, comparing x-coordinate first. Similarly, let tλwλ be the unique λ-tableau, put

the number in lexicographical order of the coordinate, comparing y-coordinate first.

For example, if λ = (4, 3, 2), then tλ = t2 and tλwλ = t3 above.

For λ |= k, let t be a λ-tableau, (i, j) ∈ [λ] a node of [λ], m ≤ k.

(i, j)t is the number corresponding to the node.

rowt(m) := i, if (i, j)t = m. That is, m is on the ith-row of t.

colt(m) := j, if (i, j)t = m. That is, m is on the jth-column of t.

rowλ(m) := rowtλ(m), an abbreviation for tableau tλ.

For w ∈ Sk, let tw be the λ-tableau such that (i, j)(tw) = ((i, j)t)w. wλ ∈ Sk is

the permutation consistent with the notation tλwλ above. For example, if λ = (4, 3, 2),

then wλ = (2 4 9 6 5)(3 7 8). Let R(t) := {w ∈ Sk | rowt(i) = rowt(iw) for all i},

the row stabilizer of t, and C(t) := {w ∈ Sk | colt(i) = colt(iw) for all i}, the column

stabilizer of t.

Let d, k ∈ N and n = dk. If λ |= k, define dλ |= n by (dλ)i = d(λi).

For w ∈ Sk, define πw ∈ Sn by

πw : ad− b 7→ (aw)d− b, 1 ≤ a ≤ k, 0 ≤ b ≤ d− 1

That is, if we divide {1, 2, · · · , n} into k packs v1 = (1, 2, · · · , d), v2 = (d + 1, d +

2, · · · , 2d), · · · , vk = ((k − 1)d + 1, (k − 1)d + 2, · · · , kd), then πw permutes the index

of {vi} while not changing its order inside.

Let Wn ≤ GLn(q) be the permutation group. We identify Wn with Sn via π 7→

(ei 7→ eiπ), where {ei} is the standard basis of (Fq)n. Then Wk→n := {πw | w ∈ Sk} is

a subgroup of Wn.

For example, if λ = (4, 3, 2), w = (3 5 4 7 8), d = 2, then we have
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tλ =
1 2 3 4
5 6 7
8 9

tdλ =
1 2 3 4 5 6 7 8
9 10 11 12 13 14
15 16 17 18

tλw =
1 2 5 7
4 6 8
3 9

tdλπw =
1 2 3 4 9 10 13 14
7 8 11 12 15 16
5 6 17 18

We can see how πw moving the packs like w moving the numbers.

2.2 Subgroups of GLn

Fixed n for GLn. Let Eij be the n × n matrix with (i, j)-entry 1 and other entries 0.

Let Φ := {(i, j) | i, j ∈ N, i ≤ n, j ≤ n, i 6= j}, with the action of Sn on the right,

(i, j)π = (iπ, jπ). For α ∈ Fq, (i, j) ∈ Φ, define

xij(α) := In + αEij

hi(α) := In + (α− 1)Eii

Then the root subgroup of GLn

Xij := {xij(α) | α ∈ Fq}

is a multiplicative group isomorphic to the additive group of Fq. Let Hn := 〈hi(α) |

1 ≤ i ≤ n, α ∈ F×q 〉 be the set of all invertible diagonal matrices.

A subset Γ ⊂ Φ is said to be closed if (i, j), (j, k) ∈ Γ implies (i, k) ∈ Γ. Then we

have the following fundamental theorem:

Theorem 2.1. [J2, Theorem 5.2] Let Γ be a closed subset of Φ, and G(Γ) := 〈Xij |

(i, j) ∈ Γ〉 be a subgroup of GLn. Then

G(Γ) =
∏

(i,j)∈Γ

Xij = {In +
∑

(i,j)∈Γ

αijEij | αij ∈ Fq}

where the product can be taken in any order. Once the order is chosen, then each

element of G(Γ) has a unique expression of
∏

(i,j)∈Γ xij(αij).

24



doi:10.6342/NTU201904116

For µ |= n, define the subset of Φ,

Φ+ := {(i, j) ∈ Φ | j > i}

A+(µ) := {(i, j) ∈ Φ+ | rowµ(i) = rowµ(j), j = i+ 1}

B+(µ) := {(i, j) ∈ Φ+ | rowµ(i) = rowµ(j), j > i+ 1}

C+(µ) := {(i, j) ∈ Φ+ | rowµ(i) = rowµ(j)} = A+(µ) ∪B+(µ)

D+(µ) := {(i, j) ∈ Φ+ | rowµ(i) < rowµ(j)}

For Σ ⊂ Φ, let ΣT := {(j, i) | (i, j) ∈ Σ}. Define Φ− := (Φ+)T and S−(µ) :=

(S+(µ))T for S = A,B,C,D. Also let C(µ) := C+(µ) ∪ C−(µ). Below is a example

for µ = (3, 4, 1, 2), where the letters A,B,D means the entry belongs to A+(µ), B+(µ),

D+(µ), respectively. 

1 A B D D D D D D D
1 A D D D D D D D

1 D D D D D D D
1 A B B D D D

1 A B D D D
1 A D D D

1 D D D
1 D D

1 A
1


Observe the entries right above the diagonal. They can be A or D, and they are all

A only when µ = (k). Also C+(µ), D+(µ), C−(µ), D−(µ) are closed subsets of Φ.

Now for µ |= n, define the subgroups of GLn,

Lµ := 〈Hn, Xij | (i, j) ∈ C(µ)〉

U+
µ := 〈Xij | (i, j) ∈ D+(µ)〉

P+
µ := 〈Hn, Xij | (i, j) ∈ C(µ) ∪D+(µ)〉 = U+

µ Lµ

and denote the set of unitriangular matrices U+ := U+
(1n) and U− := U−(1n). Note that

U+
µ E P+

µ and P+
µ /U

+
µ
∼= Lµ, thus every FLµ-module can be viewed as a FP+

µ -module
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with U+
µ acting trivially (that is, inflation from Lµ to P+

µ ). For example, if µ = (3, 1, 2),

then we have
Lµ U+

µ P+
µ

∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗

∗
∗ ∗
∗ ∗




1 ∗ ∗ ∗

1 ∗ ∗ ∗
1 ∗ ∗ ∗

1 ∗ ∗
1

1




∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗

∗ ∗ ∗
∗ ∗
∗ ∗


with the diagonal block invertible.

2.3 Idempotents of GLn

Let F = K or F , containing a p0-root of unity. Pick any non-trivial homomorphism

χF : (Fq,+)→ F×. For each µ |= n, there is a linear F-character of U+,

θµ(u) := χF(
∑

(i,j)∈A+(µ)

uij), u = (uij) ∈ U+

Then for each µ |= n we can define

E+
F (µ) := |U+|−1

∑
u∈U+

θµ(u−1)u ∈ FU+

It is clear that uE+
F (µ) = E+

F (µ)u = θµ(u)E+
F (µ) for any u ∈ U+, and (E+

F (µ))2 =

E+
F (µ), hence E+

F (µ) is an idempotent of FU+.

Also, we need another characterization of E+
F (µ). For (i, j) ∈ Φ, let

X̃ij := q−1
∑
α∈Fq

χF(−α)xij(α), X̄ij := q−1
∑
α∈Fq

xij(α)

Then for µ |= n, define

Q+
F(µ) := |U+ ∩ Lµ|−1

∑
u∈U+∩Lµ

θµ(u−1)u, U+
F (µ) := |U+

µ |−1
∑
u∈U+

µ

u
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Proposition 2.2. For (i, j) ∈ Φ+, let X̂ij(µ) be X̃ij if (i, j) ∈ A+(µ), and X̄ij other-

wise. Then for µ |= n we have

Q+
F(µ) =

∏
(i,j)∈C+(µ)

X̂ij(µ) =
∏

(i,j)∈A+(µ)

X̃ij

∏
(i,j)∈B+(µ)

X̄ij

U+
F (µ) =

∏
(i,j)∈D+(µ)

X̂ij(µ) =
∏

(i,j)∈D+(µ)

X̄ij

E+
F (µ) = Q+

F(µ)U+
F (µ)

=
∏

(i,j)∈Φ+

X̂ij(µ) =
∏

(i,j)∈A+(µ)

X̃ij

∏
(i,j)∈B+(µ)∪D+(µ)

X̄ij

The product can be taken in any order.

Proof. This is just the consequence of Theorem 2.1. Also see [J2, Theorem 9.2] for a

proof.

We emphisize that C+(µ) and D+(µ) are closed, Hence U+ ∩ Lµ and U+
µ are closed

under multiplication. This implies that uQ+
F(µ) = θµ(u)Q+

F(µ) if u ∈ U+ ∩ Lµ, and

uU+
F (µ) = U+

F (µ) if u ∈ U+
µ .

2.4 The Module MF(σ, (1))

In [G, Theorem 13], Green has found all ordinary irreducible characters of GLn in

explicit form. However this form of Green is difficult to analyze, and does not reflect

well a natural correspondence between the conjugacy classes of GLn and its irreducible

ordinary characters. The main work of James and Dipper is to create a full list of

irreducible representations of GLn in the module phase, both ordinary and p-modular,

with the natural label (σ, λ) we defined in Definition 1.7.

Let 〈ε〉 = F×
qd

and ε̄ = ζqd−1 = exp(2πi/(qd − 1)) ∈ C. Then we can send F×
qd

to C

injectively by ε 7→ ε̄. Define 〈 , 〉d : F×
qd
×F×

qd
→ C by

〈σ, τ〉d := ε̄ij if σ = εi, τ = εj
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Note that for σ1, σ2, τ ∈ F×
qd

,

〈σ1σ2, τ〉d = 〈σ1, τ〉d〈σ2, τ〉d

If we write σ = σ′σp, where σ′ and σp are p′-part and p-part of σ, respectively, then for

any p-regular τ we have 〈σ, τ〉d = 〈σ′, τ〉d.

A conjugacy class [(τ , λ)] is said to be primary if both τ = (τ) and λ = (λ) are in

fact 1-tuples. Hence (τ , λ) = (τ, λ) in the form of ◦ notation.

Theorem 2.3. (Green) Given σ ∈ F×
qd

with deg(σ) = d, there is an ordinary irreducible

character ψσ of GLd(q) which satisfies the following,

(1) ψσ is zero on all conjugacy classes except for those are primary.

(2) For a primary conjugacy class [(τ, λ)], with deg(τ) = a, λ ` b, ab = d, the value of

ψσ on such conjugacy class is

(−1)d+x(qa − 1)(q2a − 1) · · · (q(x−1)a − 1){〈σ, τ〉d + 〈σ, τ〉qd + · · ·+ 〈σ, τ〉q
a−1

d }

where x is the number of nonzero parts of λ.

(3) By taking τ = 1, a = 1, b = x = d, λ = (1d), the degree of ψσ is

N := (q − 1)(q2 − 1) · · · (qd−1 − 1)

Moreover, if both σ1, σ2 has degree d over Fq, then ψσ1 and ψσ2 agree on all p-regular

conjugacy classes of GLd if and only if their p′-part have the same minimal polynomial

over Fq, i.e. σ1 and σ2 are p-conjugate to each other.

Proof. This φσ is (−1)d+xI id[1] in [G], where i is any integer satisfied σ = εi. The virtual

character I id[1] is described in the end of chapter 5 of [G], which gives (1) and values

of (2). Lemma 7.5 of [G] gives the sign (−1)d+x, and lemma 7.6 of [G] show that φσ is

irreducible. Finally, (3) and the last statement is the consequence of (2).

From now on, write F = K or F , of characteristic 0 or p, respectively, which is

sufficiently large for all the groups hereafter we shall consider.
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We follow Gelfand’s procedure to construct the KGLd-module MK(σ, (1)) with cor-

responding character ψσ.

First pick a non-trivial linear complex character χ : (Fq,+)→ C. Define a non-trivial

linear complex character of U+,

θ(u) := χ

(
d−1∑
i=1

ui,i+1

)

where ui,i+1 is the (i, i+ 1)-entry of u ∈ U+.

Next let Cv be a one-dimensional CU+-module with vu = θ(u)v action on the right.

Set G∗d−1 be the subgroup of GLd with (1, 1)-entry 1 and (i, 1)-entry 0 for 1 < i ≤ d.

Observe that (G∗d−1 : U+) = N , the degree of ψσ in Theorem 2.3(3). Now induce the

CU+-module Cv to CG∗d−1-module, denoted by C.

Now we consider the idempotents acts on the right.

Lemma 2.4. Let µ |= d, E+
C (µ) idempotent defined in section 2.3. Then

(1) vE+
C ((d)) = v.

(2) vgE+
C ((d)) = 0 for g ∈ G∗d−1 \ U+.

(3) CU+
C (µ) = 0 for µ′′ 6= (d).

Proof. We make use of vu = θ(u)v and uE+
C ((d)) = θ(u)E+

C ((d)) for u ∈ U+.

(1) vE+
C ((d)) = |U+|−1

∑
u∈U+ θ(u−1)vu = |U+|−1

∑
u∈U+ v = v.

(2) If we can pick some u1, u2 ∈ U+, u1g = gu2 and θ(u1) 6= θ(u2), then

θ(u1)vgE+
C ((d)) = vu1gE

+
C ((d)) = vgu2E

+
C ((d)) = θ(u2)vgE+

C ((d))

hence vgE+
C ((d)) = 0.

Write g =
[

1 vt
0 g1

]
, where v ∈ (Fq)d−1 and g1 ∈ GLd−1(q). Consider u1 =

[
1 wt1
0 Id−1

]
,

u2 =
[

1 wt2
0 Id−1

]
, w1, w2 ∈ (Fq)d−1, then u1g = gu2 gives gt1w1 = w2. If there are some

w1, w2 have different first coordinate, then θ(u1) 6= θ(u2) and we are done. If for all

w1 ∈ (Fq)d−1, w2 = gt1w1 have common first coordinate with w1, then the first row

of gt1 must be [1, 0, · · · , 0]. Now we can replace g by g1 and continue the process. If
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we never find such pair w1, w2, then g would be a upper unitriangular matrix, that

is, g ∈ U+, which contradicts to the assumption.

(3) Write µ = (µ1, · · · , µt), 0 < µ1 < d. Then U+
C (µ) contains X̄i,i+1 for i = µ1. Now

for any v ∈ C,

vX̄i,i+1 = q−1
∑
α∈Fq

xi,i+1(α)v = q−1

∑
α∈Fq

χ(α)

 v = 0

by the property of non-trivial linear complex character χ.

Let [U+\G∗d−1] = {1 = g1, g2, · · · , gN} be right coset representatives.

Lemma 2.5. C is an irreducible CG∗d−1-module.

Proof. By definition, C is generate by v. If M is an non-trivial CG∗d−1-sub- module of

C, then 0 6= m ∈ M has the form
∑N

i=1 ci(vgi) for ci ∈ C. Pick some cr 6= 0, then

v = c−1
r mg−1

r E+
C ((d)) ∈M and hence M = C.

Now define J : GLd(q)→ C by

J(g) = |U+|−1
∑
u∈U+

θ(u−1)ψσ(gu)

Then with ψσ ↓G∗d−1
is irreducible and ψσ ↓U+ contains θ with multiplicity 1, we have

(vgj)g =
N∑
i=1

J(gjgg
−1
i )(vgi)

for a right coset representative [U+\G∗d−1] = {1 = g1, g2, · · · , gN}. Now for arbitrary

g ∈ GLd(q), let

(vgj)g =
N∑
i=1

J(gjgg
−1
i )(vgi)

Gelfand show that this actions extends C to a KGLd(q)-module MK(σ, (1)), and the

character of MK(σ, (1)) is ψσ. Let MF (σ, (1)) be the reduction modulo p of MK(σ, (1)).

Proposition 2.6. Let F = K or F .

(1) MF(σ, (1)) is an irreducible representation.

(2) MF(σ, (1)) is a cyclic module generated by v.
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(3) dimMF(σ, (1)) = N = (q − 1)(q2 − 1) · · · (qd−1 − 1).

(4) If σ, τ ∈ F×q , deg(σ) = deg(τ), then MF(σ, (1)) ∼= MF(τ, (1)) if and only if σ, τ are

p-conjugate to each other.

Proof. (2)(3) follows from the definition. A analogue to Lemma 2.5 proves (1). (4)

follows from the last statement of Theorem 2.3.

Lemma 2.7. Let µ |= d, E+
F (µ) idempotent defined in section 2.3. Then

(1) vE+
F ((d)) = v.

(2) MF(σ, (1))E+
F ((d)) = Fv.

(3) MF(σ, (1))U+
F (µ) = 0 for µ′′ 6= (d).

Proof. The space of MF(σ, (1)) has no different with C, hence this is just a rewrite of

Lemma 2.4.

2.5 The Module MF(σ, (1k))

Let d, k ∈ N, dk = n, σ ∈ F×q , deg(σ) = d, and F = K or F . Define

G(r) := {diag(g1, · · · , gk) | gr ∈ GLd(q), gt = Id for t 6= r}, 1 ≤ r ≤ k

Then clearly G(r) ∼= GLd(q) and G(1) × · · · × G(k) is the Levi subgroup L(dk). For

each r, let M (r) be a FG(r)-module obtain from MF(σ, (1)) under the trivial embedding

ι(r) : GLd(q)→ G(r) ⊂ GLn(q) with generator vr.

Definition 2.8.

(1) Let M := M (1) ⊗ · · · ⊗M (r) be a FL(dk)-module with generator v1 ⊗ · · · ⊗ vk.

(2) Define

MF(σ, (1k)) := M (1) ◦ · · · ◦M (k) ∼= IndGP
(
inflPLM

)
be a FGLn(q)-module, where G = GLn(q), P = P+

(dk)
and L = L(dk) for temporary

abbreviation of Definition 2.8 and Proposition 2.9.
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It is well-known that GLn = P+
(1n)WnP

+
(1n) (the Bruhat decomposition), hence the

set {πu | π ∈ Wn, u ∈ U+} is a right coset representative of P+
(1n)\G. Since P+

(1n) ⊂ P ,

elements of [P\G] is also of the form πu, although they may not represent distinct

cosets.

Proposition 2.9.

(1) MF(σ, (1k)) is a cyclic module generated by v1 ⊗ · · · ⊗ vk.

(2) Each element of MF(σ, (1k)) is a linear combination of terms

(v1g1 ⊗ · · · ⊗ vkgk)πu

where gr ∈ G(r) and πu representative of [P\G].

Proof. Both of them are consequence of the definition of MF(σ, (1k)).

Lemma 2.10. Let µ |= n, E+
F (µ) be idempotent defined in section 2.3.

(1) (v1 ⊗ · · · ⊗ vk)E+
F ((dk)) = v1 ⊗ · · · ⊗ vk.

(2) For m ∈ M , π ∈ Wn \Wk→n such that t(d
k)π is row standard, u ∈ U+, we have

mπuE+
F (µ) = 0 for any µ |= n.

(3) MF(σ, (1k))U+
F (µ) = 0 if µ = (n− r, r) for some r not a multiple of d.

Proof. (1) E+
F ((dk)) = Q+

F((dk))U+
F ((dk)). We have Q+

F((dk)) = E+
F ((d))⊗· · ·⊗E+

F ((d))

fixes v1 ⊗ · · · ⊗ vk, and U+
F ((dk)) ∈ U+

(dk)
acts trivially.

(2) By uE+
F (µ) = θµ(u)E+

F (µ), we can ignore it. If π is not inWk→n, then for some a, the

ath-row of t = t(d
k)π must containing numbers not all consecutive. Pick x such that

rowt(x) = a, rowt(x+1) 6= a, and colt(x) 6= d, that is, x is in the ath-row with next

number not x + 1. Consider Sπ := {(i, j) ∈ Φ | rowt(i) = rowt(j) = a, i ≤ x < j}

which is non-empty and forms a hollow rectangular. Then (i, j) ∈ Sπ implies

j > i+ 1, E+
F (µ) contains

∏
(i,j)∈Sπ X̄ij whenever µ is. But then πE+

F (µ) contains

π

 ∏
(i,j)∈Sπ

X̄ij

 =

 ∏
(i,j)∈Sπ

X̄iπ−1,jπ−1

 π =

 ∏
(i,j)∈S

X̄ij

 π
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where S := {(i, j) ∈ Φ | row(dk)(i) = row(dk)(j) = a, i ≤ xπ−1 < j} (note that π and

π−1 preserve order in each row,) forming a solid rectangular. Write xπ−1 = ad− b,

then
∏

(i,j)∈S X̄ij = ι(a)
(
U+
F ((d− b, b))

)
, which eliminates M (a) by Lemma 2.7(3),

hence M , and m as well.

(3) It suffices to show that for any m ∈M , π ∈ Wn such that t = t(d
k) is row standard,

and u ∈ U+, we have mπuU+
F (µ) = 0, and the proof is similar to (2), as following.

Since u and U+
F (µ) commutes, we can ignore it. Because r is not a multiple of d,

there is some a such that the ath-row of t contains some element less or equal then

r, and some larger then r. Pick x in the ath-row of t such that the next number of x

is greater then r. Then Sπ := {(i, j) ∈ Φ | rowt(i) = rowt(j) = a, i ≤ x < j} forms

a hollow rectangular, and U+
F (µ) contains

∏
(i,j)∈Sπ X̄ij. Now the same argument to

(2) shows that πU+
F (µ) contains ι(a)(U+

F (d− b, b)) for some b and eliminates m.

Corollary 2.11. Let µ |= n. Then MF(σ, (1k))E+
F (µ) = 0 if µ is not of a form dλ for

some λ ` k.

Proof. Write µ = (µ1, µ2, · · · , µm). Then there is some j such that r :=
∑j

i=1 µi is

not a multiple of d. In the view of Proposition 2.2, E+
F (µ) contains U+

F (µ) and U+
F (µ)

contains U+
F ((r, n− r)), thus the corollary follows from Lemma 2.10(3).

In order to find out MF(σ, λ) for other λ |= k, we introduce the Hecke algebra arising

from MF(σ, (1k)).

Definition 2.12. Let Hk = HF,k,σ be the algebra of FGLn-module endomorphisms of

MF(σ, (1k)), written on the left.

Theorem 2.13. [J, 4.10] The algebra Hk has a basis {hw | w ∈ Sk} defined by

hw : v1 ⊗ · · · ⊗ vk 7→ (v1 ⊗ · · · ⊗ vk)πwU+
F ((dk))

Furthermore, we have

MF(σ, (1k))E+
F ((dk)) = Hk(v1 ⊗ · · · ⊗ vk)
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Definition 2.14. For each w ∈ Sk, define Tw ∈ Hk by

Tw : v1 ⊗ · · · ⊗ vk 7→ (J(−Id)q(d+d2)/2)l(w)(v1 ⊗ · · · ⊗ vk)πwU+
F ((dk))

where l(w) denotes the length of w.

Theorem 2.15. [J, 4.12] The algebra Hk is an associative algebra over F with basis

{Tw | w ∈ Sk}, with the multiplication generate by the rule

TwTv =

{
Twv if l(wv) = l(w) + 1

qdTwv + (qd − 1)Tw otherwise.

where w, v ∈ Sk, v = (i, i+ 1) for some 1 ≤ i ≤ k − 1.

2.6 The Module MF(σ, λ), SF(σ, λ) and DF(σ, λ)

For any λ |= k, let

xλ :=
∑

w∈R(tλ)

Tw ∈ Hk

where R(tλ) is the row stabilizer of tλ. Define

MF(σ, λ) := xλMF(σ, (1k))

hence MF(σ, λ) is an FGLn-submodule of MF(σ, (1k)). The notation is consistent since

x(1k) = 1. Also it is consistent with Harish-Chandra induction, that is, MF(σ, λ) =

MF(σ, (λ1)) ◦ MF(σ, (λ2)) ◦ · · · . Hence to investigate MF(σ, λ), it suffices to study

MF(σ, (k)).

Lemma 2.16. [J, 6.3]

(1) MF(σ, (k)) is an irreducible FGLn-module.

(2) MF(σ, (k))EF((dk)) is the one-dimensional space Fx(k)(v1 ⊗ · · · ⊗ vk).

By counting the dimension of MF(σ, (k)), we can deduced that

Theorem 2.17. [J, 6.9] Let µ |= n. Then MF(σ, (k))E+
F (µ) is one-dimensional if

µ = (dk) and is zero otherwise.
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And its generalization to MF(σ, λ),

Theorem 2.18. [J, 7.1] Let λ, µ |= k. Then

(1) MF(σ, λ)E+
F (dµ) = 0 unless µ′ D λ.

(2) MF(σ, λ)E+
F (dλ′) is a one-dimensional space.

Now for λ |= k, we can define

SF(σ, λ) = MF(σ, λ)E+
F (dλ′)FGLn(q)

By the previous theorem, SF(σ, λ) is not 0. Since MF(σ, (k)) is irreducible, we have

SF(σ, (k)) = MF(σ, (k)). It is easy to prove that

Proposition 2.19. [J, 7.8] SF(σ, λ) has a unique maximal FGLn(q)-submodule

SF(σ, λ)max.

Corollary 2.20. [J, 7.9] If F = K, then SK(σ, λ) is irreducible.

Lemma 2.21.

(1) If µ |= n is a rearrangement of partition λ ` n, i.e. µ′′ = λ, then MF(σ, µ) ∼=

MF(σ, λ) and SF(σ, µ) ∼= SF(σ, λ).

(2) If σ, τ ∈ F×q , deg(σ) = deg(τ), then MF(σ, λ) ∼= MF(τ, λ) and SF(σ, λ) ∼= SF(τ, λ)

if the p′-part of σ, τ have the same minimal polynomial over Fq.

Proof. (1) Write MF(σ, µ) = MF(σ, µ1) ◦ MF(σ, µ2) ◦ . . . and note that the Harish-

Chandra induction is commutative up to isomorphism. The SF(σ, λ) case follows from

µ′ = λ′ and the definition.

For (2), from Proposition 2.6 we have MF(σ, (1k)) ∼= MF(τ, (1k)) if and only if σ

and τ are p-conjugate (defined in Definition 1.6), hence they have isomorphic Hecke

algebra, and hence isomorphic MF(σ, λ) and SF(σ, λ).

Therefore, when we talk about isomorphic types of MF(σ, λ) and SF(σ, λ), it suffices

to consider partitions λ ` n rather then λ |= n.
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By counting the dimension of SF(σ, λ), we have two important consequence analogue

to the case of symmetric groups. One is the kernel intersection theorem (we omitted

here), and the other is Young’s rule, described below,

Theorem 2.22 (Young’s Rule). [J, 7.19(iii)] Suppose λ, µ ` k. Then the composition

factors of MF(σ, λ) are of the form SF(σ, µ), with multiplicity equals the Kostka number

Kµλ, which means the number of semistandard µ-tableaux of type λ (a definition of this

see [J1, 13].)

Observe that Kµλ is independent of σ.

Corollary 2.23. In the Grothendieck group of FGLn-module we may write

MF(σ, λ) = SF(σ, λ) +
∑

µDλ,µ6=λ

KµλSF(σ, µ)

Proof. By Theorem 2.18 and the definition of SF(σ, µ), we may deduce that Kµλ = 0

unless µ D λ, and Kλλ = 1. One may obtain the result as well by the definition of

Kostka numbers.

Once we have the Young’s Rule, the Littlewood-Richardson rule follows,

Theorem 2.24 (Littlewood-Richardson rule). Let σ ∈ F×q , deg(σ) = d, λ ` k1, µ ` k2,

and n = d(k1 + k2). Then in the Grothendieck group of FGLn-module,

SF(σ, λ) ◦ SF(σ, µ) =
∑

ν`k1+k2

cνλµSF(σ, ν)

where cνλµ is the Littlewood-Richardson coefficient, the number of semistandard skew-

ν\λ-tableau of type µ which the sequence obtained from concatenating reversed rows is

a lattice permutation (A definition see [J1, 15, 16].)

Proof. A proof of the case of symmetric groups is in [J1, 16], which proves that the

Young’s rule implies the Littlewood-Richardson rule. Now an analogue proof follows

from Theorem 2.22.

We need a property of Littlewood-Richardson coefficients later.
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Proposition 2.25. The Littlewood-Richardson coefficient cνλµ = 0 unless λ+µDνDλ [+]

µ. In the case ν = λ+ µ or ν = λ [+] µ, we have cνλµ = 1.

Proof. Assume cνλµ > 0, which is the number of the skew-ν\λ-tableau of type µ, filling

µi many number i each, forming a semistandard tableau (nondecreasing on each row,

increasing on each column), and the sequence obtained concatenating reversed row is

a lattice permutation (each prefix has at least as many positive integers i as integers

i+ 1.)

First we claim that for any number i, it can only appear on ith row or below. If

i appears on (i − 1)th row or above, then some i − 1 must appears before that i in

the sequence, that is, on the right of i or on the rows above. But since the tableau

is semistandard, i − 1 cannot put on the right of i, thus it must appears on the rows

above, i.e. i−1 appears on (i−2)th row or above. Continue this we have there is some

1 appears before the first row, which is absurd.

Now the first n rows can only put those number not greater then n. By comparing

the total blocks we have
∑n

i=1(νi − λi) ≤
∑n

i=1 µi, which exactly means ν E λ + µ. If

ν = λ+µ, then the ith row can only put number i, so there is only one possible tableau,

cνλµ = 1.

Next observe that each column can only put strictly increasing numbers, still compar-

ing the total blocks we have
∑n

i=1(ν ′i−λ′i) ≤
∑n

i=1 µ
′
i, which exactly means ν ′Eλ′+µ′,

thus ν D λ [+] µ. Similarly, if ν = λ [+] µ then cνλµ = 1.

When F = K, every SK(σ, λ) is irreducible, but not for F = F . To find irreducible

FGLn-modules, we define

DF(σ, λ) := SF(σ, λ)/SF(σ, λ)max.

Clearly DF(σ, λ) is irreducible. When F = K, SK(σ, λ) ∼= DK(σ, λ) and we have no

interest on it. We immediately have

Lemma 2.26. [J, 7.24] Let λ |= k and ν |= n
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(1) SF(σ, λ)E+
F (ν) and DF(σ, λ)E+

F (ν) are both zero unless ν = dµ for some µ |= k and

µ′ D λ.

(2) SF(σ, λ)E+
F (dλ′) and DF(σ, λ)E+

F (dλ′) are both one-dimensional spaces.

Lemma 2.27.

(1) If µ |= n is a rearrangement of partition λ ` n, i.e. µ′′ = λ, then DF(σ, µ) ∼=

DF(σ, λ).

(2) If σ, τ ∈ F×q , deg(σ) = deg(τ), then DF(σ, λ) ∼= DF(τ, λ) if σ, τ are p-conjugate to

each other.

Proof. This follows from Lemma 2.21 and the definition of DF(σ, λ).

Theorem 2.28. [J, 7.25] Let λ, µ ` k.

(1) If λ 6= µ then DF(σ, λ) is not isomorphic to DF(σ, µ).

(2) If some composition factor of SF(σ, λ) is isomorphic to DF(σ, µ), then µD λ.

(3) Precisely one composition factor of SF(σ, λ) is isomorphic to DF(σ, λ).

In fact, every composition factor of SF(σ, λ) is isomorphic to some DF(σ, µ). To

prove this, we need the submodule theorem (Theorem 2.30) below.

For each FGLn-module M , define (temporary here) an FGLn-module dM with the

same vector space as M , and the action m ∗ g = m((g−1)T ). Then if M is irreducible,

then dM is isomorphic to the dual of M since their Brauer characters are complex

conjugate to each other. But from ψσ−1 is complex conjugate to ψσ, we also have

MF(σ−1, (1)) is isomorphic to the dual of MF(σ, (1)), hence

dMF(σ, (1)) ∼= MF(σ−1, (1))

A proof [J, 7.25] show that the mapM 7→ dM commutes with Harish-Chandra induction

and the action of Hk, hence we have

Lemma 2.29. [J, 7.32, 7.33] Let λ |= k. Then

(1) dMF(σ, (λ)) ∼= MF(σ−1, (λ))
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(2) MF(σ, (λ)) is isomorphic to the dual of MF(σ−1, (λ)).

(3) dSF(σ, (λ)) ∼= SF(σ−1, (λ))

Then we obtain a non-singular bilinear map f : MF(σ, λ)×MF(σ−1, λ)→ F satisfying

f(m1g,m2) = f(m1,m2g
−1) for m1 ∈MF(σ, λ), m2 ∈MF(σ−1, λ) and g ∈ GLn. Define

SF(σ−1, λ)⊥ = {m1 ∈MF(σ, λ) | f(m1,m2) = 0 for all m2 ∈ SF(σ−1, λ)}

Theorem 2.30 (Submodule Theorem). [J, 7.34] Let λ |= k. For every X ⊂MF(σ, λ),

either X ⊃ SF(σ, λ) or X ⊂ SF(σ−1, λ)⊥

Theorem 2.31. [J, 7.35] Let λ ` k.

(1) For every irreducible FGLn-module D, the composition multiplicity of D in the

module SF(σ, λ)max is at most that in MF(σ, λ)/SF(σ, λ).

(2) Every composition factor of SF(σ, λ)max is isomorphic to some DF(σ, µ) with µ ` k,

µD λ, µ 6= λ.

(3) We have SF(σ, λ)max = SF(σ, λ) ∩ SF(σ−1, λ)⊥.

2.7 The Module SF(σ, λ) and DF(σ, λ)

In Definition 1.7 we have defined the n-admissable pair (σ, λ). Given σ = (σ1, · · · , σa) ∈

(F×q )a, deg(σi) = di, and λ(i) |= ki, k = (k1, · · · , ka), n =
∑a

i=1 kidi, define

SF(σ, λ) := SF(σ1, λ
(1)) ◦ · · · ◦ SF(σa, λ

(a))

as an FGLn-module, where ◦ is the Harish-Chandra induction. Similarly,

DF(σ, λ) := DF(σ1, λ
(1)) ◦ · · · ◦DF(σa, λ

(a))

For F = K, we are going to find the complete set of non-isomorphic irreducible

KGLn-module SK(σ, λ). By Lemma 2.21(1), we may assume λ(i) are partitions. Also

by Lemma 2.21(2), we may assume σ is non-repeated, otherwise we may use the
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Littlewood-Richardson rule to decompose SK(σ, λ) ◦ SK(σ, µ). Hence (σ, λ) is an n-

admissable pair. Since the Harish-Chandra induction is commutative, SK(σ, λ) ∼=

SK(τ , ν) if (σ, λ) and (τ , ν) are equivalent. Therefore

LK([(σ, λ)]) := SK(σ, λ), [(σ, λ)] ∈ ΣK

is well-defined (up to isomorphism), and we shall write LK(σ, λ) for simplicity. Then

we have

Theorem 2.32. [D1, Theorem 4.7] The set {LK(σ, λ) | [(σ, λ)] ∈ ΣK} is a complete

set of representative of non-isomorphic irreducible KGLn-module.

For F = F , we are going to find the complete set of non-isomorphic irreducible

FGLn-module. By Lemma 2.27 and a similar argument to ordinary case above,

LF ([(σ, λ)]) := DF (σ, λ), [(σ, λ)] ∈ ΣF

is well-defined (up to isomorphism), and we shall write LF (σ, λ) for simplicity. However,

LF (σ, λ) may not be pairwise non-isomorphic, even not irreducible. A good guess is that

the set {LF (σ, λ) | [(σ, λ)] ∈ ΣF} serves our requirement (and this is indeed correct),

but it is not easy to prove this fact directly, which is the main goal of [D1].

Theorem 2.33. [D1, Corollary 5.3] The set {LF (σ, λ) | [(σ, λ)] ∈ ΣF} is a complete

set of representative of non-isomorphic irreducible FGLn-module.

Finally, we put a lemma here for later usage, whose proof depends on the construction

of the modules.

Lemma 2.34. Let [(σ, λ)] be an n-admissible symbol. For τ ∈ Op′(F×q ), let τσ =

(τσ1, · · · , τσa). Then

LF (σ, λ)⊗ LF (τ, (n)) ∼= LF (τσ, λ).

Proof. Note that [(τσ, λ)] is an n-admissible symbol by Proposition 4.6 (which is inde-

pendent from here). We prove it along the construction of LF (σ, λ).
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First, the character of the irreducible KGLd-module MK (σ, (1)) are given explicitly

in [J, (3.1)], involving a function 〈x, y〉d with the property

〈x1x2, y〉d = 〈x1, y〉d · 〈x2, y〉d

hence 〈στ, y〉d = 〈σ, y〉d · 〈τ, y〉d and 〈τ, y〉q−1
d = 1. It is known that LK(τ, (n)) is one

dimensional and have the character y 7→ 〈τ, y〉d. Then

MK(σ, (1))⊗ LK(τ, (n)) ∼= MK(στ, (1)) ordinary character

MF (σ, (1))⊗ LF (τ, (n)) ∼= MF (στ, (1)) reduction modulo p

MF (σ, (1k))⊗ LF (τ, (n)) ∼= MF (στ, (1k)) Harish-Chandra induction

MF (σ, λ)⊗ LF (τ, (n)) ∼= MF (στ, λ) xλ ∈ Hk

SF (σ, λ)⊗ LF (τ, (n)) ∼= SF (στ, λ) E+
F (dλ′)

DF (σ, λ)⊗ LF (τ, (n)) ∼= DF (στ, λ) subquotient

LF (σ, λ)⊗ LF (τ, (n)) ∼= LF (τσ, λ) Harish-Chandra induction

which proves the lemma.
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3 Clifford Theory

In section 3 to 5, we are going to prove Theorem 5.2, a theorem of Kleshchev-Tiep.

The original proof is in [K].

Clifford theory gives the information about the restriction to a normal subgroup,

especially when the quotient is cyclic. Observe that GLn/SLn ∼= Cq−1. A good reference

to Clifford theory see [F, III].

Let F = K or F , sufficiently large for any group we have considered in this section.

Theorem 3.1 (Clifford). Given S a normal subgroup of G, V ∈ IrrF(G). Then

(1) V ↓S is completely reducible. That is,

V ↓S =
t⊕
i=1

Wi

where Wi are irreducible FS-modules (but not necessary non-isomorphic.)

(2) There is an e ∈ N such that

V ↓S = e

(
u⊕
j=1

Wj

)

where Wj are non-isomorphic irreducible FS-modules.

(3) Wj are G-conjugate to each other. In fact, Wj = gjW1, where {1 = g1, · · · , gu} is

a set of representative of G/I, with I := StabG(W1) called the inertia group of W1

in G.

(4) There is some W̃1 ∈ IrrF(I) such that W̃1↓S = eW1 and V ∼= W̃1↑G. This W̃1 is

called an isotypic component of V with respect to W1.

Denote κGS (V ) := t the branching number of V restricted from G to S. If G is clear

we also write κS(V ) instead. Since dim(Wj) = dim(W1) for all j, we may also write

κGS (V ) = dim(V )/ dim(W1).
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3.1 Cyclic Quotient

If L ∈ IrrF(G/S), then inflGG/S(L) ∈ IrrF(G), which we also denoted L. Hence when we

write V ⊗L for FG-module V and L ∈ IrrF(G/S), it means V ⊗ inflGG/S(L). Note that

both L have dimension 1 over F.

Lemma 3.2. [F, III, 2.14] Let S E G, G/S be cyclic, and W ∈ IrrF(G). Assume

I = StabG(W ) = G. Then

(1) There is some FG-module V satisfied V ↓S ∼= W .

(2) For any U ∈ IrrF(G), if W is an irreducible summand of U↓S, then U↓S ∼= W , and

U ∼= V ⊗ L for some L ∈ IrrF(G/S).

Proof. (1) First suppose that F is algebraically closed. Choose x ∈ G such that x and

S span G, then xn ∈ S for n = (G : S). Now consider the representation ρ of S with

underlying module W . Since StabG(W ) = G, xρ ∼= ρ, that is, ρ(xyx−1) = fρ(y)f−1 for

some f ∈ GL(W ) and all y ∈ S. Hence fnρ(y)f−n = ρ(xnyx−n) = ρ(xn)ρ(y)ρ(xn)−1,

and by Schur’s lemma fn = cρ(xn) for some c ∈ F. Since F is algebraically closed, there

is some c1 ∈ F such that cn1 = c. Define ρ(x) := c−1
1 f , then ρ extends to a representation

of G. Let V be the underlying module, then we have V ↓S = W .

Now assume F is sufficiently large for G and S. Write F algebraically closure of

F. Then every FG-module VF is realizable on F, that is, VF
∼= FG ⊗FG V for some

FG-module V . By previous statement, there is some FG-module VF satisfied VF↓S =

WF := FS ⊗FS W . Then we have V ↓S ∼= W .

(2) Consider W↑G ∼= W ⊗FS FG ∼= V ⊗ F(G/S). By Frobenius reciprocity U is an

irreducible summand of W↑G, and thus U ∼= V ⊗ L for some L ∈ IrrF(G/S). Since

G/S is cyclic, dimF L = 1, so dimF U = dimF V = dimFW and U↓S ∼= W .

Lemma 3.3. If G/S is cyclic, then e = 1, that is, V ↓S is multiplicity free for any

V ∈ IrrF(G). Hence κGS (V ) = (G : I).

Proof. Assume not, there is some V ∈ IrrF(G) with e > 1. Given W ∈ IrrF(S) an
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irreducible summand of V ↓S, consider W̃ ∈ IrrF(I) where W̃↓S = eW . But by Lemma

3.2 (ii), W̃↓S ∼= W , which is a contradiction. The second statement is clear.

Lemma 3.4. Let SEH EG and SEG, G/S be cyclic, and V ∈ IrrF(G). Let U be an

irreducible component of V ↓H . Then κGS (V ) = κGH(V ) · κHS (U).

Proof. Let κGS (V ) = t and κGH(V ) = t1. Then

V ↓S =
t⊕
i=1

Wi Wi ∈ IrrF (S)

V ↓H =

t1⊕
j=1

Uj Uj ∈ IrrF (H)

Since V ↓S = (V ↓H)↓S, we have κGS (V ) =
∑t1

j=1 κ
H
S (Uj), hence it suffices to prove

κHS (Uj) = κHS (U1) for all j. We may assume W1 is an irreducible component of U1↓S.

Then κHS (U1) = (H : I1), where I1 = StabH(W1). Now for any Wi we have Wi = giW1

for some gi ∈ G and

Ii = StabH(Wi) = H ∩ gi StabG(Wi)g
−1
i = gi (H ∩ StabG(Wi)) g

−1
i = giI1g

−1
i

since H EG. Therefore (H : Ii) = (H : I1) and the lemma follows.

The following lemma is a crucial part of proof of Kleshchev-Tiep’s theorem, which

gives a lower bound of κGS (V ). Note that if F = K, then any cyclic group is a p′-group

conventionally.

Lemma 3.5. Let S EG with G/S a cyclic p′-group, and V ∈ IrrF(G). Then

(1) We have κGS (V ) = #{L ∈ IrrF(G/S) | V ∼= V ⊗ L}.

(2) If L ∈ IrrF(G/S) and V ∼= V ⊗ L then κGS (V ) ≥ (G : kerL).

Proof. (1) Let J = {L ∈ IrrF(G/S) | V ∼= V ⊗ L}. Pick W ∈ IrrF(S), W | V ↓S,

I = StabG(W ), then there is some W̃ ∈ IrrF(G) such that W̃↓S = W and W̃↑G ∼= V .

Now If L ∈ IrrF(G/I), then

V ⊗ L = W̃↑G ⊗ L ∼= (W̃ ⊗ L↓I)↑G ∼= W̃↑G = V
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and thus |J | ≥ κGS (V ).

On the other hand, let L ∈ IrrF(G/S) and V ∼= V ⊗L. Then W̃↑G ∼= (W̃ ⊗L↓I)↑G.

Since there are only one irreducible summand of V ↓I containing W when restricts to S,

W̃ ∼= W̃ ⊗L ↓I , and hence W̃ ∗⊗W̃ ∼= W̃ ∗⊗W̃ ⊗L ↓I . By W̃ ∗⊗W̃ = HomFI(W̃ , W̃ ) ∼=

idI we have idI ∼= L↓I . Hence L ∈ IrrF(G/I) and |J | ≤ κGS (V ).

For (2), since I ≤ kerL we have κGS (V ) = (G : I) ≥ (G : kerL).

In general, κGS (V ) splits into two parts.

Lemma 3.6. Let r be a prime, S E G with G/S a cyclic group, and V ∈ IrrF(G).

Consider S ≤ A,B ≤ G where A/S := Or(G/S) and B/S := Or′(G/S). Take UA and

UB be an irreducible summand of V ↓A and V ↓B respectively. Then

(1) κGS (V ) = κGA(V ) · κGB(V ).

(2) κGA(V ) = κBS (UB), κGB(V ) = κAS (UA).

Proof. Pick W an irreducible summand of V ↓S, and let I = StabG(W ), IA = StabA(W ),

IB = StabB(W ). If one can prove I/S = IA/S × IB/S, then

κGS (V ) = (G : I) = (G/S : I/S) = (A/S : IA/S) · (B/S : IB/S)

= (A : IA) · (B : IB) = κAS (UA) · κBS (UB)

and thus both (1) and (2) follows from Lemma 3.4.

By definition of stabilizer group I/S ≥ IA/S × IB/S. Now given x ∈ I, write xS =

yS ·zS, where yS, zS are r-part and r′-part of xS, respectively. Then by Proposition 1.3

both yS and zS are power of xS, hence stabilize W , which gives I/S ≤ IA/S×IB/S.

3.2 Direct Product

We put the following lemma here for later usage when applying induction on n for GLn

and related subgroups. Note that GLn/SLn ∼= F×q is independent of n.
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Lemma 3.7. Let G = G1 ×G2 and V ∈ IrrF(G). For each i = 1, 2, Si EGi, Gi/Si :=

〈x̄i〉 ∼= Cr for some r ∈ N. Consider a subgroup H satisfies S1 × S2 ≤ H ≤ G

and H/(S1 × S2) := 〈x̄1x̄2〉. Then κH(V ) = gcd(κ1, κ2), where κ1 = κS1×G2(V ) and

κ2 = κG1×S2(V ).

Proof. Throughout the proof, i = 1, 2.

Write V = V1⊗V2 for Vi ∈ IrrF(Gi), and pick an Wi ∈ IrrF(Si) such that Wi | (Vi)↓Si .

Let Ii = StabGi(Wi), then κi = (Gi : Ii). Since W1 ⊗ W2 | V ↓S1×S2
, there is some

U ∈ IrrF(H), W1 ⊗ W2 | U↓S1×S2
and U | V ↓H . Let J = StabH(W1 ⊗ W2), then

κHS1×S2
(U) = (H : J).

Now we are going to find m = (H : J). Choose xi ∈ Gi such that xiSi = x̄i,

then H = 〈S1, S2, x1x2〉 and (x1x2)m ∈ J . From W1 ⊗ W2 = (x1x2)m(W1 ⊗ W2) =

(xm1 W1) ⊗ (xm2 W2), we have xmi Wi
∼= Wi and xmi ∈ Ii, hence m is a multiple of both

(Gi : Ii) = κi. This proof is clearly invertible, hence (H : J) = lcm(κ1, κ2).

Finally we consider the dimension as vector space over F ,

κH(V ) =
dim(V )

dim(U)
=

dim(V )/ dim(W1 ⊗W2)

dim(U)/ dim(W1 ⊗W2)

=
(G1 : I1) · (G2 : I2)

(H : J)
=

κ1 · κ2

lcm(κ1, κ2)
= gcd(κ1, κ2)

3.3 Classification of Irreducible Representations of SLn

Lemma 3.8. Let F = F . If G/S is an p-group, and V1, V2 ∈ IrrF (G) have common

irreducible summand W (up to isomorphism) in their restrictions (V1)↓S, (V2)↓S, then

V1
∼= V2.

Proof. First assume G/S ∼= Cp. Consider I = StabGW . If I = G, then by Lemma

3.2, V1
∼= V2 ⊗ L for L ∈ IrrF (G/S), but the only irreducible FCp-module over F of

characteristic p is the trivial module. Now if I = S, then by Theorem 3.1(4) we have

W̃ = W and hence V1
∼= W↑G ∼= V2.
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For the induction step, Take S ≤ H ≤ G such that H/S is a maximal subgroup of

G/S. Since both ((V1)↓H)↓S and ((V2)↓H)↓S have common irreducible summand W ,

by induction hypothesis (V1)↓H ∼= (V2)↓H , again by induction hypothesis V1
∼= V2.

Lemma 3.9. Let SEG with G/S cyclic, S ≤ A ≤ G with A/S := Op(G/S), and V1, V2

irreducible FG-modules. If W is an irreducible summand of both (V1)↓S and (V2)↓S,

then there exists M ∈ IrrF(G/A) such that V2 = V1 ⊗M .

Proof. First assume F = F , p not dividing |G| or F = K, then A = S. Let I =

StabG(W ) be the inertia group, then there are some FI module Ui satisfy Vi ∼= (Ui)↑G

and W = (Ui)↓S, i = 1, 2. Hence by Lemma 3.2, U2 = U1 ⊗ N for some irreducible

F(I/S)-module N . But since G/S is cyclic, N is G/S-invariant and extends to an

irreducible F(G/S)-module L. Hence

V2
∼= (U1 ⊗N)↑G = (U1 ⊗ (L)↓I) ∼= (U1)↑G ⊗ L = V1 ⊗ L

Now assume p divide |G|. For i = 1, 2, there is some Wi ∈ IrrF(A) such that W | (Wi)↓S

and Wi | (Vi)↓A. By Lemma 3.8 we have W1
∼= W2. Replacing A by S returns to the

first case.

Proposition 3.10. Let S E G with G/S cyclic, and S ≤ A ≤ G, A/S := Op(G/S).

Define an equivalence relation as following: if V , U ∈ IrrF(G), then V ∼ U if V ∼= U⊗L

for some L ∈ IrrF(G/A). Pick V1, V2, · · · , Vm as a complete set of representative of

equivalence classes of IrrF(G), and take restriction to S,

(Vi)↓S =

ti⊕
j=1

Wij

where ti = κGS (Vi). Then

{Wij | 1 ≤ i ≤ m, 1 ≤ j ≤ ti}

is a complete set of representative of the isomorphism classes of the irreducible FS-

module.
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Proof. Let W ∈ IrrF(S). Then W | V ↓S for some V ∈ IrrF(G), and V ∼ Vi for some

i gives W ∼= Wij for some j. Now if Wij = Wkl, then by Lemma 3.9, Vi = Vk ⊗ L for

some L ∈ IrrF(G/A), i.e. i = k, and thus j = l by Lemma 3.3.

Therefore, we have the complete list of irreducible representation of SLn.

Proposition 3.11. Let W ∈ IrrF(SLn). Then

(1) W | LF(σ, λ)↓SLn for some LF(σ, λ) ∈ IrrF(GLn).

(2) If W | LF(σ, λ)↓SLn and W | LF(τ , ν)↓SLn for both LF(σ, λ) and LF(τ , ν) ∈

IrrF(GLn), then [(σ, λ)] = ρ · [(τ , ν)] for some ρ ∈ Op′(F×q ).

(3) Define [(σ, λ)] ∼ [(τ , ν)] over ΣF, if [(σ, λ)] = ρ · [(τ , ν)] for some ρ ∈ Op′(F×q ). Let

ΣF/∼ be the set of equivalence classes, and write

LF(σ, λ) =

κF(σ,λ)⊕
j=1

YF(σ, λ; j)

where κF(σ, λ) = κGLnSLn
(LF(σ, λ)). Then

{YF(σ, λ; j) | 1 ≤ j ≤ κF(σ, λ), [(σ, λ)] ∈ Σ/∼}

is a complete set of representative of the isomorphism classes of the irreducible

FSLn-module.

Proof. These follow from Lemma 2.34 and Proposition 3.10. Note that ρ · [(τ , ν)] is

defined in Proposition 4.6, which is independent from here.

3.4 G-tile and S-tile

Definition 3.12. Let S EG.

(1) For V1, V2 ∈ IrrF(G), define V1 ∼G V2 if (V2)↓S ∼= (V1)↓S.

(2) For W1, W2 ∈ IrrF(S), define W1 ∼S W2 if W2
∼= gW 1 for some g ∈ G.

(3) If W | V ↓S, let ηGS (W ) := #[V ]G be the branching number of W induced from S

to G.
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(4) Let V ∈ IrrK(G) and D ∈ IrrF (G). The submatrix of the decomposition matrix of

G with labels [V ]G × [D]G is called a G-tile.

(5) Let W ∈ IrrK(S) and E ∈ IrrF (S). The submatrix of the decomposition matrix of

S with labels [W ]S × [E]S is called a S-tile.

Proposition 3.13. Write Wi | (Vi)↓GS , i = 1, 2.

(1) κGS (V1) = #[W1]S.

(2) [V1]G = [V2]G if and only if [W1]S = [W2]S.

(3) There are canonical isomorphic maps [V ]G 7→ [W ]S, [D]G 7→ [E]S, and G-tile to

S-tile.

Proof. (1)(2) are trivial from Clifford theorem, and (2) implies (3).

Therefore, one may discuss the relation of the decomposition map of G and S tilewise.

D1 D2 · · · Dη∗

V1 a11 a12 · · · a1η∗

V2 a21 a22 · · · a2η∗

...
...

Vη aη1 aη2 · · · aηη∗

(D1)↓S
(V1)↓S c

E1 · · · Eκ∗

W1 b11 · · · b1κ∗

...
...

Wκ bκ1 · · · bκκ∗

G-tile mid-tile S-tile

Consider the case G/S is cyclic. Pick some [V ]G and [D]G, there are corresponding

[W ]S and [E]S. Let κ = κGS (V ), κ∗ = κGS (D), η = ηGS (W ), and η∗ = ηGS (E). For

Vi ∈ [V ]G, Di∗ ∈ [D]G, let ai,i∗ be the multiplicity of Di∗ in Vi; for Wj ∈ [W ]S,

Ej∗ ∈ [E]S, let bj,j∗ be the multiplicity of Ei∗ in Wj. Let rowΣ(Vi) =
∑η∗

i∗=1 ai,i∗ , the

row sum of the G-tile. Similarly for colΣ(Di∗), rowΣ(Wj) and colΣ(Ej∗).

Proposition 3.14. Let G/S be cyclic.

(1) There is some c = rowΣ(Vi) = colΣ(Ej∗)

(2) There is some π ∈ Sη∗, ai,i∗ = a1,i∗π. Similar for bj,j∗.

(3) κ · rowΣ(Wj) = κ∗ · rowΣ(Vi).

(4) If c = 1, then κ | κ∗, and rowΣ(Wj) = κ∗/κ.
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Proof. In the Grothendieck group of KG-modules and KS-modules, consider

V i =

η∗∑
i∗=1

ai,i∗Di∗ , W j =
κ∗∑
j∗=1

bj,j∗Ej∗

Then we have both

(V i)↓S =

(
η∗∑
i∗=1

ai,i∗

)
(D1)↓S = rowΣ(Vi) ·

κ∗∑
j∗=1

Ej∗

(V i)↓S =
κ∑
j=1

W j =
κ∑
j=1

κ∗∑
j∗=1

bj,j∗Ej∗ = colΣ(Ej∗) ·
κ∗∑
j∗=1

Ej∗

Hence (1) follows from (V i)↓S = (V 1)↓S for all i.

For (2), consider V1
∼= Vi ⊗ L for some L ∈ IrrK(G/S). Note that (G/S)reg ∼= G/A

for A/S = Op(G/S), and L ∈ IrrF (G/A). Hence Di∗ ⊗ L ∈ [Di∗ ]G. Construct π ∈ Sη∗

by Di∗π = Di∗ ⊗ L. Then

V 1 = Vi ⊗ L =

η∗∑
i∗=1

ai,i∗(Di∗ ⊗ L) =

η∗∑
i∗=1

ai,i∗Di∗π

gives ai,i∗ = a1,i∗π. Similarly, for W1
∼= gW j for some g ∈ G, construct π ∈ Sκ∗ by

Ej∗π = gEj∗ . Then bj,j∗ = b1,j∗π.

For (3), consider two ways to sum up
∑κ

j=1

∑κ∗

j∗=1 bj,j∗ and use (1). (4) follows by

(3) and (1).

There are 3 good cases that one may deduce the S-tile from G-tile directly.

Proposition 3.15. Let G/S be cyclic.

(1) If κ = 1, then the S-tile is a 1× κ∗ matrix with all entries c.

(2) If κ∗ = 1, then the S-tile is a κ× 1 matrix with all entries c/κ.

(3) If c = 1, then in a suitable order of labels, the S-tile is a κ× κ∗ matrix, which just

put κ∗/κ identity matrices of size κ in a row.

Proof. These are all obvious from Proposition 3.14.

When none of the case above, one cannot obtain full S-tile without other methods.

For example, let G = S13 and S = A13, p = 3, and take the G-tile [S
(5,32,12)
K ]G ×
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[D
(7,3,2,1)
F ]G. The G-tile is a 1 × 1 matrix [2], and the corresponding S-tile is a 2 × 2

matrix. Our methods here can only find that the matrix is of the form [ r ss r ] with

r + s = 2, while it is in fact [ 1 1
1 1 ]. One may find this in [web], with the dimension

dimS
(5,32,12)
K = 16016 and dimD

(7,3,2,1)
F = 1428.

3.5 Representation Theory of G/S

Let SEG. The relation of irreducible F(G/S)-modules and FG-modules is much simpler

then that of irreducible FS-modules and FG-modules. We modify the Proposition 2.5,

2.19 of [L] into module phase.

Proposition 3.16. Let Ui ∈ IrrF(G/S), i = 1, · · · , h, and Vi = inflGG/S(Ui). Then

(1) Vi is irreducible.

(2) The set {Vi} is characterized by {V ∈ IrrF(G/S) | kerV ≥ S}.

(3) The inflation map is a bijective map from IrrF(G/S) to {Vi}.

Proof. Consider an inverse of inflation. For an FG-module V with kerV ≥ S, let

quotGG/S(V ) be the same F-module V , with the multiplication (gS)v = gv, becoming

an F(G/S)-module. This is well-defined since Sv = v. It is trivial to check that the

inflation map and the quotient map are inverse to each other. Hence it remains to

check (1). If 0 6= W ⊂ Vi, then 0 6= quotGG/S(W ) ⊂ Ui, hence quotGG/S(W ) = Ui and

W = Vi.

Proposition 3.17. Let ∆G, ∆G/S be the decomposition matrix of G, G/S (for the same

p), respectively. Then ∆G is of the form

∆G =

[
∆G/S O
∗ ∗

]
Proof. Write ∆G/S = (d′ij) with the row labels U1, · · · , Um ∈ IrrK(G) and column labels

C1, · · · , Cm∗ ∈ IrrF (G) (they are not cyclic groups here). Similarly, write ∆G = (dij)

with the row labels V1, · · · , Vh ∈ IrrK(G) and column labels D1, · · · , Dh∗ ∈ IrrF (G),

and set Vi = inflGG/S(Ui), Dj = inflGG/S(Cj).
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We prove it in character phase. Let χVi , χUi be the character of Vi, Ui, and φDj , φCj

be the character of Dj, Cj, respectively. Then for each 1 ≤ i ≤ m and each g ∈ G, we

have

χVi(g) = χUi(gS) =
m∗∑
j=1

d′ijφCi(gS) =
m∗∑
j=1

d′ijφDi(g)

Hence dij = d′ij for 1 ≤ j ≤ m∗ and dij = 0 for m∗ < j ≤ h∗.

Corollary 3.18. If G has (C, p), (L′′, p), (L′, p)-property, then G/S also has (C, p),

(L′′, p), (L′, p)-property, respectively.

Proof. The cases (L′′, p)-property and (L′, p)-property are obvious from the definition.

For (C, p)-property, define the partial order as following. Let C1, C2 ∈ IrrF (G/S), then

C1 D C2 if inflGG/S(C1) D inflGG/S(C2). Then we may pass the (C, p)-property from G to

G/S.

The following result is not used in this thesis. We put it here just for completeness.

Corollary 3.19. Assume that S is a p-group. Then if G/S has (R, p), (U, p)-property,

then G also has (R, p), (U, p)-property, respectively.

Proof. If we can prove that | IrrF (G)| = | IrrF (G/S)|, then the O of ∆G in Proposition

3.17 does not appear, hence the properties involving surjectivity may be passed from

G/S to G.

Now we show that the number of p-regular conjugacy classes of G equals the number

of p-regular conjugacy classes of G/S. Given p-regular g1, g2 ∈ G, if g2 = hg1h
−1

for some h ∈ G, then clearly g2S = (hS)(g1S)(h−1S). On the other hand, if g2S =

(hS)(g1S)(h−1S), write g2s2 = mg1s1m
−1 = (mg1m

−1)(ms1m
−1) for some s1, s2 ∈ S,

m ∈ hS. Then by considering the uniqueness of decomposition of p′-part and p-part,

we have g2 = mg1m
−1 and s2 = ms1m

−1. This completes the proof.
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4 Field Theory

In this chapter, we will clarify the relations between σ in a larger field Fqd , and its

p′-part σ′ = (σ)p′ in a smaller field Fq.

One relation which has been highly used in Dipper-James’s paper [D1] states that

every irreducible representation of GLn has a p-regular label. Also when we bring a

representation of GLn from K to F by reduction modulo p, it appears as the label of

the canonical composition factor.

4.1 Basic Facts

The following propositions are basic for finite fields. We list here without proof and

shall use them freely.

Proposition 4.1. Let σ ∈ F×q . Then σ ∈ F×
qd

for some d ∈ N. Hence we can talk about

p′-part (σ)p′ and p-part (σ)p of σ, viewing F×
qd

a multiplicative group.

Proposition 4.2. Let σ ∈ F×q . The following are equivalent.

(1) σ ∈ Fqd and σ 6∈ Fqc for any c ∈ N, c < d.

(2) There is some monic irreducible µσ(T ) ∈ Fq[T ] of degree d such that σ is a root of

µσ(T ), called the minimal polynomial of σ over Fq.

(3) Fq(σ) ∼= Fqd as a vector space over Fq with basis {1, σ, · · · , σd−1}.

(4) σq
d

= σ and σ, σq, · · · , σqd−1
are all distinct.

In this case, we say σ is of degree d over Fq, denote as deg(σ) = d.

Proposition 4.3. Let σ ∈ F×q , deg(σ) = d. The following sets coincide.

(1) The set of roots of µσ(T )

(2) {σ, σq, · · · , σqd−1}

(3) {σqj | j ∈ Z, j ≥ 0}

Denote this set [σ], which has d elements, and can be view as equivalence class under
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the relation having common minimal polynomial.

Proposition 4.4. Let σ1, σ2 ∈ F×q . The following are equivalent.

(1) [σ1] = [σ2].

(2) σ1 and σ2 have common minimal polynomial.

(3) There is some non-negative integer j such that σ2 = σq
j

1 .

In this case, we say σ1 and σ2 are (Galois) conjugate over Fq.

Definition 4.5. Given τ ∈ F×q .

(1) For σ ∈ F×q , deg(σ) = d, define τ [σ] = {τσ, τσq, · · · , τσqd−1}.

(2) For σ = (σ1, · · · , σa), define τσ = (τσ1, · · · , τσa) pairwisely.

(3) For n-admissible pair (σ, λ), define τ · (σ, λ) = (τσ, λ).

Proposition 4.6. Let τ ∈ F×q , σ, σ1, σ2 ∈ F×q , and (σ, λ) an n-admissible pair.

(1) τ [σ] = [τσ].

(2) deg(τσ) = deg(σ).

(3) [σ1] = [σ2] if and only if [τσ1] = [τσ2].

(4) τ · [(σ, λ)] := [τ · (σ, λ)] is well-defined.

(5) [σ1] = [σ2] implies [(σ1)p′ ] = [(σ2)p′ ] and [(σ1)p] = [(σ2)p].

Proof. (1) follows from τ q = τ and Proposition 4.2. (2)(3) follows from (1), and (4)

follows from (3). For (5), write σ2 = σq
j

1 for some j ≥ 0. By the uniqueness of

decomposition, we have both (σ2)p′ = (σ1)p′
qj and (σ2)p = (σ1)p

qj .

4.2 Elementary Number Theory

The following lemmas are from elementary number theory. They focus on the order of

p-part of multiplication groups of finite fields.

In the section 4.2, fixed a prime p.

Definition 4.7. Let r ∈ N.
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(1) Let Nr(m) = 1 + r + · · ·+ r(m−1). If r > 1, then Nr(m) =
rm − 1

r − 1
. Hence one may

prove that Nr(km) = Nrm(k)Nr(m).

(2) Let e(r) be the minimal number m such that p | Nr(m). If no such m exists, set

e(r) = ∞. Observe if p | r − 1, then e(d) = p; if p | r, then e(d) = ∞; otherwise,

e(d) | p− 1.

Lemma 4.8. Let r ∈ N, l a prime, and p | r − 1. Take N = Nr(l).

(1) If p > 2, then |N |p =

{
1, l 6= p

p, l = p
.

(2) If p = 2, then |N |2 =


1, l 6= 2

2, l = 2, r ≡ 1 mod 4

2b for some b ≥ 2, l = 2, r ≡ 3 mod 4

.

We call p = 2, l = 2, r ≡ 3 mod 4 the exceptional case.

Proof. The case r = 1 is clear, so assume r > 1.

Since r ≡ 1 mod p, rk ≡ 1 mod p for all k ∈ N . Then if l 6= p, then N =

1 + r + · · ·+ rl−1 ≡ l mod p, hence has trivial p-factor.

For l = p case, let r = 1 + pcm with p6 | m. Then

rp = 1 + p · pcm+ (p(p− 1)/2) · p2cm2 + · · ·

If p > 2 then rp = 1 + pc+1m + p2c+1m′ for some m′ ∈ N, where 2c + 1 > c + 1. Or if

c ≥ 2 then rp = 1 + pc+1m + p2cm′ for some m′ ∈ N, also 2c > c + 1. Hence in both

case |rp − 1|p/|r − 1|p = p.

For p = 2 and c = 1 case, which means r ≡ 3 mod 4, write r = 1 + 2m, then

r2 = 1 + 4m+ 4m2 = 1 + 8(m(m− 1)/2), thus |r2 − 1|2/|r − 1|2 ≥ 22.

Lemma 4.9. Let r ∈ N with p | r − 1. Take N = Nr(k) for any k ∈ N. Then |k|p

divides |N |p. More precisely,

(1) |N |p = |k|p, except for the case p = 2, k is even, r ≡ 3 mod 4.

(2) In the exceptional case, |N |p is a proper multiple of |k|p.
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Proof. If k′ = lk for some prime l, then N ′ := Nr(k
′) = Nrk(l)Nr(k), so we can replace

r by rk in Lemma 4.8. For non-exceptional case we have |N ′|p = |l|p|N |p, and then

applying induction on k yields the result.

In the exceptional case, the initial step |r2 − 1|2/|r|2 is a proper multiple of 2. Now

for any even k′, write k′ = lk with k even, then rk ≡ 1 mod 4 which is non-exceptional,

so |N ′|2 = |l|2|N |2 is still valid. The result follows from induction on even k.

Lemma 4.10. Let r ∈ N with p6 | r, p6 | r − 1. Take N = Nr(k) for any k ∈ N. Write

e = e(r), then

(1) e6 | k, then |N |p = 1.

(2) e | k, then |N |p is a proper multiple of |k|p.

Proof. Since r > 1, Consider N(r − 1) = rk − 1. Then e is the smallest number m

satisfied p | rm − 1, that is, e is the order of r in Z×p . Hence p | rk − 1 if and only if

e | k. This gives (1). When e | k, we have N = Nre(k/e)Nr(e). Since p | re − 1, by

Lemma 4.9 |Nre(k/e)|p is a multiple of |k/e|p = |k|p, and Nr(e) is a multiple of p. This

gives (2).

4.3 Degree Extension Lemma

The following lemma is of importance in Dipper-James’s paper [D1], although the proof

is scattered in several places of Kleshchev-Tiep’s paper [K].

Lemma 4.11. Let σ ∈ F×q be a p-regular element with deg(σ) = d over Fq, p | qd − 1.

Then the following are equivalent:

(1) a = dpc for some non-negative integer c.

(2) There exists some p-element υ ∈ F×q such that deg(συ) = a over Fq.

Proof. (1) ⇒ (2): Taking υ = 1 for c = 0, we may assume c ≥ 1. Let Pi = Op(F×qdpi )

for i = 0, 1, · · · , c. Then for i < j, Pi < Pj via Fqdpi ⊂ Fqdpj . The following diagram
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may help, where every groups in the diagram are cyclic.

F×
qdpc

F×
qdpc−1 F×

qdp
F×
qd

Pc Pc−1 P1 P0

p-part

···

p-part p-part p-part

···

Taking r = qdp
i

and k = p in Lemma 4.9, we have p divides (Pi+1 : Pi) for i =

0, 1, · · · , c − 1. Pick any υ ∈ Pc \ Pc−1, hence υ is of degree pc over Fqd . Evidently σ

and υ are p′-part and p-part of συ, hence by Proposition 1.3, both σ and υ are power

of συ. Therefore

Fq(συ) = Fq(σ)(υ) = Fqd(υ) = Fqdpc

and συ is of degree dpc over Fq.

(2) ⇒ (1): By the same argument above, Fq(συ) = Fqd(υ), thus we may assume

υ ∈ Fqdk for some k = pbm, p does not divide m. But then by Lemma 4.9(1), F×
qdk

and

F×
qdp

b have the same p-part. Hence υ ∈ Fqdpc , υ is of degree pc over Fqd for some c ≤ b,

and a = dpc.

Corollary 4.12. Follow the notation and assumption in Lemma 4.11. Then the υ in

Lemma 4.11 has the following property.

(1) υ has degree pc over Fqd.

(2) υ has degree dpc over Fq.

(3) The choice of υ only depends on d and c. In particular, we can choose one υ for

all p-regular σ ∈ F×q with deg(σ) = d.

(4) If p = 2, qd ≡ 3 mod 4 and c = 1, then υ can be chosen to be |υ| = 4.

Proof. (1)(2)(3) follows from the proof of Lemma 4.11. For (4), P0 = 〈−1〉, pick some

υ ∈ P1 such that υ2 = −1, then υ ∈ P1 \ P0, and the rest of the proof is the same.

The following is a generalized version of Lemma 4.11.

Lemma 4.13. Let σ ∈ F×q be a p-regular element with deg(σ) = d over Fq. Write

e = e(qd). Then the following are equivalent:
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(1) a = d or a = depc for some non-negative integer c.

(2) There exists some p-element υ ∈ F×q such that deg(συ) = a over Fq.

Proof. When p | qd − 1, e = p, and this is just Lemma 4.11. Assume p6 | qd − 1. Then

e | p− 1, and p | qde − 1.

(1) ⇒ (2): If a = d, take υ = 1. A similar argument to Lemma 4.11 gives the

following diagram:

F×
qdepc

F×
qdepc−1 F×

qdep
F×
qde

F×
qd

Pc Pc−1 P1 P0 Pd

p-part

···

p-part p-part p-part p-part

···

Taking r = qdep
(c−1)

and k = p in Lemma 4.9, we have p divides (Pc : Pc−1), so in

particular Pc \ Pc−1 is nonempty. Pick any υ ∈ Pc \ Pc−1, then υ is of degree epc over

Fqd . Now Fq(συ) = Fqd(υ) = Fqdepc gives συ is of degree depc over Fq.

(2) ⇒ (1): By Fq(συ) = Fqd(υ), we may assume υ is of degree k over qd. If e6 | k,

taking r = qd in Lemma 4.10 shows that F×
qdk

and F×
qd

have the same p-part. This forces

k = 1 and a = d. If e | k, write k = epcm, p6 | m. Taking r = qdep
c

in Lemma 4.9 shows

that F×
qdk

and F×
qdep

c have the same p-part. This forces m = 1 and a = depc.

The following theorem is the main result of Dipper-James’s paper [D1]. It is one of

the crucial part of proving the complete set of non-isomorphic irreducible representation

of GLn over F (Theorem 2.33), and plays an important role on Kleshchev’s theorem

and the p-regularization of the n-admissible symbol.

Theorem 4.14. [D1, Theorem 5.1] Let σ ∈ F×q , deg(σ) = d, λ ` k ∈ N, and n = dk.

Write e = e(qd). By virtue of division algorithm, there is an unique pair of partition

(µ, γ) satisfied

λ = ([e]µ) [+] γ, γ is e-regular

Then if µ 6= 0 and γ 6= 0, we have

LF (σ, λ) ∼= LF (συ, µ) ◦ LF (σ, γ)
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And if µ 6= 0 and γ = 0, we have

LF (σ, λ) ∼= LF (συ, µ)

where υ ∈ F×q is some p-element such that deg(συ) = de.

Corollary 4.15. Let σ ∈ F×q , deg(σ) = a, and λ ` k ∈ N. Write σ′ = (σ)p′,

deg(σ′) = d, and let µ := [a/d]λ. Then

LF (σ, λ) ∼= LF (σ′, µ)

Proof. Assume a > d. Write e(qd) = e. By Lemma 4.13, a/d = epc for some non-

negative integer c. Again by the same Lemma, for each i = 0, 1, · · · , c−1, there is some

p-element υi ∈ F×q such that deg(σ′υi) = depi, and take υc = (σ)p. Let µi := [pc−i]λ.

Then we have the series

(σ′, µ)→ (σ′υ0, µ0)→ · · · → (σ′υc−1, µc−1)→ (σ′υc, µc) = (σ, λ)

Applying Theorem 4.14 to each arrow completes the proof.

4.4 Lemmas for Kleshchev-Tiep’s Theorem

From now on, we are going to establish lemmas used in Kleshchev-Tiep’s paper, which

talk about the properties of σ ∈ F×q , and its p′-part σ′, under multiplication of some

element τ ∈ F×q .

Lemma 4.16. Let σ ∈ F×q with p′-part σ′, and p-part υ, deg(σ) = kd and deg(σ′) = d.

If one of the following criterion holds,

(1) p > 2 or p = 2, qd ≡ 1 mod 4.

(2) p = 2, qd ≡ 3 mod 4, k > 2.

(3) p = 2, qd ≡ 3 mod 4, k = 2, |υ| = 4.

Then there exists some α ∈ Op(F×q ), |α| = | gcd(k, q − 1)|p, such that σα is conjugate

to σ over Fq.
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Proof. If p does not divide q − 1, or k = 1, then just take α = 1, so assume p | q − 1

and k > 1. Hence p | qd − 1, and by Lemma 4.11 we have k = pb and the p-factor of

gcd(k, q − 1) is pc for some integers b ≥ c ≥ 1.

For case (1), take α = σq
dpb−c−1. Since (σ′)q

d−1 = 1, α is a power of υ, thus a

p-element. It suffices to prove that |α| = pc. By Lemma 4.9, the p-part of (qdp
b −

1)/(qdp
b−c − 1) is pc, thus σq

dpb−1 = 1 implies αp
c

= 1. On the other hand, the p-part

of (qdp
b−1 − 1)/(qdp

b−c − 1) is pc−1, so if αp
c−1

= 1, then σq
dpb−1−1 = 1, contradicts to

deg(σ) = dpb.

For case (2) and (3), note that if 4 | q − 1 implies qd ≡ 1 mod 4, hence we only

need to find |α| = 2. Take α = σq
2b−1d−1. By similar argument in case (1), then α is a

2-element, and α 6= 1 or it will contradict to deg(σ) = 2ad. If k > 2, then b > 1, note

that q2b−1d ≡ 1 mod 4 is non-exceptional case of Lemma 4.9, so a similar argument in

case (1) holds. If k = 2, then b = 1, since υ4 = 1, α2 = σ2(qd−1) − υ2(qd−1) = 1.

Lemma 4.17. Given σ ∈ F×q with p′-part σ′ and p-part υ, deg(σ) = kd, and deg(σ′) =

d. Let I = {τ ∈ Op(F×q ) | [σ] = [στ ]}. Then we have |I| divides | gcd(k, q − 1)|p. More

precisely,

(1) |I| = | gcd(k, q − 1)|p, unless p = 2, qd ≡ 3 mod 4, k = 2, and |υ| ≥ 8.

(2) In the exceptional case |I| = 1.

Proof. If p does not divide q − 1, then |I| = 1 = | gcd(k, q − 1)|p, so assume p | q − 1.

For any τ ∈ I, write στ = σq
j

for some integer j ≥ 0, then (σ′)1−qj = υq
j−1τ−1 = 1.

Hence τ = υq
j−1, and by deg(σ′) = d, we have (σ′)q

j−1 = 1 if and only if d | j. Note

that τ q = τ ,

τ k = τ 1+qj+···+q(k−1)j

= (υq
j−1)1+qj+···+q(k−1)j

= υq
kj−1 = 1

since deg(υ) = kd by Corollary 4.12. Hence |I| | k, as well as | gcd(k, q − 1)|p.

Now (1) follows from an element α ∈ I of degree exactly | gcd(k, q − 1)|p found

in Lemma 4.16. For (2), consider the case p = 2, qd ≡ 3 mod 4, k = 2, where
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| gcd(k, q − 1)|p = 2 and |I| | 2. We show that if τ = −1 ∈ I, then |υ| = 4. Write

again στ = σq
j
. From deg(σ) = 2d, j can be chosen from 0 ≤ j < 2j. Since q is

odd, j = 0 is excluded. By (σ′)1−qj = υq
j−1τ−1 = 1, we have d | j, thus d = j. Now

τ = υq
d−1 = −1 and qd ≡ 3 mod 4 gives |υ| = 4. Note that 1, −1 ∈ Fqd when qd ≡ 3

mod 4, so deg(υ) = 2d implies |υ| ≥ 4.

Lemma 4.18. Let d ∈ N and pc | (q − 1) for some integer c ≥ 0. Then there exists

an p-element υ ∈ F×q , depending only on c, d, such that for any p′-element σ ∈ F×q of

degree d, we have deg(συ) = dpc and |I| = pc, where I = {τ ∈ Op(F×q ) | [συ] = [συτ ]}.

Proof. The existence of such υ follows from Lemma 4.11 and Corollary 4.12. For p = 2,

q ≡ 3 mod 4, c = 1, we can pick |υ| = 4 by Corollary 4.12 (4). Therefore, we avoid the

exceptional case in Lemma 4.17, taking k = pc = | gcd(k, q − 1)|p gives |I| = pc.
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5 Kleshchev-Tiep’s Theorem

Here we are going to derive the main result of Kleshchev-Tiep.

Let F = K or F be sufficiently large for GLn. In [K], F is asked to be albegraically

closed, but it seems that sufficiently large is enough. Recall that any irreducible KGLn-

module is of the form LK(σ, λ) for some [(σ, λ)] ∈ ΣK , and any irreducible FGLn-

module is of the form LF (σ, λ) for some [(σ, λ)] ∈ ΣF .

Definition 5.1. Let [(σ, λ)] be an n-admissible symbol, p a prime.

(1) The p′-branching number is defined by

κp′(σ, λ) = #{τ ∈ Op′(F×q ) | τ · [(σ, λ)] = [(σ, λ)]}

(2) The p-branching number is defined by

κp(σ, λ) = | gcd(q − 1,∆(λ′))|p

(3) The ordinary branching number is defined by

κ(σ, λ) = #{τ ∈ F×q | τ · [(σ, λ)] = [(σ, λ)]}

When V = LF(σ, λ), we also denote κp′(V ), κp(V ) instead of κp′(σ, λ), κp(σ, λ).

The Kleshchev-Tiep’s Theorem is stated as following.

Theorem 5.2 (Kleshchev-Tiep (2008)).

(1) Let V = LF (σ, λ) be an irreducible FGLn-module corresponding to [(σ, λ)] ∈ ΣF .

Then the branching number of V ↓SLn is

κSLn(V ) = κp′(σ, λ) · κp(σ, λ)

Note that κp′(σ, λ) and κp(σ, λ) are the p′-factor and p-factor of κSLn(V ).

(2) Let VK = LK(σ, λ) be an irreducible KGLn-module corresponding to [(σ, λ)] ∈ ΣK.

Then the branching number of (VK)↓SLn is

κSLn(VK) = κ(σ, λ)

62



doi:10.6342/NTU201904116

The proof of Theorem 5.2 splits into several steps. Recall that Tn and Rn satisfy

SLn ≤ Tn, Rn ≤ GLn, Tn/SLn = Op(GLn/SLn), Rn/SLn = Op′(GLn/SLn).

Using Lemma 3.6 to split κSLn(V ) into κTn(V ) · κRn(V ). The κTn(V ) part is rather

simple, using Lemma 3.5 and Lemma 2.34. The rest is to find out κRn(V ). The strategy

is to find a lower bound of κRn(V ), and use total counting to force κRn(V ) to match its

lower bound.

In the rest of the section, let σ ∈ F×q , deg(σ) = d, n = kd.

Lemma 5.3. Let m ∈ N, R be any group satisfies SLn ≤ R ≤ GLn. If κR (LK(σ, λ)) ≥

m for all λ ` k, then κR (LF (σ, λ)) ≥ m for all λ ` k.

Proof. By Theorem 2.28, the composition factors of SF (σ, λ) are of the form LF (σ, µ)

for µDλ, and exactly one of them is LF (σ, λ). Hence applying induction on dominance

order on partition makes sense.

If λ = (k), then LF (σ, λ) = SF (σ, λ), so the lemma holds.

Assume for any µDλ, µ 6= λ, we have LF (σ, µ)↓GLnR =
⊕m(µ)

i=1 Lµi , where Lµi ∈ IrrF (R)

and m(µ) ≥ m. Since GLn/R is cyclic, by Lemma 3.3 m(µ) = (GLn : Ii) for any

Ii = StabG(Lµi ). Now consider SF (σ, λ) in the Grothendieck group of FGLn-module,

we have

SF (σ, λ) = LF (σ, λ) +
∑

µDλ,µ6=λ

LF (σ, µ)

Taking restriction gives

SF (σ, λ)↓GLnR = LF (σ, λ)↓GLnR +
∑

µDλ,µ6=λ

m(µ)∑
i=1

Lµi

On the other hand, SF (σ, λ) is a reduction modulo p of SK(σ, λ) = LK(σ, λ). By

assumption of the statement, LK(σ, λ)↓GLnR =
⊕t

j=1 VK(j), where VK(j) ∈ IrrK(R) and

t ≥ m. Since reduction modulo p and restriction commute,

SF (σ, λ)↓GLnR = LK(σ, λ)↓GLnR =
t⊕

j=1

VK(j) =
t⊕

j=1

Vj

Where Vj is a reduction modulo p of VK(j).
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Now assume the contrary, LF (σ, λ)↓GLnR =
⊕m(λ)

i=1 Li, where Li ∈ IrrF (R) but m(λ) <

m. For convenience let L1 be a composition factor of V1. Since for any j, VK(j) ∼=
gV K(1) for some g ∈ GLn, thus gL1 is a composition factor of Vj. Hence there are

at least t conjugates of L1, which cannot be all summands of LF (σ, λ)↓GLnR , and thus

there are some Lµi
∼= gL1. But the indices of inertia group of Lµi and gL1 are m(µ), t,

respectively, which leads to a contradiction as m(µ) ≥ m > t.

Lemma 5.4. Let λ ` k and 1 6= α ∈ F×q . Assume [σα] = [σ]. Then κR(LF (σ, λ)) ≥ |α|

for R = ker(LK(α, (n)))

Proof. By virtue of Lemma 2.34, LK(σ, λ)⊗LK(α, (n)) ∼= LK(σα, λ) ∼= LK(σ, λ). Hence

the assumption of Lemma 3.5(2) is fulfilled, and thus κR(LK(σ, λ)) ≥ |α| as |α| = (GLn :

R). Since λ is arbitrary, the result follows from Lemma 5.3.

Lemma 5.5. Let r ∈ N with r > 1, and |r − 1|p = pc with c ∈ N. Take N =
rp

a − 1

r − 1

for any a ∈ N. Then pa divides |N |p. More precisely,

(1) |N |p = pa, except the case p = 2, c = 1, r ≡ 3 mod 4.

(2) In the exceptional case, |N |p is a proper multiple of pa.

Proof. Take k = pd in Lemma 4.9.

Lemma 5.6. Assume that σ is an p′-element, pc | gcd(n, q − 1) with c ≥ 1. Then for

any λ ` k with pc | λ′, we have κRn (LF (σ, λ)) ≥ pc.

Proof. Let d = deg(σ). Take a = dpc in Lemma 4.11, there exists some υ such that

deg(συ) = dpc. If p = 2, q ≡ 3 mod 4, c = 1, by Corollary 4.12 we can take |υ| = 4.

Therefore, by Lemma 4.16 there is some α ∈ F×q , |α| = | gcd(pc, q − 1)|p = pc, such that

[συ] = [συα]. In particular, α 6= 1, which matches the assumption of Lemma 5.4. Thus

κR(LF (συ, ν)) ≥ |α| for R = ker(LC(α, (n))) and all ν ` n/ deg(στ) = n/(dpc) = k/pc.

By (GLn : R) = |α| = pc ≤ (GLn : Rn), we have R ≥ Rn and κRn(LF (συ, ν)) ≥ pc for

any ν ` k/pc. Now since pc | λ′, there exists some µ ` k/pc such that λ = [pc]µ. Then

LF (στ, µ) ∼= LF (σ, λ) by Corollary 4.15 and the proof is complete.
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Lemma 5.7. Assume pc | gcd(n, q−1)) with c ≥ 1. Let V = LF (σ, λ) be an irreducible

FGLn-module, [(σ, λ)] ∈ ΣF , and pc | ∆(λ′). Then κRn(V ) ≥ pc.

Proof. Write σ = (σ1, · · · , σa), λ = (λ(1), · · · , λ(a)). For i = 1, · · · , a, deg(σi) = di,

λ(i) ` ki, and n =
∑a

i=1 kidi. Apply induction on a. The case a = 1 is Lemma 5.6.

Assume a ≥ 2, set

r = k1d1, A = GLr, A1 = Rr, WA = LF (σ1, λ
(1)),

s = n− r, B = GLs, B1 = Rs, WB = LF (σ2, λ
(2)) ◦ · · · ◦ LF (σa, λ

(a)).

then WA ∈ IrrF (A), WB ∈ IrrF (B) and V = WA ◦WB. Since pc | (λ(i))′ for any i, we

have pc | gcd(r, q − 1) and pc | gcd(s, q − 1). By induction hypothesis,

κA1(WA) = κA1×B(WA ⊗WB) = pα ≥ pc

κB1(WB) = κA×B1(WA ⊗WB) = pβ ≥ pc

Now choose suitable x ∈ A, y ∈ B satisfied det(x) = τ , 〈τ〉 = Op(F×q ), det(y) = τ−1.

Then x̄ = xA1 generates A/A1 and ȳ = yB1 generates B/B1. Since GLn/SLn ∼= F×q is

independent of n, we have (A : A1) = (B : B1) = (GLn : Rn).

Consider the standard parabolic subgroup P = QL < GLn with upper unitriangular

subgroup Q and Levi subgroup L = GLr ×GLs = A× B. Let H = 〈A1, B1, xy〉, then

H/(A1 ×B1) = 〈x̄ȳ〉 and applying Lemma 3.7,

κH(WA ⊗WB) = gcd(pα, pβ) ≥ pc

Note that H = L ∩ Rn. For this, observe that 〈A1, B1, xy〉 ≤ L ∩ Rn, and check

(L : H) = (L/(A1 × B1) : K/(A1 × B1)) = (GLn : Rn) = (L : L ∩ Rn). Multiply Q on

the left gives QH = P ∩Rn. The following lattice may help.

GLn P = QL L

Rn QH H
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From P ·Rn = GLn we have [P\G/Rn] = {1}. Then

V ↓GLnRn
=
(
(inflPL(WA ⊗WB))↑GLnP

)
↓GLnRn

∼=
(
(inflPL(WA ⊗WB))↓PQH

)
↑RnQH

∼=
(

inflQHH
(
(WA ⊗WB)↓LH

))
↑RnQH

Hence κGLnRn
(V ) ≥ κLH(WA ⊗WB) ≥ pc.

Lemma 5.8. Let V = LF (σ, λ) be an irreducible FGLn-module, [(σ, λ)] ∈ ΣF . Then

κRn(V ) = gcd ((GLn : Rn),∆(λ′)).

Proof. Write σ = (σ1, · · · , σa), λ = (λ(1), · · · , λ(a)). For i = 1, · · · , a, deg(σi) = di,

λ(i) ` ki, and n =
∑a

i=1 kidi.

Note that (GLn : Rn) is a power of p, thus gcd ((GLn : Rn),∆(λ′)) = pc(V ) for some

non-negative integer c(V ). Since pc(V ) divides
∑a

i=1 |(λ(i))′| = n and (GLn : Rn) divides

|F×q | = q−1, applying Lemma 5.7 gives κRn(V ) ≥ pc(V ) if c(V ) ≥ 1. The case c(V ) = 0

holds trivially.

To force κRn(V ) to match their lower bound, we gives a counting argument. Take

S = Rn and G = A = GLn in Lemma 3.10, the set X containing all irreducible

summand of restriction of any non-isomorphic irreducible FGLn-module, is exactly the

set Y containing all non-isomorphic irreducible FRn-module.

Now |X| equals
∑
κRn(V ), sum over V = LF (σ, λ) for [(σ, λ)] ∈ ΣF . On the

other hand, by Proposition 1.11, |Y | equals to
∑

gcd ((GLn : Rn),∆(λ)), sum over all

[(σ, λ)] ∈ ΣF . Since λ only depends on k, [(σ, λ)] ∈ ΣF means [(σ, µ)] ∈ ΣF for any

µ ` λ. In particular, we may write |Y | =
∑

gcd ((GLn : Rn),∆(λ′)) =
∑
pc(V ), sum

over V = LF (σ, λ) for [(σ, λ)] ∈ ΣF . This forces the inequality of each κRn(V ) ≥ pc(V )

is actually equality, hence proves the lemma.

Now we can prove Theorem 5.2.

Proof. By Lemma 3.6 we have κSLn(V ) = κTn(V ) ·κRn(V ). From Lemma 3.5, κTn(V ) =

#{L ∈ IrrF (GLn/Tn) | V ∼= V ⊗ L}. The tensor product is describe in Lemma 2.34,
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which proves exactly κTn(V ) = κp′(σ, λ). Lemma 5.8 gives κRn(V ) = κp(σ, λ), which

proves (1).

In the case F = K, any finite group G is a p′-group, and Op′(G) is G itself. Hence

again by Lemma 3.5 and Lemma 2.34 we have κSLn(VK) = κ(σ, λ).
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6 Main Theorem

6.1 The Canonical Composition Factor

Given VK = LK(σ, λ) ∈ IrrK(GLn), where [(σ, λ)] is an n-admissable symbol, we con-

sider VK , its reduction modulo p. Then (σ, λ) may not be p-regular, even not p-non-

repeated. Nevertheless, we can find a corresponding p-regular n-admissable symbol

[(σ∗, λ∗)], called the p-regularization of [(σ, λ)], such that V = LF (σ∗, λ∗) ∈ IrrF (GLn)

has some good properties related to VK .

Let [(σ, λ)] be an n-admissable symbol, where σ = (σ1, · · · , σa), λ = (λ(1), · · · , λ(a))

with λ(i) ` ki. For each σi, let σ′i = (σ)p′ , υi = (σ)p, di = deg(σi) and fi =

deg(σi)/ deg(σ′i). Consider the index set A = {1, · · · , a} with the equivalence rela-

tion i1, i2 ∈ A, i1 ∼ i2 if [σ′i1 ] = [σ′i2 ]. Under this equivalence relation, A is split into

parts A1, · · · , Ab. For each j = 1, · · · , b, pick some ih ∈ Aj and take σ∗j = σ′ih as a repre-

sentative. Let λ(j)∗ = [+]
ih∈Aj [fih ]λ(ih), and set σ∗ = (σ∗1, · · · , σ∗b ), λ

∗ = (λ(1)∗, · · · , λ(b)∗).

It is clear that (σ∗, λ∗) is p-regular and p-non-repeated.

Definition 6.1. The p-regular n-admissable symbol [(σ∗, λ∗)] defined above is called

the p-regularization of [(σ, λ)].

By Proposition 4.6, [σ1] = [σ2] implies [σ′1] = [σ′2]. Hence the p-regularization is

well-defined.

Lemma 6.2. Let VK = LK(σ, α(1)) ◦ · · · ◦LK(σ, α(m)) and α = [+]
m
i=1 α

(i). Then VK has

a composition factor of LK(σ, α) of multiplicity one, and all other factor is of the form

LK(σ, β) with β D α.

Proof. By Theorem 2.24, in the Grothendieck group of KGLn-modules we have

LK(σ, α) ◦ LK(σ, β) =
∑

γ`|α|+|β|

cγαβLK(σ, γ)

where cγαβ are Littlewood-Richardson coefficients. By Proposition 2.25 if δ = α [+] β,

then cδαβ = 1 and cγαβ > 0 implies γ D δ. Now the result follows by induction on m.
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Lemma 6.3. Given σ an p′-element, let V = LF (σ, λ(1)) ◦ · · · ◦ LF (σ, λ(m)) and λ =

[+]
m
i=1 λ

(i). Then V has a composition factor of LF (σ, λ) of multiplicity one, and all

other factor is of the form LF (σ, µ) with µD λ.

Proof. By Theorem 2.28, if deg(σ) = d, β ` k, then in the Grothendieck group of

FGLkd-modules we may write

LK(σ, β) = LF (σ, β) +
∑

αDβ,α6=β

wβαLF (σ, α)

This gives an integer lower unitriangular matrix (wβα) with index as partition ordered

by dominance order. Its inverse (xβα) is also an integer lower unitriangular matrix. Note

that the set ΦD = {(α, β) | αDβ} is a closed subset (see §2.2) of Φ≥ = {(α, β) | α ≥ β}.

Hence if all (α, β)-entries of (wβα) with (α, β) ∈ Φ≥\ΦD are zero, then so do such entries

of (xβα). Therefore we may write

LF (σ, β) = LK(σ, β) +
∑

αDβ,α6=β

xβαLK(σ, α)

Now replace β by λ(i) and apply Harish-Chandra induction to get

V = VK +
∑

xα(1),··· ,α(m)LK(σ, α(1)) ◦ · · · ◦ LK(σ, α(m))

which sum over α(i) D λ(i) for all i and α(j) 6= λ(j) for at least one j, VK = LK(σ, λ(1)) ◦

· · · ◦ LK(σ, λ(m)), and xα(1),··· ,α(m) ∈ Z.

Now if LF (σ, µ) is a composition factor of V , then either it’s a composition factor of

VK , which µ = λ with multiplicity one or µD λ and µ 6= λ; or it’s a composition factor

of some LK(σ, α(1)) ◦ · · · ◦ LK(σ, α(m)), which µD [+]
m
i=1 α

(i) D [+]
m
i=1 λ

(i) = λ, and µ 6= λ

by the strict inequality of the second D. This proves the lemma.

Theorem 6.4. Let VK = LK(σ, λ) be an irreducible KGLn-module. Then VK has

LF (σ∗, λ∗) as a composition factor with multiplicity one, and all other factor is of the

form LF (σ∗, ν) with ν D λ∗.
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Proof. Adopt the notation before Definition 6.1, such as σi, σ
′
i, ki, di, fi, partition set

A1, · · · , Ab, and the corresponding σ∗i , λ
∗
i .

Now consider some i ∈ Aj for some j. Then by Corollary 4.15,

LK(σi, λ(i)) = LF (σi, λ
(i)) +

∑
βDλ(i),β 6=λ(i)

x
(i)
β LF (σi, β)

= LF (σ′i, [fi]λ
(i)) +

∑
βDλ(i),β 6=λ(i)

x
(i)
β LF (σ′i, [fi]β)

in the Grothendieck group of FGLkidi-modules, x
(i)
β ∈ Z.

For i1, · · · , im ∈ Aj, let VK,j = LK(σi1 , λ
(i1)) ◦ · · · ◦ LK(σim , λ

(im)) and let Vj =

LF (σ∗j , [fi1 ]λ
(i1)) ◦ · · · ◦ LF (σ∗j , [fim ]λ(im)), then

VK,j = Vj +
∑

xβ(i1),··· ,β(im)LF (σ∗j , fi1β
(i1)) ◦ · · · ◦ LF (σ∗j , [fim ]β(im))

which sum over β(ih) D λ(ih) for all ih ∈ Aj, and β(ih) 6= λ(ih) for at least one ih ∈ Aj,

xβ(i1),··· ,β(im) ∈ Z.

By Lemma 6.3, any composition factor of RHS is of the form LF (σ∗j , µ), either it is

a composition factor of Vj, which has µ = λ(j)∗ with multiplicity one or µ D λ(j)∗ and

µ 6= λ(j)∗; or it is a composition factor of some LF (σ∗j , [fi1 ]β
(i1))◦ · · · ◦LF (σ∗j , [fim ]β(im)),

which has

µD [+]
ih∈Aj

[fih ]β(ih) D [+]
ih∈Aj

[fih ]λ(ih) = λ(j)∗

with strict inequality from the second D. Hence in particular LF (σ∗j , λ
(j)∗) is a compo-

sition factor of VK,j with multiplicity one.

Finally, taking Harish-Chandra induction over all VK,j gives VK . Hence LF (σ∗, λ∗)

is a composition factor of VK with multiplicity one.

Corollary 6.5. GLn(q) has (C, p)-property, hence (L′′, p)-property, (L′, p)-property,

and (L, p)-property for p not dividing q.

Proof. This is the direct result of the previous theorem.
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6.2 Main Results

In Definition 1.7, we have defined a partial order of n-admissible symbol, hence a partial

order of irreducible representations of GLn. Now we are going to define a partial order

for irreducible representations of SLn.

Definition 6.6. Let [(σ, λ)], [(τ , ν)] be n-admissible symbol.

(1) Denote [(σ, λ)] Dp′ [(τ , ν)] if there exists some ρ ∈ Op′(F×q ) such that ρ · [(σ, λ)] D

[(τ , ν)]. Write [(σ, λ)] =p′ [(τ , ν)] if ρ · [(σ, λ)] = [(τ , ν)].

(2) If V1 = LF (σ, λ), V2 = LF (τ , ν), then write V1 Dp′ V2 if [(σ, λ)] Dp′ [(τ , ν)], and

V1 =p′ V2 if [(σ, λ)] =p′ [(τ , ν)].

(3) By Proposition 3.11, we have

LF(σ, λ)↓SLn =
κ⊕
i=1

YF(σ, λ; i)

for κ = κSLn(LF(σ, λ)). Define any total order on these YF(σ, λ; i), for example,

YF(σ, λ; i) ≥ YF(σ, λ; j) if i ≥ j.

(4) For Wi ∈ IrrF (SLn), write Wi | (Vi)↓S for some Vi ∈ IrrF (GLn), i = 1, 2. Denote

W1 DW2 if either V1 Dp′ V2 but V1 6=p′ V2, or V1 =p′ V2 and W1 ≥ W2 with total

order defined in (3).

Lemma 6.7.

(1) The order Dp′ defined in Definition 6.6(1) is a partial order on ΣF/Op′(F×q ).

(2) The order D defined in Definition 6.6(4) is a partial order on IrrF (SLn).

Proof. (1) Clear. (2) If W1
∼= W2, then by Proposition 3.11, V1

∼= LF (ρ, (n)) ⊗ V2 for

some ρ ∈ Op′(F×q ), which is equivalent to V1 =p′ V2, so the reflexivity follows. The

transitivity is clear. For the anti-symmetry, if W1 DW2 and W2 DW1, then V1 =p′ V2,

W1 ≥ W2 and W2 ≥ W1 gives W1 = W2 (up to isomorphism.)

Now we can prove our main theorem of this thesis.
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Theorem 6.8. For any WK ∈ IrrK(SLn), there is some W ∈ IrrF (SLn) such that W

is a summand of WK with multiplicity 1, and if U ∈ IrrF (SLn) is a summand of WK,

then U DW .

Proof. Write WK = YK(σ, λ; i). By Theorem 6.4, in the Grothedieck group of GLn we

have

LK(σ, λ) = LF (σ∗, λ∗) +
∑

νDλ∗,ν 6=λ∗
xνLF (σ∗, ν)

where xν ∈ Z. Note that this implies [(σ∗, ν)] Dp′ [(σ∗, λ∗)] and [(σ∗, ν)] 6=p′ [(σ∗, λ∗)],

since the multipartition part must be inequality.

Consider the G-tile [LK(σ, λ)]G× [LF (σ∗, λ∗)]G. We claim that c = 1 in the mid-tile,

by showing [LF (σ∗, λ∗)]G contains only one element LF (σ∗, λ∗). Assume LF (σ∗, ν) ∼=

LF (ρσ∗, λ∗) for some ρ ∈ Op′(F×q ), ν D λ∗. Then ρσ∗ = σ∗π for some π ∈ Sa, and

ν = λ∗π−1 D λ∗. This implies λ∗π−1 = λ∗, and c = 1 follows.

Now by Proposition 3.14(4), YK(σ, λ; i) contains κ∗/κ composition factors of the

form YF (σ∗, λ∗; j). Pick the minimum j0 and set W = YF (σ∗, λ∗; j0), then W is the

required composition factor.

Corollary 6.9. SLn(q) has (C, p)-property, hence (L′′, p)-property, (L′, p)-property,

and (L, p)-property for p not dividing q.

Proof. This is the direct result of the previous theorem.

Corollary 6.10. PSLn(q) has (C, p)-property, hence (L′′, p)-property, (L′, p)-property,

and (L, p)-property for p not dividing q.

Proof. By definition, PSLn(q) = SLn(q)/Z(SLn(q)), where Z(SLn(q)) is the center of

SLn(q). Then by Corollary 3.18, PSLn(q) has (C, p)-property, and thus other proper-

ties.
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6.3 Relations Between Branching Numbers

Given VK = LK(σ, λ) irreducible representation of GLn over K, and its canonical

p-regularization V = LF (σ∗, λ∗) over F , we want to find the relation between their

branching numbers, κSLn(VK) and κSLn(V ). Recall that by Theorem 5.2, we have the

branching number in K,

κSLn(VK) = #{α ∈ F×q | α · [(σ, λ)] = [(σ, λ)]}

and the branching number in F ,

κSLn(V ) = κp′(σ
∗, λ∗) · κp(σ∗, λ∗)

κp′(σ
∗, λ∗) = #{α ∈ Op′(F×q ) | α · [(σ∗, λ∗)] = [(σ∗, λ∗)]}

κp(σ
∗, λ∗) = | gcd(n, q − 1,∆((λ∗)′)|p

Here we also split κSLn(VK) into its p′-factor κp′(VK) and p-factor κp(VK).

Lemma 6.11. Let [(σ, λ)] ∈ ΣK, VK = LK(σ, λ), and V = LF (σ∗, λ∗). Then

(1) κp′(VK) divides κp′(σ
∗, λ∗).

(2) κp(VK) divides κp(σ
∗, λ∗).

Therefore κSLn(VK) divides κSLn(V ).

Proof. Adopt the notation before Definition 6.1, such as σi, σ
′
i, ki, di, fi, partition set

A1, · · · , Ab, and the corresponding σ∗i , λ
∗
i .

(1) Let I ′ = {β ∈ Op′(F×q ) | β · [(σ, λ)] = [(σ, λ)]} = 〈ρ〉. We are going to prove that

ρ also fixes the p-regularization of [(σ, λ)].

By Proposition 4.6, [ρσi1 ] = [σi2 ] implies [ρσ′i1 ] = [σ′i2 ]. Then ρ send [σi1 ] with

i1 ∈ Aj1 to [σi2 ] with i2 ∈ Aj2 , hence actually ρ send every [σi1 ] with i1 ∈ Aj1 to [σi2 ]

with i2 ∈ Aj2 , and ρ−1 do the inverse. Therefore Aj1 is bijective to Aj2 via ρ, and also

the corresponding fi1 = fi2 and λ(i1) = λ(i2). This implies λ(j1)∗ = λ(j2)∗, and ρ send

[σ∗j1 ] to [σ∗j2 ], which means ρ fixes [(σ∗, λ∗)] and |I ′| divides κp′(σ
∗, λ∗).
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(2) Let I = {α ∈ Op(F×q ) | α · [(σ, λ)] = [(σ, λ)]} = 〈τ〉. By definition, κp(VK) =

|τ | = pe for some e. We are going to prove that pc | λ(j)∗′ for each j.

Consider some i1 ∈ Aj for some j. Since τ fixed [(σ, λ)], [τσi1 ] = [σi2 ] for some

i2, with corresponding λ(i2) = λ(i1). Moreover, by Proposition 4.6, [τσi1 ] = [σi2 ] im-

plies [σ′i1 ] = [σ′i2 ], we have i2 ∈ Aj. Therefore, there is an orbit O ⊂ Aj such that

[σi1 ], [τσi1 ], · · · , [τ p
c−1σi1 ] are pc distinct elements, 0 ≤ c ≤ e, each [τh−1σi1 ] = [σih ] for

some ih ∈ O, with corresponding λ(ih) = λ(i1). Hence τ p
c

fixed [σih ] for all ih ∈ O, so

Iih = {α ∈ Op(F×q ) | [ασih ] = [σih ]} = 〈τ pc〉, and applying Lemma 4.17 we have |Iih|

divides | gcd(fih , q − 1)|p, in particular |Iih| = pe−c | fih . Note that fih are all the same

over ih ∈ O, thus pe | λ′O, where

λ′O =

(
[+]
ih∈O

[fih ]λ(ih)

)′
=
∑
ih∈O

fihλ
(ih)′ = pcfi1λ

(i1)′

Now consider each orbit of Aj, we have pe | λ(j)∗′ =
∑
O⊂Aj λ

′
O. Therefore pe divides

∆((λ∗)′), and of course n and q − 1, hence κp(σ
∗, λ∗).

6.4 A Lower Unitriangular Submatrix

For completeness, we show that SLn have (U, p)-property for p not dividing q, which is

a consequence of Kleshchev’s theorem.

Proposition 6.12. Given an p-regular n-admissible symbol [(τ , ν)], there is some n-

admissible symbol [(σ, λ)], such that

(1) [(σ∗, λ∗)] = [(τ , ν)].

(2) κSLn(LK(σ, λ)) = κSLn(LF (τ , ν)).

Proof. (1) Write τ = (τ1, · · · , τa) and ν = (ν(1), · · · , ν(a)), the index set A = {1, · · · , a}.

Let κp(τ , ν) = pc for some integer c ≥ 0, and κp′(τ , ν) = |J ′|, where J ′ = {β ∈ Op′(F×q ) |

β · [(τ , ν)] = [(τ , ν)]} = 〈ρ〉. Since pc | (νi)′ for all i, choose λ(i) such that ν(i) = [pc]λ(i),

and let λ = (λ(1), · · · , λ(a)).
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Given some τi1 , consider the orbit O ⊂ A such that [τi1 ], [ρτi1 ], · · · , [ρb−1τi1 ] are all

distinct, [ρh−1τi1 ] = [τih ] for some ih ∈ O, and the corresponding ν(ih) = ν(i1), 1 ≤ h ≤ b.

We may repick τih such that ρh−1τi1 = τih without changing [(τ , ν)]. By Proposition

4.6, all τih have same degree d, hence by Lemma 4.18, there is some p-element υ ∈ F×q ,

such that σih = τihυ have degree pcd.

Then σ = (σ1, · · · , σa) is constructed by considering all orbits of A. It is not hard

to see that [(σ∗, λ∗)] = [(τ , ν)], so this proves (1).

(2) First we show that κp′(LK(σ, λ)) = κp′(τ , ν). Let I ′ = {β ∈ Op′(F×q ) | β ·[(σ, λ)] =

[(σ, λ)]}. If β ∈ I ′ send [σi1 ] to [σi2 ], then the corresponding λ(i1) = λ(i2), hence

ν(i1) = ν(i2) and β also send [τi1 ] to [τi2 ], so I ′ ⊂ J ′.

Conversely, we want to prove ρ ∈ I ′. If p not divide q − 1, then [(σ, λ)] = [(τ , ν)], so

assume p | q − 1. From the orbit O above, we have τih = ρh−1τi1 , thus ρ sends σih to

σih+1
for 1 ≤ h ≤ b− 1. Thus it suffices to show that [ατi1 ] = [τi1 ] implies [ασi1 ] = [σi1 ]

for α = ρb. There is some integer j ≥ 0 such that ατi1 = (τi1)
qj , so α = (τi1)

qj−1. Take

|υ| = pe for some integer e ≥ 0. Since p | q − 1, by Lemma 4.9 pe | qpe − 1. Then with

αq = α we have

αp
e

= α1+qj+···+q(pe−1)j

= (τi1)
qjp

e−1 = (τi1υ)q
jpe−1

hence [αp
e
σi1 ] = [σi1 ]. Now α is p-regular, so α also fixed [σi1 ].

Next we shall prove that κp(LK(σ, λ)) = κp(τ , ν), that is, |I| = pc, where I = {β ∈

Op(F×q ) | β · [(σ, λ)] = [(σ, λ)]}. But since [(σ, λ)] is p-non-repeated by construction,

this implies I =
⋂a
i=1 Ii, Ii = {β ∈ Op(F×q ) | [βσi] = [σi]} for each i. Then Lemma 4.18

claim that |Ii| = pc for each i, thus also for |I|.

Theorem 6.13. Let W be an irreducible FSLn-module. Then there is an irreducible

KSLn-module WK, such that W is a composition factor of WK with multiplicity 1, and

if U is a composition factor of WK, then U DW .

Proof. Write W = YF (τ , ν; j0). Then by Proposition 6.12, there is some [(σ, λ)] ∈
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ΣK such that [(σ∗, λ∗)] = [(τ , ν)] and κSLn(LK(σ, λ)) = κSLn(LF (τ , ν)). A similar

consideration to Theorem 6.8 shows that each YK(σ, λ; i) contains κ∗/κ = 1 composition

factors of the form YF (σ∗, λ∗; j). Relabel i such that YK(σ, λ; i) ∼= YF (τ , ν; i) for i =

1, · · · , κ, then WK = YK(σ, λ; j0) is the required module.

Corollary 6.14. SLn(Fq) has (U, p)-property for p not dividing q.

Proof. This is equivalent to the previous theorem.
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7 Conclusion

The main result is Theorem 6.8, that SLn(q) has (C, p)-property of non-defining char-

acteristic. In the following we list a table of related known result. Recall that (C) ⇒

(L′′)⇒ (L′)⇒ (L) and (R)⇒ (L), (U).

(C) (L′′) (L′) (L) (R) (U)

Sn © © © © × ©
An ? ? © © × ?

p6 | q, GLn(q) © © © © × ©
p 6 | q, SLn(q) © © © © × ©

abelian group © © © © © ©
p-solvable group × × × © © ©

Table 2: The property table for some families of groups

• Sn, symmetric group.

James’ Regularization Theorem [J1] is exactly (C), and (U) is the consequence

that the labels of irreducible Brauer characters are p-regular partitions. A coun-

terexample of (R) is S6 for p = 3, which the decomposition matrix is listed in

Table 1.

• An, alternating group.

Huang shows that (L′) holds [H]. The difficulty of alternating groups is that the

Mullineax map distorts the dominance order of partitions, while (C) and (U)

needs some partial order. It is also not easy to prove that (L′′) is true or not,

either, again due to the Mullineax map, which combines entries when generating

the decomposition matrix of An from Sn.

• GLn(q), p6 | q, finite general linear group of non-defining characteristic.

An analogue of James’ Regularization Theorem for GLn(q) gives property (C)

[K, Theorem 5.4], which combines the result of [J] and the end-part of [D2].

Kleshchev-Tiep also proves (U) for both GLn(q) and SLn(q), p6 | q [K, Theorem

6.3].
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• SLn(q), p6 | q, finite special linear group of non-defining characteristic.

Kleshchev-Tiep only proves (U), while he gives a powerful Kleshchev-Tiep’s theo-

rem (Theorem 5.2), which can be use to prove (C), the main result of this thesis,

implying (L′′), (L′), (L).

• abelian group

Since every characters are of degree 1, they remains irreducible after reduction

modulo p, hence (C) holds automatically. Since d is surjective, the decomposition

matrix is of full rank, so (R) also holds.

• p-solvable group

The well-known Fong-Swan Theorem [S, Theorem 38] shows that (R) holds, while

any non-abelian p-group is a counterexample of (L′).

Counterexamples of (R) for An, GLn(q) and SLn(q) are in Appendix A.4.
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A Appendix

A.1 The Original Problem

Problem 1 in the introduction comes from exercise 16.6 in the textbook of Serre [S].

We start from the cde-triangle.

Fixed a finite groupG and a prime p. Recall that givenK ⊂ Q a field of characteristic

0, we may pick a valuation ring A, and obtain its residue field F = A/m of characteristic

p (see the first paragraph of section 1.6.) Here we need K and F to be sufficiently large

for G.

Let RK(G) be the Grothendieck group of KG-modules (see the last paragraph of

section 1.6), with the basis βK = {[Vi]K | Vi ∈ IrrK(G)}. Similarly, let RF (G) be the

Grothendieck group of FG-modules, with the basis βF = {[Ej]F | Ej ∈ IrrF (G)}. Then

the decomposition map is defined to be

d : RK(G)→ RF (G), [V ]K 7→ [V ]F

where V is a reduction modulo p of V (see section 1.7). The decomposition matrix of

G is the transpose of the matrix of d with respect to βK , βF .

Now we briefly recall the definitions and properties of projective modules.

Definition A.1. Let R be a ring, P be an left R-module.

(1) We say P is projective if any of the following equivalent condition holds:

(i) P is a direct summand of some free R-module.

(ii) Given any surjective R-module homomorphism f : E → E ′, and any R-

module homomorphism g′ : P → E ′, there exists a homomorphism g : P → E

such that g′ = f ◦ g.

(iii) For any exact sequence 0 → E1 → E → E2 → 0 of left R-modules, the

sequence 0 → F(E1) → F(E) → F(E2) → 0 is also exact, where F is the

functor E 7→ HomR(P,E).
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(2) Assume R is artinian. We say an R-module homomorphism f : E → E ′ is essential,

if f(E) = E ′, and f(U) 6= E ′ for any proper submodule U of E. Note that if f is

essential, then f must be surjective.

(3) We say P is a projective envelope of an R-module E, if P is projective, and there

exists an essential homomorphism f : P → E.

In particular, the group ring FG is artinian.

Proposition A.2. Let E be an FG-module.

(1) There exists a projective envelope of E, unique up to isomorphism.

(2) Let Pj be the projective envelope of Ej ∈ IrrF (G) for each j. Then Pj is indecom-

posible, and every projective FG-module is a direct sum of these Pj.

Proof. For a proof, see [S, Proposition 41] and its corollaries.

Therefore, we may define PF (G) to be the Grothendieck group of projective FG-

modules with the basis βP = {[Pj]P}, where Pj is the projective envelope of Ej ∈

IrrF (G) in the same order as βF . Then we naturally have the Cartan homomorphism:

c : PF (G)→ RF (G), [P ]P 7→ [P ]F

which roughly means the decomposition of a projective module into its composition

factors.

To define the map e, we consider the projective AG-modules, where A is the valuation

ring with F = A/m. Given Ê an AG-module, the quotient Ê/mÊ is an FG-module.

Denote this map πm.

Proposition A.3.

(1) Every projective AG-module is a direct sum of indecomposible projective modules

Qj, which is characterized (up to isomorphism) by πm(Qj) = Pj.

(2) Let PA(G) be the Grothendieck group of projective AG-modules. Then we may

identify PA(G) and PF (G) via the map πm.
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Proof. For a proof, see [S, Proposition 42] and its corollaries.

Now the map e is given by

e : PF (G)→ RK(G), [P ]P 7→ [P̂ ]K

where P̂ = KG⊗AG π−1
m (P ). That is, first pass P to the AG-module via the inverse of

πm, then tensor with K to obtain the KG-module P̂ . It roughly means that the there

is an inverse of reduction modulo p on projective FG-modules.

Here we list some basic properties of the cde-triangle.

Proposition A.4.

(1) c = d ◦ e. Hence the following diagram commutes.

PF (G) RF (G)

RK(G)

c

e d

(2) With the basis βK, βF , βP , the matrix of d is transpose to the matrix of e. Hence

the matrix of c (the Cartan matrix) is symmetric.

(3) d is surjective. Hence e is a split injection.

Proof. See section 15.4 and 16.1 of [S].

Note that in this thesis, the decomposition matrix of G is actually the matrix of e,

the way as the decomposition matrix of symmetry groups list by James.

Despite of RK(G), we are often more interesting on R+
K(G) = {[V ]K}, the case that

there indeed exists a KG-module V , which can be characterized as {
∑

i ci[Vi]K | ci ∈

Z, ci ≥ 0, Vi ∈ IrrK(G)}. Similarly we may define R+
F (G) and P+

F (G). Then in general,

d no more sends R+
K(G) onto R+

F (G), while it sends RK(G) onto RF (G). We then have

the condition (R).

(R) d(R+
K(G)) = R+

F (G). That is, d sends R+
K(G) onto R+

F (G).

For the map e, we may also consider a condition (E).
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(E) e(P+
F (G)) = e(PF (G))∩R+

K(G). That is, e sends R+
K(G) onto the ”positive part”

of its original image.

The exercise 16.6 of Serre [S] asks the reader to prove that

The condition (E) is equivalent to the condition (R).

But Huang had difficulty to prove it. He then wrote a letter to the original author,

J. P. Serre, asking for help. Serre sent back the modified exercise,

The condition (E) is equivalent to the condition (QR).

and gave a proof for it, with a slightly weaker condition.

(QR) There is some N ∈ N such that N ·R+
F (G) ⊂ d(R+

K(G)).

In the last part of the letter, Serre left an open problem, that whether there exists

any group G (and a prime p) such that (QR) is true but (R) is false, in order to ensure

the original exercise is wrong. This is Problem 1, which remains unsolved in this thesis.

A proof for the modified exercise is in the Appendix A, B of [H]. Note that the

condition (R), (QR) is equivalent to the property (R), (QR) listed in the introduction,

respectively.

A.2 The Implication Among Properties

Here we list again the properties in the introduction.

(R) All irreducible Brauer characters of G are liftable.

(QR) All irreducible Brauer characters of G are almost liftable.

(L) If G has (QR, p)-property, then G has (R, p)-property.

(L′) For any χ ∈ irrK(G), if χ = aφ for some φ ∈ irrF (G), then a = 1.

(L′′) For any χ ∈ irrK(G), χ contains some φ ∈ irrF (G) of multiplicity 1.

(C) There exists a partial order D on irrF (G), and a map irrK(G)→ irrF (G), χ 7→ φχ,

such that for each χ ∈ irrK(G), χ contains φχ of multiplicity 1, and if χ contains

φ ∈ irrF (G), then φD φχ.

(U) There exists a partial order D on irrF (G), and a map irrF (G)→ irrK(G), φ 7→ χφ,
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such that for each φ ∈ irrF (G), χφ contains φ of multiplicity 1, and if χφ contains

φ′ ∈ irrF (G), then φ′ D φ.

We are going to find out all implication among these properties excluding (QR).

For any two properties (A), (B), write (A) =⇒ (B) if for any finite group G and

prime p, G has (A, p)-property implies G has (B, p)-property, and (A) 6=⇒ (B) means

there exists some group G and some prime p, such that G has (A, p)-property, but not

(B, p)-property. In this case we say that a counterexample is found for (A) 6=⇒ (B).

Proposition A.5. We have (C) =⇒ (L′′) =⇒ (L′) =⇒ (L), (R) =⇒ (L), and

(R) =⇒ (U).

Proof. Clearly (C) =⇒ (L′′) =⇒ (L′) from the text of definition. If (L′) and (QR)

holds, then for all φ ∈ irrF (G), there is some χ ∈ irrK(G) such that χ = aφ, but then

a = 1 and (R) holds, which proves (L′) =⇒ (L). If (R) holds, then (L) holds logically

from the definition, hence (R) =⇒ (L). Finally if (R) holds, for each φ ∈ irrF (G),

there is some χ ∈ irrK(G) such that χ = φ, then the map φ 7→ χ and any partial order

gives (U). This proves (R) =⇒ (U).

In the rest of this section, we will show that there are no other implications among

these properties.

Lemma A.6. Given (A) =⇒ (a) and (B) =⇒ (b). If (A) 6=⇒ (b), then none of

(A), (a) imply any of (B), (b).

Proof. Assume some of (A), (a) imply some of (B), (b). Then (A) =⇒ (b).

Proposition A.7. We have

(1) (R) 6=⇒ (L′). Hence none of (R), (U), (L) imply any of (C), (L′′), (L′).

(2) (C) 6=⇒ (R). Hence none of (C), (L′′), (L′), (L) imply (R).

(3) (U) 6=⇒ (R).

(4) (L′) 6=⇒ (L′′). Hence (L′) 6=⇒ (C), either.

(5) (C) 6=⇒ (U). Hence none of (C), (L′′), (L′), (L) imply (U).
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(6) (L′′) 6=⇒ (C).

Proof. For (1), any non-abelian p-group is a counterexample. Here we take G = Q8 the

quaternion group and p = 2. There are four irreducible ordinary characters of degree 1,

and one of degree 2. Let χ1 ∈ irrK(Q8) be the trivial character, and χ2 ∈ irrK(Q8) be

that of degree 2. Since the only φ ∈ irrF (Q8) is the trivial character, we have χ2 = 2φ

by considering degree, hence (L′) fails, while χ1 = φ and (R) holds.

For (2)(3), take G = S6 and p = 3 as a counterexample. By James’ Regularization

Theorem, both (C) and (U) holds for Sn with any n and any prime p. From Table 1

in the introduction, φ(5,1) is not liftable, hence (R) fails.

For (4), take G = ON and p = 2, see [web]. One may check that each row contains

single nonzero entry 1, or at least 2 nonzero entries, while the row χ16 does not have

an entry 1.

For (5), take G = S4(4) and p = 2, see [web]. One may check that (C) holds with

the original order on the table of block 1. Observe that # IrrF (G) = 16. If (U) holds,

then there should be at least 13 columns containing at least 3 entries zero, but there

are only 11 such columns.

For (6), take G = Fi23 and p = 3, see [web]. One may check that each row contains

some entry 1. If (C) holds, then there is a (minimal) column containing only entries 1

and 0, but there is no such column.

The only implication unchecked is that (U) 6=⇒ (L), which a real example has not

been found. If there exists some example, it is a solution to Problem 1.

A.3 The Decomposition Matrix of GL2 and SL2

In this section, we are going to find the decomposition matrix of GL2(q) and SL2(q)

for p not dividing q. We split the procedure into several parts.
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(Step 1) Elements of F×q and F×q2

Write q − 1 = pc1m1 and q2 − 1 = pc2m2, where c1, c2, m1, m2 are nonnegative

integers, and p does not divide m1, m2. It is clear that c1 ≤ c2 and m1 | m2.

By Proposition 1.3, every element σ ∈ F×q2 decomposes into its p′-part σ′ and p-part

υ. Write e ∈ F×q2 the identity, σ′(d) ∈ F×q2 if it is p-regular of degree d, and υ(d) ∈ F×q2

if it is a p-element of degree d and is not identity. Then the following multiplication

table gives the number of each kind of elements. Note that only {σ′(1)} and {σ′(1)υ(1)}

are elements of F×q , the others are those of F×q2 .

1 s1 := pc1 − 1 s2 := pc2 − pc1
r1 := m1 #{σ′(1)} #{σ′(1)υ(1)} #{σ′(1)υ(2)}
r2 := m2 −m1 #{σ′(2)} #{σ′(2)υ(1)} #{σ′(2)υ(2)}

Let τ ∈ F×q be an element of degree 1, τ ′ for those p-regular. Similarly, let ω ∈ F×q2

be an element of degree 2, ω′ for those p-regular. The following table shows their

corresponding p′-part. The entry − means the element is already p-regular.

element form p′-part form #
τ σ′(1) − − r1

σ′(1)υ(1) τ ′ σ′(1) r1s1

ω σ′(2) − − r2

σ′(2)υ(1) ω′ σ′(2) r2s1

σ′(2)υ(2) ω′ σ′(2) r2s2

σ′(1)υ(2) τ ′ σ′(1) r1s2

From now on, we write τ ′, ω′, υ instead of σ′(1), σ
′
(2), υ(1), respectively.

(Step 2) Conjugacy classes of GL2

For simplicity, we write (σ) instead of (σ, (1)), and write e the identity of F×q2 , in

order to make difference from the partition (1) ` 1. The following table shows the

conjugacy classes of GL2, where Ct
2 := t(t− 1)/2 for t ∈ N.
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symbol (τ, (2)) (τ, (12)) (τ1 ◦ τ2) (ω)

# q − 1 q − 1 Cq−1
2 Cq

2

Jordan

[
τ 1

τ

] [
τ

τ

] [
τ1

τ2

] [
ω

ωq

]
#Cent. q(q − 1) |GL2| (q − 1)2 q2 − 1

#Conj. q2 − 1 1 q(q + 1) q(q − 1)

(Step 3) Counting dimension of irreducible representations of GL2

We make use of the following dimension formulas.

Theorem A.8.

(1) Let V1, V2 be FGLr-module, FGLs-module, respectively, n = r + s. Then

dimF V1 ◦ V2 = (G : P ) · dimV1 · dimV2

where G = GLn, P = P+
(r,s) defined in §2.2.

(2) Let MF(σ, λ) be the FGLn-module defined in §2.6. Then

dimFMF(σ, λ) =
dk∏
i=1

(qi − 1)

/ ∞∏
j=1

 λj∏
i=1

(qdi − 1)


(3) Let SF(σ, λ) be the FGLn-module defined in §2.6. Then Theorem 2.22 (Young’s

Rule) gives a way to find dimF SF(σ, λ) from dimFMF(σ, λ).

Proof. (1) follows from the definition of Harish-Chandra induction. (2) comes from [J,

6.5, 6.8], which gives dimFMF(σ, (k)). One may use (1) to extend the formula to (2).

For (3), note that Kostka numbers form a unitriangular matrix, hence we may find

dimF SF(σ, (k)) one by one, or just use inverse matrix.

Hence we may calculate the dimension of irreducible FGL2-modules.

irr. rep’n LK(τ, (2)) LK(τ, (12)) LK(τ1 ◦ τ2) LK(ω)

# q − 1 q − 1 Cq−1
2 Cq

2

dimK 1 q q + 1 q − 1

The dimF LF (σ, λ) heavily depends on p, and have no general formula.
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(Step 4) The p-regularization and James-Mathas theorem

The p-regularization is defined right before Definition 6.1. Roughly speaking, it

consists the following 3 steps.

(1) Decompose each σi = σ′iυi into its p′-part and p-part.

(2) Replace each (σi, λ
(i)) by (σ′i, [fi]λ

(i)), where fi = deg σi/ deg σ′i

(3) If [σi] = [σj], then replace (σi, λ
(i)) ◦ (σj, λ

(j)) by (σi, λ
(i) [+] λ(j)).

Theorem 6.4 tells that each LK(σ, λ) contains LF (σ∗, λ∗) of multiplicity 1, and every

composition factor is of the form LF (σ∗, ν) with ν D λ∗.

There is another theorem useful to find the entries of a decomposition matrix, which

classifies which LK(σ, λ) remains irreducible over F .

Theorem A.9 (James-Mathas theorem). Let V = LK(σ, λ) ∈ Irr0(GLn), and V be a

reduction modulo p of V . Write (σ, λ) = (σ1, λ
(1)) ◦ · · · ◦ (σa, λ

(a)). Then V remains

irreducible if and only if the following two conditions hold:

(1) If i 6= j, deg σi = deg σj, then σi, σj are not p-conjugate to each other.

(2) For each i and all nodes (r, t), (s, t) in the Young diagram of λ(i), write hrt, hst the

corresponding hook length, di = deg σi. Then

|Nqdi (hrt)|p = |Nqdi (hst)|p

where Nr(m) = (rm − 1)/(r − 1), defined in §4.2.

Given a label [(σ, λ)] and its p-regularization [(σ∗, λ∗)], we say [(σ, λ)] is of type I, if

in the construction of p-regularization above, all fi = |∆((λ∗)′)|p = pc in step (2), and

step (3) never happens. Otherwise it is of type II.

The following table describes the number of p-regular and p-singular irreducible

ordinary representations, their p-regularizations, and if they satisfy the criterion in

James-Mathas theorem or not.

87



doi:10.6342/NTU201904116

irr. rep’n form #p-reg #p-sing p-reg’n type* JM?

LK(τ, (2)) τ ′ r1 − I yes

τ ′υ r1s1 (τ ′, (2)) I yes

LK(τ, (12)) τ ′ r1 − I/II **

τ ′υ r1s1 (τ ′, (12)) I/II **

LK(τ1 ◦ τ2) τ ′1 ◦ τ ′2 Cr1
2 − I yes

τ ′1 ◦ τ ′2υ 2Cr1
2 s1 (τ ′1 ◦ τ ′2) I yes

τ ′1υ1 ◦ τ ′2υ2 Cr1
2 s

2
1 (τ ′1 ◦ τ ′2) I yes

τ ′ ◦ τ ′υ r1s1 (τ ′, (12)) II no

τ ′υ1 ◦ τ ′υ2 r1C
s1
2 (τ ′, (12)) II no

LK(ω) ω′ r2/2 − I yes

ω′υ r2s1/2 (ω′) I yes

ω′υ(2) r2s2/2 (ω′) I yes

τ ′υ(2) r1s2/2 (τ ′, (12)) II/I yes

* [type for p > 2] / [type for p = 2] ** yes, if p6 | q + 1; no, if p | q + 1.

(Step 5) The branching numbers

Given LF(σ, λ) ∈ IrrF(GLn), write κ, κ∗ the branching number fromGLn to SLn over

K, F , and write η, η∗ the branching number from SLn to GLn over K, F , respectively.

Write κ∗ = κp′κp for its p′-factor and p-factor.

Proposition A.10. Let G = GLn and S = SLn. Given the label [(σ, λ)].

(1) κ = #{ρ ∈ F×q | ρ · [(σ, λ)] = [(σ, λ)]}

(2) κp′ = #{ρ ∈ Op′(F×q ) | ρ · [(σ, λ)] = [(σ, λ)]}

(3) κp = | gcd(n, q − 1,∆(λ′))|p

(4) ηκ = q − 1 and η∗κp′ = m1.

Proof. (1)(2)(3) is Theorem 5.2. By Proposition 3.11,

η = #{ orbit of [(σ, λ)] act by ρ ∈ F×q }

η∗ = #{ orbit of [(σ, λ)] act by ρ ∈ Op′(F×q )}

hence (4) follows by the orbit-stabilizer theorem.

Corollary A.11. Let G = GL2 and S = SL2.
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(1) κ = 1, except for q odd, label (τ ◦ −τ) or (ω) with ωq = −ω. In the exceptional

case, κ = 2.

(2) κp′ = 1, except for q odd, p > 2, label (τ ◦ −τ) or (ω) with ωq = −ω. In the

exceptional case, κp′ = 2.

(3) In above two exceptional case, there are (q − 1)/2 labels of the form (τ ◦ −τ), and

another (q − 1)/2 labels of the form (ω) with ωq = −ω.

(4) κp = 1, except for p = 2, label (τ, (12)). In the exceptional case, κp = 2.

Proof. Assume ρ, τ ∈ F×q , ω ∈ F×q2 , degω = 2. Then ρτ = τ implies ρ = e; ρτ1 = τ2,

ρτ2 = τ1 implies ρ = e,−e, and it is clear that there are (q − 1)/2 labels of the form

(τ ◦ −τ); take ε2 a generator of F×q2 , Then ρ = ε
(q+1)j
2 , and ω = εi2, 0 ≤ i < q2 − 1,

q − 16 | i. Then ρω = ωq implies (q + 1)j = i(q − 1). Hence either q − 1 | j and ρ = e,

or ρ 6= e, (q − 1)/2 | j, thus i = (2t+ 1)(q + 1)/2, 0 ≤ t < q − 1. So there are (q − 1)/2

labels of the form (ω) with ωq = −ω. In order that −e ∈ F×q , we need q being odd.

This gives (1) and (3). For (2), in order that −e ∈ Op′(F×q ), we need further p > 2.

Finally, (4) follows by checking every labels of GL2 for the criterion in James-Mathas

theorem.

(Step 6) The decomposition matrix

We split into several cases. Note that p6 | q.

• p > 2, p 6 | q2 − 1.

That is, p 6 | |GL2| and p6 | |SL2|. By Proposition 43 of [S], both the decomposition

matrix of GL2 and SL2 are identity. We notice that this result is consistent

to James-Mathas theorem, that is, every label [(σ, λ)] satisfies the irreducibility

criterion.
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• GL2, p > 2, p | q − 1

In this case, p6 | q + 1. Thus m2 = (q + 1)m1 and r2 = m1q. Also c1 = c2 gives

s2 = 0.

dimK IrrK(GL2) # p-reg’n type JM

1 LK(τ, (2)) q − 1 (τ ′, (2)) I yes

q LK(τ, (12)) q − 1 (τ ′, (12)) I yes

q + 1 LK(τ1 ◦ τ2) (q − 1)(q − 2− s1)/2 (τ ′1 ◦ τ ′2) I yes

(q − 1)s1/2 (τ ′1, (1
2)) II no

q − 1 LK(ω) (q − 1)q/2 (ω′) I yes

q2 − 1

dimF IrrF (GL2) #

1 LF (τ ′, (2)) r1

q LF (τ ′, (12)) r1

q + 1 LF (τ ′1 ◦ τ ′2) r1(r1 − 1)/2

q − 1 LF (ω′) r1q/2

r1(r1 + q + 3)/2

dimF 1 q q + 1 q − 1

dimK type (τ ′, (2)) (τ ′, (12)) (τ ′1 ◦ τ ′2) (ω′)

1 (τ, (2)) I 1

q (τ, (12)) I 1

q + 1 (τ1 ◦ τ2) I 1

II 1 1

q − 1 (ω) I 1

Table 3: Decomposition matrix of GL2, p > 2, p | q − 1

The bold 1 means we find it by Theorem 6.4. The underlined 1 means we find it

by counting the dimension.
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• SL2, p > 2, p | q − 1, q odd

When q is odd with label (τ ◦ −τ) or (ω) with ωq = −ω, we have κ = κp′ = 2,

otherwise 1. We have κp = 1, η = (q − 1)/κ, η∗ = r1/κp′ .

If LF(σ, λ)↓SLn is irreducible, write YF(σ, λ) instead of YF(σ, λ; 1).

Pick ε2 a generator of F×q2 , let ω0 be the p′-part of ε
(q+1)/2
2 . Then ω0 = ε

apc1 (q+1)/2
2

for some a, b satisfying apc1 + 2bm1 = 1. Note that apc1 is odd. Then ωq−1
0 =

ε
(q−1)apc1 (q+1)/2
2 = −e, so ω0 is p-regular with ωq0 = −ω0.

dimK IrrK(SL2) # type

1 YK(e, (2)) 1 I

q YK(e, (12)) 1 I

(q + 1)/2 YK((e ◦ −e); i), i = 1, 2 1 each I

q + 1 YK(e ◦ τ), τ 6= −e (q − 3− s1)/2 I

s1/2 II

(q − 1)/2 YK((ω0); i), i = 1, 2 1 each I

(q − 1) YK(ω), ωq 6= −ω (q − 1)/2 I

(q − 1) + 5

dimF IrrF (SL2) #

1 YF (e, (2)) 1

q YF (e, (12)) 1

(q + 1)/2 YF ((e ◦ −e); i), i = 1, 2 1 each

q + 1 YF (e ◦ τ ′), τ ′ 6= −e (r1 − 2)/2

(q − 1)/2 YF ((ω0); i), i = 1, 2 1 each

q − 1 YF (ω′), (ω′)q 6= −ω′ (q − 1)/2

(r1 + q − 1)/2 + 5

dimF 1 q (q + 1)/2 q + 1 (q − 1)/2 q − 1

dimK type (e, (2)) (e, (12)) (e ◦ −e); i (e ◦ τ ′) (ω0); i (ω′)

1 (e, (2)) I 1

q (e, (12)) I 1

(q + 1)/2 (e ◦ −e); i I 1

q + 1 (e ◦ τ) I 1

II 1 1

(q − 1)/2 (ω0); i I 1

q − 1 (ω) I 1

Table 4: Decomposition matrix of SL2, p > 2, p | q − 1, q odd
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• SL2, p > 2, p | q − 1, q even

We have κ = κp′ = κp = 1, η = q − 1, η∗ = r1 for all labels. Hence the

decomposition matrix of SL2 is similar to that of GL2.

dimK IrrK(SL2) # type

1 YK(e, (2)) 1 I

q YK(e, (12)) 1 I

q + 1 YK(e ◦ τ) (q − 2− s1)/2 I

s1/2 II

q − 1 YK(ω) q/2 I

(q − 1) + 2

dimF IrrF (SL2) #

1 YF (e, (2)) 1

q YF (e, (12)) 1

q + 1 YF (e ◦ τ ′) (r1 − 1)/2

q − 1 YF (ω′) q/2

(r1 + q − 1)/2 + 2

dimF 1 q q + 1 q − 1

dimK type (e, (2)) (e, (12)) (e ◦ τ ′) (ω′)

1 (e, (2)) I 1

q (e, (12)) I 1

q + 1 (e ◦ τ) I 1

II 1 1

q − 1 (ω) I 1

Table 5: Decomposition matrix of SL2, p > 2, p | q − 1, q even
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• GL2, p > 2, p | q + 1.

In this case, p 6 | q − 1. Thus c1 = s1 = 0 and r1 = m1 = q − 1, so every element

of F×q is p-regular. Also we have q − 1 | m2, q − 1 | r2, hence we may write

r0 := r2/(q − 1).

dimK IrrK(GL2) # p-reg’n type JM

1 LK(τ, (2)) q − 1 (τ ′, (2)) I yes

q LK(τ, (12)) q − 1 (τ ′, (12)) I no

q + 1 LK(τ1 ◦ τ2) (q − 1)(q − 2)/2 (τ ′1 ◦ τ ′2) I yes

q − 1 LK(ω) (q − 1)(q − s2)/2 (ω′) I yes

(q − 1)s2/2 (τ ′, (12)) II yes

q2 − 1

dimF IrrF (GL2) #

1 LF (τ ′, (2)) q − 1

q − 1 LF (τ ′, (12)) q − 1

q + 1 LF (τ ′1 ◦ τ ′2) (q − 1)(q − 2)/2

q − 1 LF (ω′) r2/2

(r2 + (q − 1)(q + 2))/2

dimF 1 q − 1 q + 1 q − 1

dimK type (τ ′, (2)) (τ ′, (12)) (τ ′1 ◦ τ ′2) (ω′)

1 (τ, (2)) I 1

q (τ, (12)) I 1 1

q + 1 (τ1 ◦ τ2) I 1

q − 1 (ω) I 1

II 1

Table 6: Decomposition matrix of GL2, p > 2, p | q + 1
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• SL2, p > 2, p | q + 1, q odd

When q is odd with label (τ ◦ −τ) or (ω) with ωq = −ω, we have κ = κp′ = 2,

otherwise 1. We have κp = 1, η = (q − 1)/κ, η∗ = r1/κp′ .

Pick ε2 a generator of F×q2 . If ωq = −ω, then ω = ε
(2t+1)(q+1)/2
2 for some t ∈ N.

Then the order of ω is 2(q−1), which is prime to p, hence every such ω is p-regular.

Take ω0 = ε
(q+1)/2
2 . In particular, ωq0 6= ω0, hence degω0 = 2.

dimK IrrK(SL2) # type

1 YK(e, (2)) 1 I

q YK(e, (12)) 1 I

(q + 1)/2 YK((e ◦ −e); i), i = 1, 2 1 each I

q + 1 YK(e ◦ τ), τ 6= −e (q − 3)/2 I

(q − 1)/2 YK((ω0); i), i = 1, 2 1 each I

(q − 1) YK(ω), ωq 6= −ω (q − 1− s2)/2 I

s2/2 II

(q − 1) + 5

dimF IrrF (SL2) #

1 YF (e, (2)) 1

q − 1 YF (e, (12)) 1

(q + 1)/2 YF ((e ◦ −e); i), i = 1, 2 1 each

q + 1 YF (e ◦ τ ′), τ ′ 6= −e (q − 3)/2

(q − 1)/2 YF ((ω0); i), i = 1, 2 1 each

q − 1 YF (ω′), (ω′)q 6= −ω′ (r0 − 1)/2

(r0 + q − 2)/2 + 5

dimF 1 q − 1 (q + 1)/2 q + 1 (q − 1)/2 q − 1

dimK type (e, (2)) (e, (12)) (e ◦ −e); i (e ◦ τ ′) (ω0); i (ω′)

1 (e, (2)) I 1

q (e, (12)) I 1 1

(q + 1)/2 (e ◦ −e); i I 1

q + 1 (e ◦ τ) I 1

(q − 1)/2 (ω0); i I 1

q − 1 (ω) I 1

II 1

Table 7: Decomposition matrix of SL2, p > 2, p | q + 1, q odd
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• SL2, p > 2, p | q + 1, q even

We have κ = κp′ = κp = 1, η = η∗ = (q − 1) for all labels. Hence again the

decomposition matrix of SL2 is similar to that of GL2.

dimK IrrK(SL2) # type

1 YK(e, (2)) 1 I

q YK(e, (12)) 1 I

q + 1 YK(e ◦ τ) (q − 2)/2 I

q − 1 YK(ω) (q − s2)/2 I

s2/2 II

(q − 1) + 2

dimF IrrF (SL2) #

1 YF (e, (2)) 1

q − 1 YF (e, (12)) 1

q + 1 YF (e ◦ τ ′) (q − 2)/2

q − 1 YF (ω′) r0/2

(r0 + q − 2)/2 + 2

dimF 1 q − 1 q + 1 q − 1

dimK type (e, (2)) (e, (12)) (e ◦ τ ′) (ω′)

1 (e, (2)) I 1

q (e, (12)) I 1 1

q + 1 (e ◦ τ) I 1

q − 1 (ω) I 1

II 1

Table 8: Decomposition matrix of SL2, p > 2, p | q + 1, q even
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• GL2, p = 2, q odd.

In this case, p | q− 1 and p | q+ 1. Let r0 = r2/r1 and s0 = s2/(s1 + 1). For type

I, if all fi = pc for some c, write Ic for distinction.

dimK IrrK(GL2) # p-reg’n type JM

1 LK(τ, (2)) q − 1 (τ ′, (2)) I yes

q LK(τ, (12)) q − 1 (τ ′, (12)) II no

q + 1 LK(τ1 ◦ τ2) (q − 1)(q − 2− s1)/2 (τ ′1 ◦ τ ′2) I yes

(q − 1)s1/2 (τ ′1, (1
2)) II no

q − 1 LK(ω) (q − 1)(q − s0)/2 (ω′) I0 yes

(q − 1)s0/2 = r1s2/2 (τ ′, (12)) I1 yes

q2 − 1

dimF IrrF (GL2) #

1 LF (τ ′, (2)) r1

q − 1 LF (τ ′, (12)) r1

q + 1 LF (τ ′1 ◦ τ ′2) r1(r1 − 1)/2

q − 1 LF (ω′) r2/2

r1(r1 + r0 + 3)/2

dimF 1 q − 1 q + 1 q − 1

dimK type (τ ′, (2)) (τ ′, (12)) (τ ′1 ◦ τ ′2) (ω′)

1 (τ, (2)) I 1

q (τ, (12)) II 1 1

q + 1 (τ1 ◦ τ2) I 1

II 2 1

q − 1 (ω) I0 1

I1 1

Table 9: Decomposition matrix of GL2, p = 2, q odd
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• SL2, p = 2, q odd

When q is odd with label (τ ◦−τ) or (ω) with ωq = −ω, we have κ = 2, otherwise

1. When the label is (τ, (12)), we have κp = 2, otherwise 1. We have κp′ = 1,

η = (q − 1)/κ and η∗ = r1. Note that either 4 | q − 1 and s0 = 1, or 4 | q + 1 and

s1 = 1. Hence in each case there is a type of IrrK(SL2) missing.

Pick ε2 a generator of F×q2 . Let ω0 = ε
(q+1)/2
2 . Then ωq0 = −ω0.

dimK IrrK(SL2) # type

1 YK(e, (2)) 1 I

q YK(e, (12)) 1 II

q + 1 YK(e ◦ τ), τ 6= −e (q − 2− s1)/2 I

(s1 − 1)/2 II

(q + 1)/2 YK((e ◦ −e); i), i = 1, 2 1 each II

q − 1 YK(ω), ωq 6= −ω (q − s0)/2 I0

(s0 − 1)/2 I1

(q − 1)/2 YK((ω0); i), i = 1, 2 1 each I1

(q − 1) + 5

dimF IrrF (SL2) #

1 YF (e, (2)) 1

(q − 1)/2 YF ((e, (12)); i), i = 1, 2 1 each

q + 1 YF (e ◦ τ ′) (r1 − 1)/2

q − 1 YF (ω′) r0/2

(r0 + r1 − 1)/2 + 3

dimF 1 (q − 1)/2 (q − 1)/2 q + 1 q − 1

dimK type (e, (2)) (e, (12)); 2 (e, (12)); 1 (e ◦ τ ′) (ω′)

1 (e, (2)) I 1

q (e, (12)) II 1 1 1

q + 1 (e ◦ τ) I 1

II 2 1 1

(q + 1)/2 (e ◦ −e); 2 II 1 1

(q + 1)/2 (e ◦ −e); 1 II 1 1

q − 1 (ω) I0 1

I1 1 1

(q − 1)/2 (ω0); 2 I1 1

(q − 1)/2 (ω0); 1 I1 1

Table 10: Decomposition matrix of SL2, p = 2, q odd
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A.4 The Decomposition Matrix of Other Groups

Counterexample for (R, p)-property of GLn

Pick G = GL3(4), p = 3. Then q = 4 and p | q − 1. For d = 1, 2, 3, write

qd − 1 = pcdmd and set c0 = 0. Let rd :=
∑

t|d µ(t)md/t and sd :=
∑

t|d µ(t)pcd/t . Let

σ′(d) be p′-element of degree d, and υ(d) be p-element of degree d. It is not hard to prove

that deg(σ′(d1)υ(d2)) = lcm(d1, d2).

#{σ′(1)} 1 = r1 = m1 #{υ(1)} 3 = s1 = pc1

#{σ′(2)} 4 = r2 = m2 −m1 #{υ(2)} 0 = s2 = pc2 − pc1
#{σ′(3)} 6 = r3 = m3 −m1 #{υ(3)} 6 = s3 = pc3 − pc1

deg element form p′-part #
1 τ σ′(1)υ(1) τ ′ r1s1 = 3

2 ω σ′(2)υ(1) ω′ r2s1 = 12

3 δ σ′(3)υ(1) δ′ r3s1 = 18

σ′(3)υ(3) δ′ r3s3 = 36

σ′(1)υ(3) τ ′ r1s3 = 6

dimK dimK dimK

1 MK(τ, (3)) 1 SK(τ, (3)) 1 LK(τ, (3))
21 MK(τ, (2, 1)) 20 SK(τ, (2, 1)) 20 LK(τ, (2, 1))

105 MK(τ, (13)) 64 SK(τ, (13)) 64 LK(τ, (13))
1 MK(τ, (2)) 1 SK(τ, (2)) 21 LK((τ1, (2)) ◦ (τ2))
5 MK(τ, (12)) 4 SK(τ, (12)) 84 LK((τ1, (1

2)) ◦ (τ2))
1 MK(τ) 1 SK(τ) 105 LK((τ1) ◦ (τ2) ◦ (τ3))
3 MK(ω) 3 SK(ω) 63 LK((ω) ◦ (τ))

45 MK(δ) 45 SK(δ) 45 LK(δ)

dimLK symbol p-reg’n # type JM #LF

1 (τ, (3)) (τ ′, (3)) 3 I yes 1
20 (τ, (2, 1)) (τ ′, (2, 1)) 3 I no 1
64 (τ, (13)) (τ ′, (13)) 3 II no 1
21 (τ1, (2)) ◦ (τ2) (τ ′, (2, 1)) 6 II no −
84 (τ1, (1

2)) ◦ (τ2) (τ ′, (13)) 6 II no −
105 (τ1) ◦ (τ2) ◦ (τ3) (τ ′, (13)) 1 II no −
63 (ω) ◦ (τ) (ω′) ◦ (τ ′) 18 I yes 2
45 (δ) (δ′) 18 I1 yes 2

(τ ′, (13)) 2 I0
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To find the full decomposition matrix, we make use of Theorem 2.31(1). For ex-

ample, the composition multiplicity of DF (e, (3)) in SF (e, (2, 1)) is at most that in

MF (e, (2, 1))/SF (e, (2, 1)) ∼= SF (e, (3)), hence the multiplicity is 1, and one may calcu-

late dimF DF (e, (2, 1)) = 19. From the G-tile [SK(e, (2, 1))]G × [DF (e, (3))]G, Proposi-

tion 3.14(2) shows that DF (e, (3)) is of multiplicity 1 in each SF (τ, (2, 1)).

We omit the rest of the calculations and give the decomposition matrix here.

dimF 1 19 45 63 45

dimK type (e, (3)) (e, (2, 1)) (e, (13)) (ω′) ◦ (e) (δ′)

1 (τ, (3)) I 1

20 (τ, (2, 1)) I 1 1

64 (τ, (13)) II 1 1

21 (τ1, (2)) ◦ (τ2) II 2 1

84 (τ1, (1
2)) ◦ (τ2) II 1 2 1

105 (τ1) ◦ (τ2) ◦ (τ3) II 3 3 1

63 (ω) ◦ (τ) I 1

45 (δ) I1 1

I0 1

Table 11: Decomposition matrix of GL3(4), p = 3

Observe that LF (e, (2, 1)) is not liftable, so GL3(4) does not have (R, p)-property for

p = 3.

Counterexample for (R, p)-property of SLn

Now consider S = SL3(4), p = 3. Since η∗κp′ = r1 = 1, thus they are both 1. We

have η = 3/κ, and κ = 1 unless the labels (τ1 ◦ τ2 ◦ τ3) and (δ) with deg (δ)p′ = 1. In

these cases κ = 3. Those δ can be characterized as ε7i
3 , i = 1, 2, where ε3 is a generator

of F×64. Finally, κp = 1 unless the labels (e ◦ (13)). In this case κp = 3.

In the following table, i = 1, 2, 3.
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dimLK # label type dimLF # label

1 1 (τ, (3)) I 1 1 (e, (3))

20 1 (τ, (2, 1)) I 19 1 (e, (2, 1))

64 1 (τ, (13)) II 15 1 each (e, (13)); i

21 2 (τ1, (2)) ◦ (τ2) II

84 2 (τ1, (1
2)) ◦ (τ2) II

35 1 each (τ1) ◦ (τ2) ◦ (τ3); i II

63 6 (ω) ◦ (τ) I 63 2 (ω′) ◦ (τ ′)

45 6 (δ), (δ)p 6= e I1 45 2 (δ′)

15 2 each (δ); i, (δ)p = e I0

Since each G-tile is one of the good case in Proposition 3.15, we have the decompo-

sition matrix of SL3(4) for p = 3.

dimF 1 19 15 15 15 63 45

# 1 1 1 1 1 2 2

dimK # type (e
,(

3)
)

(e
,(

2,
1)

)

(e
,(

13
))

;3

(e
,(

13
))

;2

(e
,(

13
))

;1

( ω
′ )
◦

(e
)

(δ
′ )

1 1 (τ, (3)) I 1

20 1 (τ, (2, 1)) I 1 1

64 1 (τ, (13)) II 1 1 1 1

21 2 (τ1, (2)) ◦ (τ2) II 2 1

84 2 (τ1, (1
2)) ◦ (τ2) II 1 2 1 1 1

35 1 (τ1) ◦ (τ2) ◦ (τ3); 3 II 1 1 1

35 1 (τ1) ◦ (τ2) ◦ (τ3); 2 II 1 1 1

35 1 (τ1) ◦ (τ2) ◦ (τ3); 1 II 1 1 1

63 6 (ω) ◦ (τ) I 1

45 6 (δ), (δ)p 6= e I1 1

15 2 (δ); 3, (δ)p = e I0 1

15 2 (δ); 2, (δ)p = e I0 1

15 2 (δ); 1, (δ)p = e I0 1

Table 12: Decomposition matrix of SL3(4), p = 3

Observe that YF (e, (2, 1)) is not liftable, hence SL3(4) does not have (R, p)-property

for p = 3.
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Counterexample for (R, p)-property of Sn and An

Here we take G = S6, S = A6, p = 3. The decomposition matrix of A6 comes from

that of S6, with the method of G-tile and S-tile in Proposition 3.15.
(6

)

(3
2
)

(5
,1

)

(3
,2
,1

)

(4
,2

)

(2
2
,1

2
)

(4
,1

2
)

(6) 1
(16) 1

(5, 1) 1 1
(2, 14) 1 1
(4, 2) 1

(22, 12) 1
(32) 1 1
(23) 1 1

(4, 12) 1 1
(3, 13) 1 1

(3, 2, 1) 1 1 1 1 1

(6
),

(3
2
)

(5
,1

),
(3
,2
,1

)

(4
,2

),
(2

2
,1

2
)

(4
,1

2
)+

(4
,1

2
)−

(6), (16) 1
(5, 1), (2, 14) 1 1

(4, 2), (22, 12) 1
(32), (23) 1 1

(4, 12), (3, 13) 1 1 1
(3, 2, 1)+ 1 1 1
(3, 2, 1)− 1 1 1

G = S6 for p = 3 G = A6 for p = 3

Table 13: Decomposition matrix of A6, p = 3

Then the column (5, 1) of S6 and the column (5, 1), (3, 2, 1) of A6 show that both

S6 and A6 do not have (R, p)-property for p = 3, respectively.
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