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Abstract

Recently, the application and research development of Voice Conversion (VC) has in-
creased. From one-to-one, many-to-many, any-to-any, all the way to one-shot VC, the
research has gradually matured. Many deep-learning-based VC systems use the feature
disentangling technique to separate the speaker information and the linguistic content in-
formation from a speech signal. These models convert the voice by changing the speaker
information while maintaining the content information. In the process of feature disentan-
gling, speaker embeddings and content embeddings are extracted from an audio. Applying
information bottleneck on content embeddings is a general way to disentangle speaker in-
formation from content embeddings. However, the content information might be lossy if
the bottleneck is too strong, which results in low-quality conversion; otherwise, the speaker
information may leak into content embeddings due to a weak bottleneck. In short, there is
a trade-off between disentangling ability and reconstruction ability.

In this thesis, we firstly propose to use a single encoder with Adaptive Instance Nor-
malization (AdalN) to achieve VC, which reduces the memory usage, meanwhile improves
the voice quality and the speaker similarity of generated speech. In the second part of the
thesis, we explore the effects of different activation functions on speech representation.
We use the single-encoder model mentioned above as the baseline model and add differ-
ent activation functions to the content embedding to see how the activation functions affect
the results.

The experiment results show that using a single encoder with a proper sigmoid func-
tion applied on the speech representation improves the disentangling ability and recon-

struction ability at the same time. The proposed method also obtains the best performance
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of the subjective evaluation, including the naturalness test and the speaker similarity test.
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1.1 WFFcEek

AR 0 RIS (Deep Learning) [1] HAlia & HA SEI AR 7 B BRA N - 4
ARFEHAM O BB M ERE T - Fl40 > EAE#HE (Computer Vision, CV) HJ
ERE AR ETIHT R 2% - FHRAMEZS - BEIENYEIE RS X
KEFAZHIMES ; 565 FIE R TR EE 22 B R EA > fERE S P (Automatic
Speech Recognition, ASR) [2] FIZRBUEEEL T B HISEHHETY » BRILZAh » BAREE
& (Text-to-Speech, TTS) ~ MafiEzA (Voice Triggering) 555 > #/&IZIE £ FA%
b EFERESEM (Natural Language Processing, NLP) A1 B %%t (Question
Answereing) ~ T %% (Recommendation System) thEASE (EAERF 2B A
BURE B o [HIF—1RIE » TRESETE ImageNet[3] » —{EZ GHR BRI EHE
(Benchmark) A > Pl ERER CAGEEAIE 5 550 1£ SQuAD[4] > —fERIEERS
RUEEr  th CARRBUS L NUB LT o AE A WILRIRAI AR » 2065 T B AR e
AR BRI - DURAERR S ) 2 18 © K¥E (Big Data) FRFARAYARER o
BR T#F 2 #IBI50 (Discriminative) £ » #78 EASRES@E B JE » Barth
A NIRAGEEZBEER (Generative) HAINHFFLH o TSRS EIA K
A RIS AR - BAT DA AT DU IR R & E RV E G - EeeERTER R Y
Wil o Miah & (Speech) SHIBHUARRCHEAY >t B A7 & B MU F AR BT REBN F > BT
ZRAFHIHED & BRI 3E 248 o BG83 2RI ARE I FE A AN
B IEE S BRI AT 0 AER IS R RN

AR AR ~ BRI EREE S (High Resource Languages) * Fll#l 55 ~ H S
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FWA (Linguistic Content) {REE > W Hi AR JRFE Z A FEE B RG> BINHE
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BARIREEEE S > A MBS SRS — e E A o AN@ > ERERE
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thaE Bt AR R EHIREERISES - DUREES DB S AR ERI N A ARG ES
A7 L e 2 AR B RIS AS A I IR AU AR

DUERITT IR - RZ 55 REFNA AR > 59 7l 50R / A A (7 HO A
8 o NG SR & A B AN A 6 ) BE — AR S 0 R IRy 2 2155 B RN N R R AR
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bR HREE S EIR AR AR E

1.2 WF5Esiml

ARim X EEFR M4 > FRIRIEETER > DIE#RIESS (Autoencoder) #2F 2
ZERE  ARZEAGE S REREIDINGEE BB MR —RIER AR ZE S E iR o if
R EECE:

« FIF B BELERE (Adaptive Instance Normalization, AdaIN) > B I EH—4R1E
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1.3 fHEWE

—RMEREA (One-shot) #H & EHARIRURR » fEBEIAIHERR (Inference) FEEZ » ARJE
BEMEEEE T UREESE iR BEAEI SR EES - A LURH B
LR AR > R > M A Rl E R A — A R =FDRIERE » wia] DUz
FREE B R o TSR 0 ARSI BRI — MR AR B RE & EREZ A B B o

AT AR AdaIN-VC [5] * i a8 & AR 2 — R EFS A (Style Transfer) (£75
B3R T TR A USRI ST (6] » REE B A —Bal & IV EAS > thal2
EEGEEH2)REE (Global Information) » 3fi HAE NAARIS 28 HINA T & HIlEHH
{& (Instance Normalization) Jg @ FlE#&EH —EFEE T RFRHE - RERAH
B ARG IREEARISES - (ERE—E A TEME - BUSEBEE SN2 R
B REERFEERE ; RBEMISHENRISERE - A 8@ EEFIERL (Adaptive
Instance Normalization, AdaIN) KfaH# R ERIAEN A RE > E2EH L o

AutoVC [7, 8] ZAIRIRFFEEEF T TEICHIISRTERE# 53 SRS D M1&E (D-vector)
[9] K E RaEHRE > HRHEFASE (Information Bottleneck) AETE » sEfRfE > &
HIRBR R BRERRANA &R BT ABEE A - RISeS FE B D MR MR ER
Bk G ER o HiOMEE %y » MRS E R S RERE  FEZSANEEE
AR NBE N aE#E & Al LUAME D R4 At > AREEIRAM AT DUTEHARR 8 R &
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MG TR — R E S SN RIS A TEEREH . gHEMEE
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HIRIER

VQVC [10, 11] ZEMESR AN A E T EERERGRE > B T EHIERE > 5IME
HEANBTRB LEMMERI (Vector Quantization, VQ) [12] J& » 5& il N AR
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JEr sS4 (Neural Network, NN) [15] 2 — 7AWV MERT BB > BISE S E
BRI AT DU AE VIR S T 2 BRI RIS - A B BRI E R E - B S
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2.1.2 BREEUEAESA

HAEEHASAEES (Convolutional Neural Network, CNN) # ] 7#% (Kernel) A%
(Window) HIMEZ » K —EBGRSEAEME TR ESE - F— A& S A
CRZMANRERE - WA F Y & S 2 B — iR Rt R A 22 S
RV (Spatially Invariance) © 3722 [5AH S /RS 44 8 2 0l 02 JE T (E B S A5 B 19
EHzH > PGP - —RERE R AT —H=3E (A & BE=
EEE) FURFLL R A EREFT » Wi — @Y S E R A BN &5
BURMEYN - R e UM (2d-CNN) TFHEREAR RChE H
SR A RBIER L o

[
il | J] Cout
TIT
LTEN Cout X (CinaL)
A ‘\ Cin
L

2.3: BRATIHHAEATES o B ASmAL CNEAE /2 BT > By Hh S AL AE 000 35 R 2 oy A i
ALAEBR O LB E AR AIAE R

23R T — i — MR TR AR AR o T A S MEEE (¢ = 2) BIME
FRA > Bt 2 =B (o = 3) > BWHR/NG L =4 EREZARE =N
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2 x 4 By " HEmEAHRY o

AHEERASR > Rl ST —EIEE RFTE
B o BRGIARER - AIE 2.4FTR » A SO I —E SR (Acoustic Feature) /7
Mg JERE  (Mel-spectrogram) * AJFH—{EZ 2% (IORARERE € > Al
F 80) LA R A M ra B AR RO 0 1 — B & s R AL R R il B o P As 2
% ARG REIBE SRS E & « =3 (Phoneme) ~ & (Pitch) FHKF
B RULFRIM & (0 — SR (1d-CNN) SRS AR R E -

A5 ]

2.4: MGRIRF SRS » X W7 Ip Ml - Y B M 2 B A SE R > Hoh Y e B

—EBEHE - B EEE R R o

2.1.3 BV ph a8 4Es

P hF FUEMKAEE (Recurrent Neural Network, RNN) 52— EE (48 A IS A 242 -

R AR A REAIEIE (Long Short-Term Memory , LSTM) [16] F1P94%
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[ 2.5: AEERAIAMACHES - S A o DR EFY - BRI B A
BHER WS —IER L RUEEHEITTHIRRROIRRE h o

EER BT (Gated Recurrent Unit, GRU) [17] o ‘EMAAZOEEZ Al IEEIT - —{@
A DU 17 & AT ARG B o 48T > I HLRE RS 50T IRAE » [RILHE A SO B 1E o
& 2.5 o R A AR AR B IR EA TR WA E — JGE IR B AR o T
R A GRS — A - CEE 2R —E—EEBCE R » §—REE
HEM—XNER - BEE—NEE > GRBEEATRA v, UK EBRERTIREE b, 215
2N y, 0 FIRAE AR EATIREEE by o SEEE FEEMNEM > W — LR
B E IS o M IR LUR TR BB R R - (15 R R e
ARABIE B AR R T A IR T e A AR SR - Bl AR T~ R o
gkt AR FIMES - (R AR 57 =R Ao AS AR R 0 5 5 o IR P 1 3 o A Y
EH5H o

A U A AR A PT DU B A Y > thAE /2 &1 (Bidirectional) [18] #E{HX o

B8 ) 4R R U AR A AR S 1) 0 AR TRAM S RAVER AR E 2 T A=A AL
JE S (R A BR BE AL S — 58 T AR SR > W Bt — AR A& T IHAY
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AEOR  FIARRY  tEENEES T IHZES —IHENER > i H — RS T IHAYAS
R a8 8 MRS B A8 o R A IS W E T IHAYAS IR B IHA R R 12
(Concatenate) T£—itl o BN 7 R > B AR AH R AEATE Z oK A2 A IHA
FERYERSE - 75 RITE MO 2 2 SR ARE 77 1A O 26 SRt & 7 SRR AN RRF ] o L 2
PAF AR RAERS A LUZ I EE IR RS A - AR EE TR A e o P B e 208 i U A A
ARSI > RRECRA 28 AN RVE R R o

2.1.4 TAREREL
BTE R %L (Activation Function) ¥ATRIE M HE KGR » B EREEN—EIT
£ o BURRBEEE E—EIEFER AT R 8 0 HIER M E » B S E A4
P& AT DU e o 2 AR Y JEAR MR PR B o B R — TS K BUZ S BIKEL (Sigmoid
Function) * EF%A

1
1+e2

Sigmoid(x) :=

HREETZAE 2.6 - BRI A B ASARAAYG ~ B mIAERRS - EERIEAI > A

1

0.8

0.6

0.4

& 2.6: S UK &
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DB =7t XJ# (Binary Cross Entropy) 1HZKPKEL (Loss Function) * AR 7T

RS o BRI A BEB R > RlEERCeE R AEREL (Softmax)

Zi

e
Softmax(z;) = =

Zj e~
EAZZ XA (Cross Entropy) EKKEUE(CEA (& 2.7) o HAE TS K EUE
6

: 1.00 0.86
4 0.75
3 }MEAE
—) 0.50
2
1
0.25 012
0.1 0.02 0.01

0 0.00

2.7: B RARAE R

HUIE 2.8 43147 BT (Rectified Linear Unit, ReLU) [19]°
ReLU(z) = max(0, z),

DIk EFZ I o A 7 2RI HRIERTE BRI - (E 155 A B A BE
ST (LT AAT R BRHOTERE ©
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2.8: ARMEEEIA T

2.2 &gy

FEDRIE SRR R B 7 2 A — (AR A IR A > RES 7 Hm A &R R 22 IR
AR E R AFRRRE > Al MIHESEALFISR - 28 » FRREEEN A
RZ8m AGRIRRI AR - ZRBIARE - — BB & Al RS ECR 1 > A RE & &8
HE > AREMESE o #% MO R M a AR @A R AGR 2 L R Rk
R BEH A > 22 E A RAERCR

g
i

221 HERESS

TEURE 2 EHEET > BHRIEES (Autoencoder) 2 —1fEEA B B4R AE /1 AU
Al o &t (Encoding) A& ZiRF sl B 2 55 — P AAHTATE - 1500 & B HY ARG
(Decoding) AJ LA UL AR S 4R S » TIMFRZELRIG - A 2R 6
BB GFREGHEATANREFEE & ANERA T RS - &8
BRI S5 o MARIS X 70 7848 (Lossless) MIKE (Lossy) WML > fERESHE
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FEIRHT B RIS as AR E RS o

@A R

2.9: HimiSEds

2.9%—E I B ARSI 2N - fE — (AR 5a (Encoder) F1— {15
#8 (Decoder) ° % ~ #i5as &R — & ¥ A GBS 2] —(E R =R A+ o A7
S es HIl 2 B B R M R B R B 2 R AR A i A RR R o DUBUR 7 AR AYES » 2K
e — SRS h

oz H AR
o h: BERERE
oy BHIFREE

« E: Wb E &

 D: fRA5RREL
T F RIS AR A
h= E(x), (2.2)
fhS B A2 Rl 2
y = D(h). (2.3)
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ABEE A B AmiSas - WA TR ERFBHER > EH > ERAGHMERC

HURERE o HARKREL L rTLUE R~
L= d(x,y), (2.4)

Hr ¢ 8% 2 L1 EEe2 L2 Rk - S A REENIHERE  2—HEEE
ANEEH (Self-supervised Learning) HI#EFE o FMHARFE 1 B B E A2 HEHETL
Al R O HY S S A 0 R CH 2R Y BB AR R B 0 BB £ BE 4T A A 2R B UE N I S

(Downstream Task) HJ#a AR o

222 #GVHSHE

BV B EA R B ARG - BPHRAEN - EHE > EREBHE
B2 A B (Channel) [ > FHBEBEIE —( LA A 3195 10 4 28 0B 3/ NI B
o BRI B AR AR (R ARER > B/ N AL A A 3T 2 [ L e
(Basis) MI4EE0) o BEBS > SRS (Information Bottleneck) o % 2
HERE RN FRETRERA o R TIREEEE SN MR (Vector

Quantization, VQ) [12] B {5 F S PR B & A — & TR SH o

2.2.3  HEmiE o bR e

— MRS 0 GBS IR g R — Bl E AR m N A 557 &l (Speaker
Information) AN &R (Content Information) * HiEH &N A& A NE
A EAEBE o 2 o BB EMIE s Ml e PRIREREEERNANETEN o B
FelM4a 7€ — B AGIE « > BRIl S MR BGEREE s 71 ¢ Row > Hi/E s #1 ¢ B
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H(z)= H(s;c) (2.5)
= H(s|c) + H(c) (2.6)
= H(s)+ H(c), (2.7)

Hrp 7 3Rom0 o iR A —(ETHAISRT BIREH 70 88s » EHIARIS R EL £, A2
i o« SESFEMA L s FYEER

hs = Eq(x), (2.8)

H(hy) = H(s), 2.9)

ARKEE > (7] F5H > FAFT AT LA A 72 85 70 B aS A0 B Am i e O & ATUISHE » 2RENI%R 5
—fEfRIS e B, A4 ¢ BUEE o MERAYBERHEEGR ¢

he = E.(z), (2.10)

y = D(he, hy). (2.11)

FEFRARRY B i as R N (RERVASTNE AR REMEE) - &4

H(x) = H(y), (2.12)

1) 1 =X (2.12) BT LU

H(y) = H(he; hs) (2.13)
— H(hg; s) (2.14)
= H(h.|s) + H(s), (2.15)
= H(he) — I(he;s) + H(s), (2.16)
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Hrh 1 R EER (Mutual Information, M) © 553 (2.7) f138 2.16) » 15

H(c) = H(h.) — I(h;s), (2.17)
RS -

I(he; ) = H(he) — H(c), (2.18)
HR H(c) 22 ME » RIE R R h, BEEE > W2 K H(h) > B
I(he; ) WLEBIEAKR T 1(he; s) BREAR > ARERBAMAT N AR A RE & Eafl
Do BN R B A BB - X RIFF R A AR ERRISEORE > EREA4R
M2 B, shkiE i se MR ISES - RIE o Rkt ¢ B o S REafE - w2

M FH B 45 23 R & RO SH 22 21 B BCR U A

2.3 BT

O

2.3.1 EERE

—ERE AN o AR B AR (Time Domain) 265 > HERMEBSHMZE
SO R BRI 5 o (EL4 SR BRI R 5 5% 278 8 R R E (R T A 4R - 15 3Ry
SERS LA RIF I P ARENE o FOAR b Bk 8\ JSEETAEE SRS - TE ) W
ia FIREAERR AT JEE [20] o WNIRI2.1.2RRA » {68 FF MG A AP0 Al R AL B P i K B2 A5,
A DU LG AR o A A I A RO R 775 7 ZE R R o

BR T FH RS RN B 55 = s RIS (0 A ARG B A b T LUK

&3 (Phoneme) * RUL¥AEHER » EEAE AL EZ TSRS A o Tl
HEHG T R AR B I — OB A BR 5% 248 (Discrete Cosine Transform, DCT) 1$£IH5 8
F5ERE %8 (Mel-Frequency Cepstral Coefficients, MECC) * #HEAERI GBI K » 5l

REF I E TAk o
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(tEAIEE)

—» | EHi5E -—+~rw*“FAWﬂpw

iS5 F = 4=P 7

& 2.10: 52

R 78 LR S R AR S R IR IR = B A 2 RAFHOMEE - W R B R TR
JEERE R o FRTM > IRARAS AT IR B/ DB IERUAA N, (Phase) » BfEZRBSHARE & A HITERY
EBEEREARGARCR - (HATURE S RLAIRHSRY - WHEAHABHIRAL 5 40
SREERIMRN EF VSRR IREES A B8 = s SR & 75 A B R AU -

2.3.2 EHER

a0 AT NG B B R A T B R A At A A AR T
B S A T T SR B B R M R A R R A B SR A o PR —
B 5 aR 5% 2 R IR S S R0 S I A 6 D B 0 DRI R IR A Al R e [ 2 o R
& AR L EHEAS (Vocoder) ° A1 2.10 AR > B 2 ERIERSHRE TH
IS ARG > A R & BOE R BN o AR ER AR RIS 83 A B [N IR E
% (Griffin-Lim Algorithm) [21]° fEFZARE D - HIEE#E SR HEL 4
TE Y IRF SR RGBT o BRAE A o 2 (o0 FH 1R 55 52 3 5 il Y e A8 4 s T IS 2 4 3R
[22,23,24,25,26,27] ° MEGHAE S MEEEBBERERELR  HEFECL

AERMEE o AR L HATHV A AR A48 CAS 58 AU T BT AY B IR T

ARG S P P O RS 25 75 MelGAN(26] » i F T A sl (Generative
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R 2.1 ANFEH AR E S E PR R BbE (REREE [26])

A R RSB 95% [FHEER
B R KEEE 1.72 +0.07
MelGAN 3.49 40.09
JRaE 4.19 +0.08

Adversarial Networks, GAN) ZER%JEH [0 (Non-autoregressive) =K » FHER
HEBmKERNES > BAERREIIER o R 215N NFARGHEERVEENE

g R 80 (Mean Opinion Scores, MOS) Gt » HEF A

o 549 IEEYF

« 457 L UF
« 357 HiE
20 =

)
-
S
i3
Rtk

o SMARTR S NE SR A SR SR A A A s DUR TR AR PR T PR Y

B IETRAF AR R 2 B R A SR AR e M AR SO R R A

P2 975 A8 TR o A A s e 20 Bt X e A AR I DUB B A A 3 AR U R B
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F1 > AR H R R R A A A RS B A AR M B A TBTE R

o Himias S & URSERIRE S

I e B AR DR B RIS ES > DUR i B AT (TN Y o SO S B e
B AR AR -

i S PIT{E P 28 s L B A AR > DUR R B R IS s

Rim X FEEB et w @ ANEREHBEZ Y o T2 68 RS E i
L A Bl R SRR o RS B RAFRIMERRTE > FEEC G MRS
REA RSt Bl 2 Rt - 7RIS AS o R R HH R IRF SR RE P IR R
BENIE -
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o =5 i as LB B IR SRR
ey A

3.1 fiisr

A FE T A AT B A AT (50 P BE — A S 2 2 2 Pl o R PR A 3l HL I — Uk
K AHVER RS Z a8 Bl o FRAT AWTFE AdaIN-VC[5] > TR Bk e — Bl
Al —AE A AT R A ERYEE S R A LUR 0 2 R E A R FR & A > 4lE 3.1 o
Hr o 2FEMFREEEM O RBEMRAIEARER > AREMEE TE NF
TERE (BRI RGHY B 2R M5 T At B R A AR B & AH

o3 =
%% gﬂ%) MR EFI8

#'ww -y —>

R (E#)
EREH

3.1 RrEE S AR IR > Xy AR E RS MR &R - GEE
Rl RSB E MR Z R &R

FEFISRE R A IR PATEERRIRRE 2 T - BRI B BB AR EHAERE R
B EAR R R RIAR IS A3 sl A] LUK RE B B AN R E A& 0 A > I H.
i I UAFEFISRE RN ZEEEEE SR o M ERAERIEE - H
57 BIE P — ) 2R RER AU EARRE ) > PEACTR Pl 2R A A R FERRIE H AR
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B

A
BHIIERIE
A

B TEE
— >
A5 [E]

3.2: BOIESUERM - B RR—H =% - FYIRER 5 IREEA -

B AR AR AYRE B R TRIMALRES 2 2158 & AR (LS o

3.2 DUEBLEREZE AR — R TER A GE SRR

3.2.1 BEHHLERCE AN SIS ES

EHIEFRE (Instance Normalization, IN) & —FEFEFHASAIRR UL - (EF 28 A
FEMCZEE (Channel-wise) [EFRUE > TREBEWIE 3.2 o SEWAFINE (ve)oxr

Hrh C BEEE O T RFRYIRE (R - ERLERCE &R « ZEER LT
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Y e BUHRHESE 0.0 H]I

1
He = — Ty,
T ; !
1
O-z = ? ;(xc,t - /vbc)27
HfS 1327 A B 1% BRI ERCAYIIEAT R (2.)oxr 7%

xc,t — MHe
Oc¢

.Tc’t =

FEEITABRAYR 5 - ERHEERE it —Ht (Batch) Fli%k > A —fLERIAVEEE A
REER AR > IR E B IERCR R R - SR AY P19 SRR = BB
A~ BEER) > AR EHEAN (Batch Size) 2 N B—HEA (2, 00) nxoxr R

# 0 B 2, §F 8 CZEE TIE o TIEEE 0, .0 DA%

1
Hn,c = T ; Lne,ts
0'72170 = %Z(xn,c,t - ,Un,C)Qa
t

IEEFRF a0 HH 5 2R 7

*Tn,c,t - ,Un,c
Un,c

xn,c,t =

R MR — A RER T NEME > BENERE NGRS MR - &
A E B LR A B AR AR BRI P IR e F R SR R (F
PEBEIRREE) SRR - (E LIRS B S s 358 A BRI & AR bR o Kt
AdaIN-VC[5] DU R A A AE A A e AR 2 5 58 > NP B 1) LE U E LA RO o
BB B R EAE A 2R Fli A AR A A P MR BRI RS - RF - TR IR
REPIEIE o 2 7T AEEEE C S AEMIAERELL b on > TIAE
PLh, R e
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3.2.2 PG L i 4

AT ARG © AdaIN-VC 55 9h 5 55 & E i st 1 — 18584 f il as > AR
HGEH R hy o LUERFZ 5B R AS G H & 43R (Lookup Table) HEE(E o 41
& 3.3 frw > AR > EREE AT B EFISREE EHUR IR 1R BB —EEE s
i E YRR R - EHEARIEE - T ABEREEE 9t BARE IR B R
PR AR S B 58 B R A o BEPR IS HHRE B RS A T TRAE S 25 B — (E ) sk & e
R RE B AT M B RURE B R R R P PR R A (B IS A
BRI 7 AR IR IZACEEAISREE R P RURE 5 ANREM AT RIEE » AREE R RETR
B ZAEE R AIHEE  (Finetune) A - TR A S| B —HOARE & Bk -
AdaIN-VC % 56 # 4 5 a5 10 2 PE1E B S5 a5 HU RS AR 2R AL - dn A 2 S Al =B 22 ¢
o mIEREE RS > HAZ M Z R 205 H B A 558 &l o &y 1S
AE A A 5 23 T 2RO R R AT A sl N A &l EfGE B & Risas
R HH 2 — B EfE  (Mean Pooling Layer) * it R RF AEE | > BY
MAER AN R P AIRE T BERFERIEER-FEE A& AL BHEFA
A A REFVIRE T 220 WHAREESZERER 1 AR 0 B 3.4 220
2 A WAERA/NR BB R E R o TMTHIE - —BE s A A &l g hE =
RFAME - Rt SRR 1IN SRRV ETURSH » ASAT AR Ky B IR [
ERVER > RN A EMNIRE N o MEEREERE b, &S — LI
ARG PR BB ZEBAR R R E A& > Al o 0 6 B G A BRI ES o

3.2.3 HHEEERIESCEFRER

TEMRTS IS B > ARG A 1 B R B he MFEE REL b, MW B B EE K ERAC A

(Adaptive Instance Normalization, AdaIN) ZR&5 G » B &% H — B EBHAR Y RFAHEE -
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R A O RE 1 TX 12N

3.3: AR o FEE REEANRRE B Al ISRV 2 B o IRULE SR GRS B & B
PR Am S0 R AR I A R B 6 R 5 R A o

FHEE MelGAN 21533 1 IRp JH 2l 5[] 22 355 51 5% o

78 B (E U E A P U (F BB EFUE AR E R - SR —HEER
U AA =35 A BIARBFI (Zner)nxoxr * FYE (tne)vxe DU AERE
7 (One)vxe ? B (Yn,ct) vxoxr EFRYy

Un,ct = On,clnct + Hnc)

TERBLIGE MR ER EF 2 BIVERE », RIEHIE - #EmZ i - R
AR FEEMREEERE o, A5 AIRERERNEL v, 85

Yn = Tn.

26 doi:10.6342/NTU202101337



FTAE

4 | 7| wemmp | 2|5 |55

3.4: AL E

FKiFEED)
. i
4

EiR:E

IREG

3
- 1113

3.5: AdaIN-VC

H# Ry o AR AP EAEREE A H 5 — B 2, > RIZRIERIEIRAY

it v, 0 FEAM z, MENZBREE - BFRERE o, BRERE o
AdaIN-VC HY 215 35 th /2 3 2 6 AR ST A A G S B T A > I L E A G 2 ]

I B A EE G EAERE - R R & R b, that23.2.2 B AR BeRY o 0

o MABINERE b BEAXGEAREMARREEERE  ZWinA EHEAYE

B -

27 doi:10.6342/NTU202101337



3.2.4  FlskELHEGHPE B

3.5%% AdaIN-VC RYFFEIE o GRS - VIR A ATk I ACIREE AL B R
sE AR o SARIREE A BV R AF A o AN H R EHRGE A B 2R ¢
QI E A (A R A M AR R B A B B B S KRR BUE RS

L= [z =yl

B0 bR S a5 B AR S AS 4 Bl BT B R S A RV RR S > BEPATRIMNG IR A PATRERL
(E AP 17 2 M8 204 A] LU N R dm i 2 B 3R B RS ax i E 2 g 0 DI UG A N
RE NGB ERMAERE > U B AR5 Es ] LUK & 73 (B ER BUE A H R AR A IR
ik o

AEERRR - ANFFE FH ERRAVE B R as LRt R sa e & RED &
ks i H B E A R A Y R A 5 A RE T e AR SR A e e tH A B X
AWREERE > BARERITZAERET) o Bt > fEHEmmbE BN - S-S Rmisasn]
D EEmEEsEE @A o mH > FElsRAER - EiEmiE R AR )
AR R AR 0 LAEMHEN H B IR R AR > FETTEE A — R AR A A8 5 A o

3.3 =A%

3.2 Hf A T AT ARIATFE AdaIN-VC > F|FHEE 4R 15 a5 B fRrlS ds 1 284 22—
RIERRAS G5 & R o P2 DA AEwSORE e A A B A0 ) 5 2R — A IS 25 > Wil AR
ZERTHEGE E RN BERERIROR - EAIIEEINSBRIEI T » BEER
MiE—FHERR S E > REEARE R B MR & -
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3.3.1  HGELAS L E S EE HE BUL

AdaIN-VC (£ FHE BEFERE - A A MRISES ol LURE =55 &l 0 B FAE
&l AR - EARISAS T o i B B E B E SMC A AR A A B A &
o 2 NAREIHR Y & T REHERFIE - B pe M oy FORFE—BRA o SEEE B IE
RUER R AT B H A2 3 28 I (E BB B AR > & R o &I ERIIE
RACHAAH By e o AR 3.2 8 BT > BAMS 2 AT LIRS « BRETER > [F
Rf > A2 E O ERAERRE - B2RTIZAME >, A1 0 PTLURRZS 2 BRI ERR ©
AdaIN-VC £ | 155 — (B AC A B ml i I 2 R R b, BRI RS589 B
8 EE B ERMEM R B RERE S £ - 28 SBREIE2RERERITE > #
JREAEH I E G ERCR RIS AR - HERITRR -

AREMSCHEH > AdaIN-VC N7 4 il o 1Y 8 B (E AL AE I S AP0 o« ATl
HARBIFERNE R g, M o, > BUBEA AR BEE MR &N > thyl2aE4 &l o
YHIERFE Al AdaIN-VC > HREEZEE 1, F0 0, WU EIERI3.2.2 EIFERIAY 4 S 6 © Rl
AT ZE B I ast R — 835 dw il as A BGE & R E D HEHE R
er L B IERUEEA - (REE T at B HAH p, F o, > IR B 2AMRERE RS B A
AR AYREE KA o WIE 3.6 Fi7R A1 AdaIN-VC —4% > SlIARIE A AR IR 6 A R0 H
an AR 5 R B o (EACTR S A N AR he > 55 IMIE B SRR A

BB RE b AT NARBEGEERE ST EISERE > UMM B EE
BRIESUERA - #EE RS BN REE A N » EEFIE M

3.3.2 55 UM

U B8RS (U-net) [13] 72— 1 B #Rf5as 2R MRV RE (2R > 4NfE] 3.7 Fos - Bidpk
R P A AR o TR AT A Ui ) S A AL ) 2R A g R 20y i ) AR
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HRGE

[ 3.6: AFwSCHE (50 B — A e 2 2150 o i o

FEAH o FAERSEAT I ARG B BARE IR BRI ARG RS
SRR R REE R BRSNS - DB RIn DE A S 2 g B R E
o SRR SR R o

T U B P AE AR SCHR M AR R > BB ERAS R R - FRIMEE
i L B R 2 e R (M AN B o SUBUR B AR RIS 20 o AT ER S - Bk R 0
PEBATETY o SR AT B AU AR (08 A (B 2 e 2 W L i ) S JEE RIS . B - s
FEBEBSER S EMN o 2810 » BRIEFATRER 5 & EHE RS HIRRG] 31 4R0E R
PRI RE D B R 2 H AR (SRR Bk iR R R R N AR FIRH A
FEAIIRE > B EH#EE LA RIS B EERE T BB R P A
SN

VQVC+[11] LLEATE VQVC [10] #25EHE » 455 U BIATREAE B AR S5 AV 2048
] 2% 2 R 2 g o AR N AR B B AR ) A AGE T VQVC B RE N
HEGEE S AR OB IR o HASBIUNE 3.8 AR AR A R B PR L
ZAT o T &R (Vector Quantization, VQ) YA » 58 P9 A R B L 3
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C gme | mmEs
| m @l m | m| m
AN AR m ||
@{ ] B E"éJ A B E +@
| ) 4
A B
iR

3.7: U Bi4gp%

A | B

VQVC 0.262

VQVC+ | 0.188

£ 3.1: VQVC B VQVC+ HIE RS o VQVC+ [ PR E 210 U BU4EEE » KIE
FRREE R o CREEREE [11])

RERLRY 2R o AR REEL BRI EHNRSE  H N EEEEEN - H
EERIEMAEHFEERER A 0 R 3.1 Bon 7Bk E R B B RS as At
EHEAEIHINGE ©

B2 VQVC+ HIZRRERRSET - A SCEB A WARREU A w45 BLAR I 25
FRIEE 2R R R BB RS 1 TS REERAS AW AE 1 EEREE
H PAE A MR SR A B AU SHE b AT DUR ) Bk 2 12 g AR (B > TN & A e am P &
B BRI
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[ 3.8: VQVC+

3.4 AR

3.4.1 BIRIER o
fLRIEHBILE

BIR R S RS ARG > AE R R 0 SR A GRSR A 0 ALK > AT RE & 28 il o
AT > s RIS RY o (28] T2 HAEAIHEZRIERE (Batch Normalization) » & —
R A R A SCIE R E 2 R AR N > AR UEIISRARRE M - ¥
RN N BEE C o PIIRE T RIER (2n,00) vxoxr FERESUERHAE

Joat B I R R A P E AT R B A A

1
Me = W Z ; Tty
D) B CITEAY
n t

(0}
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A pe M o B AERE » LR HAS R 2

xn,c,t — He
Oc

Tn,et =

AEERET > BN 1 BRI #EZOERUERYRCER AT E B R A2 A R Y
I o JAM > HERUERZEZRNN p M o, 0 BBUEA B E R R AER M
4f > RIEERNARIRE & (o FH SR IE R ERAE > BREEHE R N ARERTE K/

i i 5 A PR 3 B e

P FR AR EE)R BT (Leaky Rectified Linear Unit, Leaky ReLU) [29] ‘247 4%

T — BT -

x ifx>0
LeakyReLU(z) =

az  otherwise
Hrt o TR A EME 0.1 0 A DIBEEAUGIAR o #am b > Fit @ AR MR BT A 4R
MR BT RS - RPN G AR B U AE TS (Dead ReLU Problem) ©
SRR BT AR B S R S 0 TR A /IR 0 VR 0 S AT RS B
TEFN SR S A EARRE B B RS A HE G 2 UM B AN G0 - TS
FEHTHIE 5

Al A0

AR S T 2 AR IS AL HE B T A > S A AR IS B AH 2R M AR 3.9 TR o HmAls i At
{56 FH A o — AR e AR P 28 A A IR AR DU T B8 A MR I B TR 2T
ERE ER R R AR E R ERCEA - S o A AT SRS o AR AR
B HARRZ @ E P EN R @A AT G IR PR 2 E Pk e R 2 e
HOfRRE A o
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/ AmiSIEAE \

AN \ a0
[ = g | | B g
H m® liﬁ_lﬂg'@ Hm ®

—» D = 7~ ] E —> h

g
Q

3.9: #misiisH

frs i

RIS 23 EH 5 25 AR AR A RE MR AR T A - (B AR S R AL 2R AR 1 [ 3.10 Ao o AR RAEEREL AN
AR AR > BER A — AR E MR - IE IR E 2 ) AL e R ER
i i B AR MR R BT R 1 o ANRINARIS A - RIS HTH RE M B EEE
(o IERRACASAE > R AR RS P i S A AL B o 28 2 Y 28 78 78 P P B R R 2 A
HEE > AR IERE -

3.4.2 SEEEBURIARE

301 R T A IR R > R B AR s 2 TR A5G B RIS S
DURe U BU 48 B8 2048 722 51|58 5 40 o Hay A B ) 10 O 328 22 R 10 20 A0 0 R Ol

(Mel-spectrogram) ©
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@ RiB A 2

HA L s
m o2 o m|| ®
m | Bl gl el en

- % a2 e EE e

,
:
:
A
e
S
| €

[& 3.10: FENEIEAH

3.4.3 IskAnE
B

RN 2 B O MRS SEA O 2 AR 3.2 » SHEHS— 8
AR Tl e BSR4 R AR R - AN 32 S B
ETREHE 128 1 0 KA0% 1.48 ) o BRI A B 5 2 OmRIREAE RS » AR
53 5N ) MelGAN [26] BT 92 A i R [ B 5 I o

allisk H B

HRENBREERIIEEAT - MR B EES2EH 7 B EA B RERE (Self
Reconstruction) ° RS S * HLEFK B iRiSas i A G5 « Bl HEH 57 Y A L1 BR
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L1 BERIBRRE

N @ — N
m g m
L& Z L |2
@) L& &°

=4

3.11: AEaSCHEH 2 A

L=z —yl|r-

(e

AR 2 (LS (Optimizer) 7 Adam fRFEERE [30] 0 HEEEIBEMFR 33 -
Adam FAALIZEE) 2 o TEIE) HURGE @ SRR S T 4R
—{EXELL TEhE) AIE - 7ERRE R RERE - A SRR EM (Local Minimum)
ol # B (Saddle Point) S5 /NHAEANFARAIFEHA R AR Lok o 5350 0 % T3l ik
T BB 7B (Gradient Clipping) [31] BT o

HRHE

EFAISREFHEE R VCTK Corpus [32] * ZEFRHES T BURNIER 3.4 o TRIMPEHKIERE
HA 80 NAYEE A% 200 AIEEIEZall R RHER > RIERAY 29 NDARIRA I EIRFE
AHIEFRREREE
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JargEE (FFT Size) 1024

EHEBKEE (Hop Length) 256

EHHEREEL (Window Length) | 1024

1% (Window Type) | K% (Hann Window)

FFEZ  (Sampling Rate) 22050 #i#f%%

ﬁﬂjL ﬁ (nmel> 80
MR RASE (fun) 0 a%
MR EHE (fhax) 11025 2%

3.2 BEEHSH

3.5 B

351 BEE

BN B T AR L A AR A o B B AR A AR I R U AR = AL ORI - R A A 15 25
T BRI > B ER SCIE H < B ARG A A LR o

. BRI

2% AdaIN-VC [5] AT tH Y5 & SR 5 as 28 A8 B (R 35 8 AR il o E A F B 4R i 45
ZER% > 3 HL AR — {2 B Tl _EFRIFAT AdaIN-VC 22 /82 [ AU 2 S e
R o PR T REE RIS 2 R AIMINA Z S » AR & ZR R B 4w IS 25 T (58 A
RZERERHE] o

 HimiSds
RIAE G AR < 2840 > (50 B B —Am il oy B s o3 2 2 R i fR o
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BRELZS Adam

£ 5% (Learning Rate) 0.0005
A 0.9
B 0.999

TR BT H (Gradient Clipping Value) | 5

7% 3.3: IELas 2

NEL 109
FEAJEL | AV 400 F]
R #Eh) 3 FD

RRFR | 59 40 /NF

7% 3.4: VCTK Corpus #i5t8%

352 BB LEES

B g

41 3.12 R o B B A R AREE » AT DUESER R s (o8 P B4 S S8k B8 4 G
B BB S R EEE S M B RNAGEH - B E S IR o
BRIl

RHCR BRI S 422 ARaR SO CBERAR T AL (tdistributed stochastic
neighbor embedding, -SNE) [33] ¥ BR i R 4 == — 4 2= i LU B AL o &5 5R 40
3.3 #1[# 3.14 » DRI T 88 REFN N A RBEERI M o 4008 3.1307
N PRSNGSRS o AR AR A Y35 B REUMER BT > AR SRS -
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KRS LiRIBEE EiRiRa3

SFHEL

YES

3.02: IFAEAE LS > EHRA S - MERBELYL - RAEBRFGEM >
RIS R RAE R - B S BRI A R AR o

B AR > #53E B EE N ESEREY - RMGEEE RBR AR
Eill o AE 31407 > Pl AT DIRHEAE 2 > (o P BRI 23 AT A5 L B O 3R 1
HH FARGEE R RENAARRE - RBERE > MERGHFEIRASHERE ; &
FONBRIS A BRI LR N AR A IFE ZaEE &l -

3.5.3 HBlEHE

BE AT S E 2 BRI E o WREER TN R 3.6 ©

P T IARR/NDUR B — SRR R A R R o
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wEHE o Q*%
fﬁ 1 %s®
3.13: FEEREUM o ANFRIBAEREMRAFEE o
S REBE
wiEs
RS

3.14: WAREIM o AFEBACRRMEARREE

40 doi:10.6342/NTU202101337



w0 o UL R

7y 7 BRI ARAERE /7 0 Tl A AL H B R A R R T 8 5 B
HoMes 0 BERGIEIRBERE IR E &Rl o 0 Bas2RIANER 3.5 Fn o
B ENRRE A RS E 8T - R ARE BRSO b
IRPERYT o AR EBRE < Al SR HHR13.4.3 BRI H Z s &R TR > HlRE
iz 80 Zullah& aE A IRA B FHRIRYAREEEA) o

e S8
RHEE (Cin, Cn)

RIS + ST | (o, o, 3)
— ARG + SRS | (o, o, 3)

—HEEMEE + SERERETT | (ch, o, 3)

%@Tﬁ@ (Cha cout)
R3S AEEDERENE  HLEETABERKMRE - E2RE g - —#EHE

YUK 2t NBEEE - WHEEE - RN -

BIRIHHRE )

B AL R A R AT L1 A2 AR B R B RE ) - EEEARAEIK
AR R R N B R A IR SR A AU RE s > AR B R B E A &
FHE -
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" Ll Q LA IEREE
HiRiES a%%:%iﬂ %/ Gz=)
R > RE K
y \
- . T\ M AR
- - O (Fiz2
*TDI:I Enj‘é%dﬂ

& 3.15: iE &I E

o

CHES T

%
¥

FAM o 55 = P¥a%  (Automatic Speach Recognition, ASR) FE 7 A& B i #2155 Bl (1Y
BYE o FFETEERAZ (Character Error Rate, CER) 2K fii& X FNAE e B H IR

o

o I e 1 52 T

P (i FH 3B & BB 1% 2% (Speaker Verification Accept Rate, SVAR) ZREG#B AL &
AR & L H R R 6 MRS o 4 —EBENEN  SBERE R ER
FH A B oA A 2 /D) F S WGEE BREE 2 A E R B AR L o Uh & 7 =0
FRALEANE 3.15  HH T 5 =77 ISR AR5 & AR A28 AR EGE & R (Speaker
Embedding) * 5 A E & (10554 REF B H 1EH REWAHELUE > #ILE
LR e FE—(E BRME k o RIHIE L35 = B & B s A 2 o IR b JRAME A
FIRIME k = 0.6597 » ULIFERIEEAVEEE BRsE 8552 (Equal Error Rate, EER) %

5.65% !
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2R3
e

=
put

H

ftf F§ MBNet [34] 2& TH Il #2585 ki 58 = 09 F- 9 = A 97 8L (Mean Opinion Score,

MOS)

aPAhi&S

ol

B AHE AR INGR 3.6 o ] IR EITM R EARIGES RmiE A A€
R D AR E PR - A AR H A B AR ZE 2N AdaIN-VC ZAZHIRHE © 5

Sh o (Bt as - EEER X RS ARG D o At R ARt AR Ay

FRAUSRHR -

AdaIN-VC | BARIEES | BRI
AR/ N (M) 4.9 1.8 1.2
HERE (ivs) 0.36 23.72 34.71
mESEEER (%) 76.7 81.4 87.9
RS 0.156 0.142 0.133
S PR TR R R (%) 39.4 33.0 36.5
mE R EZE (%) 86.4 87.1 89.9
TR E R 8 335 3.26 3.29

3 3.6: HE GG

Eil

" o B R 2 & #

Voice-conversion-evaluation

WOl R
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3.5.4 BT
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RIETRAIEI 43R 3.7 ©

iy o AHHBUEE

BMeE G R =BEEE
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« B ! BiRSAS SZAEE
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3.12

2.88

3.00
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1.00

0.00
MelGAN BRIEaS EIRISRS

. 3 17: m:l El }ﬁtﬁlgiﬁﬁﬁy

< 177 JREE

PR 7 EAm G as BR GRS A AL 2 Sh - RN A MelGAN ZE B R IR 45 & Al —#ELL
5 MERZ BRI B EIR o HiElss RanlE 3.17 s > SRR HYRE S AR E T
Y iE RIS a3 E S AL G E 0 (HEERE2 B 0 B EIRIACT A —BED = -

REFMEAFEN AdaIN-VC HUBER - WS U ZUAERS > A E BIEREA B HY%F
P ZEEEE ST A E AR R R o BRI REE > B AR5 Es
BR 7RISR EAERE R EIR > hORRI RS a3 A AdaIN-VC — AR Y 3R 2 i 4
AE VB ENEEAE )  EEEAHE L o BRI LR B AR IS A A L B A
YRR B AR LU AR5 & B 8L o
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o P95 DABE AR A alURSH B 7 2
MR E

4.1 i

BMERREE B — AR A S & S E B KRR AR AEAE /) (Disentangling
Ability) R EEEN o HATEEHIEEATER - DIE RS 25 E R K2 8
WFFLER 6 FH & 5% (Information Bottleneck) ARZEZIREMRAE  ZA1M  AutoVC
[71 F1 VQVC+ [11] HI/EE # AR - WAL B BE R 24 B IR ARE & S 2
A EAIRYRRAERE AT B BE /1 (Reconstruction Ability) & 1T i —fE X
(Trade-off) ° E fRYEAE B > RIRLEY B EEERE DAl E - K2 > HEEAE )
b YRR RS o 1R 3.6 RIMEE AT > BRI EIRIB HRE & A
4T 90% FIEE BRRE 2 I (BRI NARE > RIMEZAEINSR L EME 70% FiE
HFEE RS o B WS N A R RERER - T2 AR 7RI E o
AR PSR = AR 2 R R 2 B B B O R T8 BRI U A RO
S5 WA R EE PRI - MBS R 0 i SO R A R AR AR A
HEREAE I -

4.2 B EEHSHEE R R R

4.2.1 AutoVC : /b FEcE N

GNF A G SCTE2.2.2 IR BT 15 > AutoVC A —E D UE R Im B iR (Gener-

alized End-to-end Loss, GE2E) THE4RIFHIE & dRilss » 804 D & (D-vector)
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HRATR A

S|REREA

4.1: =JrsHE%E

[9] > U isl/D B il ds R el E - ERMEREHERREE 09— T RRASEE S -

BVt kiFS

[& Fm 28 L AT B A = JTAHIE L (Triplet Loss) [35] #IE 4.1 AR > SIARES
G =EREA © $iEHEA (Anchor Example) ~ IE[AIEEA (Positive Example) il
AlAERA (Negative Example) * HATEAREA o7 EIHIRGERA o AR BHEEER] > &
[FIBRAS o BASHBGAR A o AR BONEERI > 34K B R A 38 (A AS L B AR A
TERBZE A EERE - [RIRFh & R AN BB R B AR R 2= ) Fh A BE AR

L :=d(e* eP) — d(e*, e"),

HAP d R EEEERE 0 e, ep, en TP RREE H PSR EEA ~ IEFIRRA ~ A
kAR ©
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4.2: BRI o SIRGERA G 5 R IR A R A A IR R HOL E A E A AR

AL B AREEAS FRU D R 2 BESRRE DAL - RIHEBIE D BB L
JEa T 2R

J& FeIm 2 iR SR R B G E 4.2 0 AR =JoAHEK 0 &R 2 iE K E I AR
HERSEES g2/ VEE_EEHIEFERNERER  SREEHIH —HtK
A o FERHEARK R BUR - BHE R E S RARA - HR Bt - PEfRIE B C
DN A IE AR A B R DB (ERLAL 5 5950 > TEHAMAt B rsA s B —
AL BN IE MR RO R R 2T R AL B AR A E RS JE R R fER Y
HE o B - £-HETT > A 1 ESH] SERRIDAERE JERA
i E #%

o 2V D5 PRYES jIERR o
o 1 gl AEREE R AR ERIAURS o

o d: TEEERREY - H A L1 8¢ L2 fEEE » B2 ERRIZAE U -
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BN ERS em F0 em A > PRV ERZAR CUR E 2ol B

m n

e €
[le™ |1 llen(]”

S(e™,e") =

5 {58 FH R MU A e Ll bR SR A o

EfEE T o HERFHERRELL 7

L= Z Z [d(eij, Iy —d(e", c"i)],

i

w

. o
n; == argmind(c’, ¢* ).
i i

AutoVC E FIZEBETEANSRAVEE E fRilsds (D [FI&) - fEFIRAE & EHRIEF R - HEE

FEiRIGE 2 OB EER - I HIREILEE B RIS as sEA il I MR AV

D2

Eifl e

4.3 JEoR AutoVC HUREAY > HAZHGES S AR A AC A S D s B T A A M s T
AHRY o #[F12.2.3 6 ATzl - [EE FHAISRLT AT D (A8 S E mibes 0 B (FEEREE

R > 78 AR A RERVEE R/ - (23878 RN T A 3 A A SR U
W PR Al AR o (ES—1EAYZ 0 AutoVC ZRIEAR B T K
AFREFATEER > B D MEEERSENTHEIE > EREREAIEEEENER
o 5546 > [14] i > S EEH B (Speaker Verification) (£S5 THNSRAY

A Amit ey A E A E (Rl A T RIEE S i as o
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BEASEBIEEN
SELE I E M EHUETEA /)
ESE

EE RS N
(DEE) )

B8

{ERTEGIR
D R E:EE fRisas

4.3: AutoVC

4.2.2 VQVC+: mERIt
MR

[l & &1L (Vector Quantization, VQ) AR 2 —FEMERMUAR IS HUELAG - 75 ZFM—BH
AR EBE AR K/ (Codebook Size) : TERARI R M T » l—EEH N 8%
EIEHRAIEES (Code) @ EfH N BUZHEA K/ o [@ 4.4 RoRm & &CEE WA —E
KEE o B LA RN &2 A R BRI AARISES - e B BRI A
BRAVAE A AL - R R A 2R L o T2 {18 7] 2 2L R AE A Am 5 3G 2 AT ARG
BRI 8 o BEIMHEMARN N RESBK - A& LA A SRR SE ki
/N 2 BIIEFTRSERUK © 413 4.1 » VQVC+ I EBR &S RER » 1R AAREM
i e 2 A LS B HIERUL - S BRENIEARNAK » SRR E
EBHE R (Reconstruction Error) /)N » {HR 2 & RS R H58 » 5EE &M
A5 B BBFTR A IRH R BB AR M L - SRR PSR NAREE
HAARIREERER » SREATEINERZEHRS (Information Leak) » 5L
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MARE mARE

2(0 (7 |10(1 2| —» —» (2 |1]|7]9|0]|2

& 4.4: FREAL - AREEPZHEARNG 4

R - BIR b AR E(CHEARESRE HLUE LIS AERIRCR - PhRd
et CE A ERERE ) o (HEIRRIGE S AR RER — B = -

4.3 RHJTA

4.3.1 PGPS |E

AR D RIEFGEE B EE B E AR R # 0 DU SRR e
HYEERARSH o T AutoVC[7] A1 VQVC+[ 1] fE B thfii Fl 28 L EwhUSH > fEIRFATRE
FHEE & B TP IR —LEAUR o 281 > Sl SCHIEE e BEARIRYE
HERE I AN E G AR E /) 2500 BH AR o Adm SR H T A EUE B EL (Activation
Functions) {F7%% — & RMSE  BREANFEGE oK 8O 55 =5 frdg AL &5
R BARIRRE TR - EREE LI EEE RS BEAE R ER R

PP > ERIE AT R 1L > AR A BT ET E0E bR B 2 35 = N Y & AU SH AT
R o ARG SCIRRT T AN RS R B 2 EETSE - SR A AR AR RE ) B B EERE )
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BEARKIN | G 7 EHER (%) | EEERAE
32 19.5/11.8/6.8 0.210
64 23.2/16.6/7.0 0.188
128 33.3/17.0/10.3 0.180
256 35.8/18.1/12.5 0.165
IN 71.2/36.8/5.0 0.145

R 4.1: VQVC+ A[RIE RN SHS B R & i AR A RE 1 LR RS o 55 M2 VQVC+
Ay = {8l 4w S A At B Y B R RE B PR R R m RN B R B
ABE A% > /2 ERURSERSS - S5 =2 EES s BU/MURERI R
AETiBER o IN A RIRA A M EE(L - REHERERE/ERERREE - OF
RIFIH [11] ©)

HIs &

4.4 AP ZRRE LB i

4.4.1 HARAERE

AREE G H U AN [ 4.5 > BASE = FAR H 2 BRSSP R M — R [F] 2
R 0 TR Al e i R — R i L AN b 7R [R) 0TS R o TR RIS BB A 5 8L

4R MEE T (Exponential Linear Unit, ELU) ~ AR 1EFEIR KB ~ S T ek iU LA o

4.4.2 FIBRANEN
REHHFANERE BB B2 ST S == o
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[ 4.5: AFwSCHE H AR

=

4Ris1EE

4mis1EE
i A B
&
fRts1E4E
AdaIN
fRts1E4E

4.5 B

4.5.1 HEBILEEGSE
B
4.6 JE T ) BEL 4 G S AL 7 A (A 2 > DUROIN | S U BRI/ 2 SRR S T

A2 IRFAEEE HIAE IR o AERBR > Aam AR A ML S FUM B HAUEA EHRGE
RHAHIRETT o

iR AR

KRBT = FEHEE - EH BB E T B A5 (distributed Stochastic Neighbor
Embedding, -SNE) [33] I’FREIF 2 M2 BTREAL © [H 4.7 F [F 4.8 Z[F4ERL
R o MEPRMERIIREOGRE » ATLEEN E S BR B EHURSER - 55 RE
FAE s AR A I L2 ATEAZ 5 2R > 0 b S BUM B 18 > Kmi S A R 35
PN REEE T MBS -
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BFEL

YiESA

4.6: RFUREELLEE > EHRR B NERLEE - REBRIFGE - HHS
B w528 2 AR B R H 2 TR AR
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BIREES | G :hl
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BRERBES
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T T T T -60 .' 4
8 -5 -40 -20 0 2 40 & o 20 0 2 ©

4.8: NEREHRZAL

4.5.2 BAIGERBUN) 2

Bt BB = IR AL A A A RN BN RIS R TR

B AR

RlAlsRe 1% EERASE - BN —EEE e AN EREGEA

Z/VEEEEM o LEE

DA RN 3.5 Fom > IERERGEEERYT o BBRAS SR AN

B o

T 42 FMEEHEH S BRBEFEHNE » Al LEENARBIVES ERERAIE
TR o FIRMRIFEBIAVERERE ) ; BRI Ah > #E A S Y bR Y
FIR—E G E RS 2 R AERVAT R - Hrh 3 S RUR BT %5
Sigmoid,, (z) = m.
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FEE I RIERER (%) | EESE
230 ORAESE 4 80.5 0.150
ELU 79.8 0.150
ReLU 78.6 0.150
Sigmoid, o = 1 58.8 0.149
Sigmoid, o = 0.5 0.9 0.151
Sigmoid, o = 1 x 1072 1.3 0.149
Sigmoid, o = 1 x 107° 0.9 0.178

2R 4.2: AN[RITE oK A B AR IS A R R R 2

4.53 S HIEEH

4.52 BVEBRAREUT » (A AERY S R BME BRI ERURSH > REE S F A
EEBENRIATR T A EREHHIREE & NE — PRI - TfREEE S
) o = 0.5 tEEBAME S BURBHRIR A S RRBRIRERE > £ AR
REVEE R ERAE - BEEAE IR R o BERASIRUNIE 4.9 o BRI
MBI RS » MU 2 N AR B L RURERE 0 JHIERER o 7o i 8 B E AR Ay
HEZE R AR A /e T ST » e B B bR > OB RIS A AR AR
AR > ANEEFEAE - WA BEOR - A ARSER ) B ERA AT E S22
FINERE > FILARSHIEE DBIEMRR ; [k HHRZEH AR
FRAARVER S - Rl B AR )N o AR ALERYRAR > kT S AYRREE 2 & AU
> NMERAGEFEUERRES - FREE T AERETESER o #AEEh
ME— D NBE) > EEIREARE o BN B EEEARBEAIRE - i b
S TRUPKELS B HHUR « ABERMHH o = 0.5 19 S KB &RAK 4.3 « RFNE
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BEERE

4.9: HARIRAERE ) B B AE T RO MR AR o [8 P RLSS BB URIERI N AR R
T R Y -

B A S 85 Am S A A F B3R LUK i ds P AR IS BLAH H B o BRI 3E B B Am il e
BARITEARRBIRE - HE0 L S RIS - AR & HEE A A REBEEE B

R [AIRF XA G B F AR E AR

4.54 HBIETHE

AT FE LI A 5 = TR 1 BARAS a5 o 55 ShER{Fth A1 Hi AdaIN-VC »
AutoVC T VQVC+ RYEBRET 7> o & M BRI F At {F9 & 77 B 7 A A2 2R 2B Ao
AL HZRAY ERARER S - B2 FARI S =S F AR o 40
[F3.5.3 B > FFIHLELE 7 LUR 2808 % 8 0 8L

o« EH T MIERER

- EEBE
o« SHE PRI REARER
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JEE | S BB | EE P BIEMER (%) | EERAE
2 87.9 0.139
4 91.2 0.128
6 93.2 0.125
2 H 79.3 0.138
4 A 74.9 0.131
6 A 76.8 0.125

% 4.3 S URBEHARRERNEE - EAHERA I L EEGE K HRIEA
TEREIN L S RUEREL (o= 0.05) FIEAIRAY

- BEBREHRE
- FHANFEE R D8

HERAR AR 4.4 o BERMSTEE S TR BB 15 fr A 2 BlR Tl 0 8 E A9 2]
EREEFRBT - BER AT B AR AN TEIA 18 0 BT AutoVC » {H AutoVC HE Y5,
HREE R L RERY - EREBEGEEERESRT > HERcEEFE L
AR EEREE

4.5.5 T8I

A B AE SR AD (BT A AR R A A plaE = AR B o ARTAE T BRAME A Y
PRAUZRRRANR 4.5
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AdaIN-VC | AutoVC | VQVC+ | HARIEAY | HARISES
EEBEIEHERE (%) 76.7 28.4 40.1 87.9 1.2
R 0.156 0.156 | 0.190 0.133 0.133
ST R R (%) 39.4 33.0 52.4 36.5 35.9
T EZE (%) 86.4 81.2 79.9 89.9 88.7
TR B 3.35 3.42 3.25 3.29 3.33

COREERIM A A S TR B 2 SRS

R 4.4: KEGHG

oo AHBUEE

Brm 2l G = BGE S

« A HIEREERGE

BRI A o AR E

e C: S0 HHEEJ%E/\E‘A‘ZH IﬁEl':

Hrf A GEEEE 2 B IREE R IA55% © B M1 C BRBEMGHAIEF » ZalF A gHE
JeRIZE BB AE = 2 MR E T AL Al - BEE=BGE & 28 TMeR el E HE T

HIIZEIH

« AGEHE M B GEE AR

o AGEEM CsBEBAELL

. ERE
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FARISPS +S BUpREY | HARNGS
JE 8 6 6
A PG A5 4 o i e 2 128 128
TS BRI Sigmoid, o = 0.05
NAREEEE 3 3

R 4.5 HAUZRIANEN

BRI RAE 4.10 > BUREHESER S KSR DIEEE HEUE Ry HE S
HURRAR ©

o

oy i i

{56 FH P19 3 B oy B R R 5 P o FfMAA MelGAN A A HY R A &
A—EEELE: » MER2 BRI B ERR o &5 IRANE 4.11 For > BRI L S R
W51 > el S A A B IS 2R T o
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AREEGRE AN FIETE R B AR AR E - I B2 A E R B 53R
St S RUpR BaE D S BB I A5 LU Y A A AE ) BLER R RE T AR © SO AMEE B th
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o FE—HRFISEANIERE > BRI S = ERERIR IR o
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