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ABSTRACT

This dissertation includes two essays. The first one is “Does Failure Tolerance
Benefit People's Labor Market Outcomes? Evidence from Taiwan Joint College Entrance
Examination.” The second one is “Employment, Wage, and Inequality Effects from A
Minimum Wage Increase: Evidence from Monthly Personnel Administrative Data of
Taiwan.”

The abstract of the first essay is as follows. Dealing with the difficulty of measuring
non-cognitive skills, this study proposes a novel approach based on the particularity of
the joint college entrance examination in Taiwan. Examinees who apply to a school but
fail in their application need to take two tests, one is for the application and the other is
for the final distribution. The performance difference between the two tests is proposed
to be the measure of the tolerance for frustration, which is a skill related to examinees'
emotional management, motivation, and perseverance after they experience a big
frustration. This approach is not only based on an observed behavior but also meets the
need of a standardized task. By taking advantage of several administrative personnel data,
this study takes into consideration of factors behind the skills and the mechanisms after
the skills to estimate the influence from skills on the cohorts' labor market outcome at
ages 26 to 30. The results show that there is an increasing direct influence of frustration
tolerance on employment in the private or public sector by age, but no direct effect on
wages or being a minimum wage worker. While cognitive skills have a higher influence
on wages, they have similar effects on being a civil servant, but no effect on employment
in the private sector.

The abstract of the second essay is as follows. Different from previous studies using
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the wage distribution, this study uses monthly personnel administrative data of Taiwan to
provide the firm-level and individual-level evidences to pin down the minimum wage
effect on the earning inequality. Considering all the controversial settings in the minimum
wage literature, including the methodology and the studied target, this study proposes a
novel approach that uses the regression discontinuity design to estimate both employment
and wage effects on firms and specific workers of different wage groups. The results show
that workers bound by the minimum wage have their employment and wages increased,
while workers with slightly higher wages than the new minimum also have their
employment increased but their wages are lowered than they could be if there was no
policy change. As a combining result of the employment and wage effects, the bound
workers have their real earnings increased, while the unbound workers have no significant
change. Hence, it proves that the minimum wage effect has no spillovers on the earning
inequality. Furthermore, the increased employment of the bound workers is not because
of less employment flow, but more new hirings, which matches the expectation of the
monopsony model rather than the search frictions. Finally, I also find a negative

"spillover" due to the reduced workplace safety after the minimum wage increase.

Keywords: non-cognitive skills, frustration tolerance, minimum wage, employment effect,

wage effect, spillover effect, wage distribution effect
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1 Does Frustration Tolerance Benefit People’s Labor Market
Outcomes? Evidence from Taiwan Joint College Entrance

Examination

1.1 Introduction

The influential book "Schooling in capitalist America: Educational reform and the con-
tradictions of economic life" written by Samuel Bowles and Herbert Gintis in 1976 has
provoked researchers to move their attentions from cognitive skills toward the effects of
non-cognitive skills on the labor market outcome. But until today, it is still debatable in
this field due to several reasons. The most critical one is that there are variety of ways to
measure non-cognitive skills in the field of human capital. Although Kautz et al. (2014)
defined skills as something able to be learned to resolve some tasks rather than traits set
in stone at birth and determined solely by genes, previous studies usually inherited the
personal traits self-reported questionnaires from the psychological field to measure non-
cognitive skills.! Other than the ambiguity between skills and traits, the self-reported
questionnaires also raise concerns about authenticity and objectivity.? Alternative meth-
ods include assessment from other people or directly observed behaviors.? However, as
pointed out by Rauber (2007), the assessment from others is usually taken by parents or
teachers and also has the problem of reference bias. Even recently Lindqvist and Vestman
(2011) used a psychologist’s evaluation of the mandatory conscripts in Sweden but still
had the problem of fake performance as pointed out in Lundborg et al. (2014). Compar-
atively, measures by observed behavior may be more reliable. For example, Heckman and
Rubinstein (2001) used the US Generational Educational Development recipients to iden-
tify people who have lower non-cognitive skills. But, just as Lundberg (2019) mentioned,
observed behaviors may not be comparable between individuals if they have different in-

centives to perform their behaviors. In short, the lack of a standardized task that can

! Such as Mueller and Plug (2006) and Borghans et al. (2008)

2 Self-reported questionnaires may not reflect the true traits of individuals, the respondents may fake
the answer due to some reasons, see Viswesvaran and Ones (1999), Zickar et al. (2004), and Griffith et al.
(2007). The objectivity infers to the reference bias among people with different backgrounds, see the
discussion in Harzing (2006), Lipnevich et al. (2013), and Kautz et al. (2014).

3 Others-reported assessments usually are taken by parents or teachers, see Carneiro et al. (2007),
Rauber (2007), Neidell and Waldfogel (2010), and Silles (2010). The observed behavior method is usually
measured by their education performance, as in Heckman and Rubinstein (2001), Jackson (2012), and
Balart et al. (2018).
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be used to measure an individual’s performance related to their non-cognitive skills is the
main difficulty in this field.

Another debatable issue about estimating the effect of non-cognitive skills on the la-
bor market outcome involves the difficulty in clarifying the factors behind and after non-
cognitive skills. As skills may result from family backgrounds, the estimation on the labor
market outcome may be overestimated if unobservable factors in the family are not ruled
out.* But to my knowledge, only Fletcher (2013) has done the analysis between siblings un-
til now. Besides, as education attainment and people’s cognitive skills and non-cognitive
skills may affect each other simultaneously, previous studies that did estimation among
people with different ages or statuses cannot easily separate those influences.> Further-
more, even if non-cognitive skills may have effects on the labor market outcome, they may
not raise the productivity directly. Potential mechanisms through which the labor mar-
ket outcome is influenced include educational attainment, job attainment, and employers’
preferences. To identify whether non-cognitive skills can raise productivity, evidence is
needed within firms, but until today only Nomura and Adhikari (2017) provided within-firm
evidence.

Under consideration of all the issues above, this study proposes an approach that uses
the difference between a individual’s two test performances in the joint college entrance
examination in Taiwan to measure the tolerance for frustration, which could be seen as
a non-cognitive skill. This method is not only based on an observed behavior approach
but also meets the need of a standardized task, and provides estimation on the labor
market outcome within family and within firm. To my best knowledge, this is the first
study that covers all the issues above. All the works are built on several administrative
data, including Taiwan college entrance examination records, birth registration, labor and
employment insurance records, and civil servant insurance records.

More specifically, the examinees can apply to colleges through the Recommendation and
Screening or directly apply to colleges by submitting their scores on the General Scholastic

Ability Test, which is held in January, and other required documents and oral tests. If

4 For the influence from family can see Heckman et al. (2006), Bjérklund and Jéntti (2012), and Fletcher
(2013).

5 The correlation between cognitive skills and non-cognitive skills can be found in Schermer and Vernon
(2010), and the influence from education can be seen in Heckman et al. (2006) and Meghir et al. (2018).

6 For example, de Araujo and Lagos (2013) and Lundberg (2019) found non-cognitive skills have influ-
ence through education attainment. Rauber (2007), Lindqvist and Vestman (2011), Sahn and Villa (2015)
and Glewwe et al. (2017) found job attainment as a mechanism. Heineck (2011), José Diaz et al. (2013)
and Cunningham et al. (2016) found employers have preferences toward some traits.
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they fail in the application, they need to take Advanced Subjects Test, which is held in
July, and then be distributed to a college and department by their scores and preference.
I propose that those people’s performance difference between the two tests reflects their
tolerance for frustration, which is related to their emotional management, motivation, and
perseverance after they experience a big frustration.

By taking advantage of the administrative longitudinal personnel data, this study es-
timates those cohorts’ labor market outcomes at age 26 to 30, which is the period 8 to 12
years after the tests. After considering all the potential confounders including the birth
information, family background, and high school status, and also the mechanisms includ-
ing the college and department the examinees go to after the tests and the job matching,
I find an increasing direct influence of the tolerance for frustration on employment in the
private or public sector by age, but no direct effect on wages or being a minimum wage
worker. While cognitive skills have a higher influence on wages, they have similar effects
on being a civil servant, but no effect on employment in the private sector.

The rest of this study is organized as follows. Section 2 describes the related literature
and is separated by the issues in this field. Data sources and the related background are
described in Section 3. The empirical framework, the measure for the skills, and the data
setting are presented in Section 4. Section 5 shows the estimated results, and Section 6

concludes and discusses.

1.2 Literature Review

Bowles and Gintis (1976) argued that the employer favors an employee having not only
cognitive skills but also specific non-cognitive skills, especially in the lower-end occupations.
Following this view, Carneiro and Heckman (2003) stressed emphasis on the importance
of the non-cognitive skills and point out that they are more malleable than cognitive
skills and should be considered as a critical field in children’s development. In recent
years, there is an emerging body of literature providing more and more empirical evidence
supporting the common sense view that non-cognitive skills, soft skills, and personality
traits do have impacts on an individual’s labor market outcome. However, there are still
several questions in this field, dealing with an ambiguous definition of non-cognitive skills,
measurement errors of non-cognitive skills assessment, omitted variables in the estimation,

and the mechanism of how non-cognitive skills affect labor market outcome. Hence, the
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story of non-cognitive skills is not clear to this day.

1.2.1 Definition and Measures of Non-cognitive Skills

First and foremost, what are the non-cognitive skill and how are they measured? In
general, just like Kautz et al. (2014) mentioned, the term “non-cognitive skills” is used by
economists to “describe the personal attributes not thought to be measured by IQ tests or
achievement tests.” Obviously, even people know non-cognitive skills are skills other than
the cognitive ones; it is still difficult to directly tell what they actually are. Rauber (2007)
tried to narrow down the definition of the term by introducing motivational psychologists’
Rubicon-model and stating that “motivation” and “self-regulation” (Achtziger et al., 2008)
are the important concepts to build up a large part of what economists describe as non-
cognitive skills. However, these two concepts are still ambiguous and related to several
personality traits or depend on situations people face. Duckworth et al. (2012) used five
data sets from four countries (the U.K., the United States, Sweden, and Finland) and
shown that the causal effects of non-cognitive skills on labor market outcome depends on
how non-cognitive skills are defined. Thus, the absence of a general definition lead previous
studies to have inconsistent estimation results.

Different from previous studies that wanted to directly point out what non-cognitive
skills are, Kautz et al. (2014) defined the properties non-cognitive skills should have and
how to measure them. To distinguish the traits and skills, Kautz et al. pointed out
that "“Traits” suggest a sense of permanence and possibly also of heritability. “Skills”
suggest that these attributes can be learned.” With these ideas, “skills” should be more
malleable than “traits” and they can be learned to fulfill tasks. In short, they “are not
traits set in stone at birth and determined solely by genes.” Nevertheless, it is not to say
that non-cognitive skills are irrelevant to personality traits, actually they are correlated but
share different concepts. In addition, since researchers can only measure skills by people’s
performance, a “task” should be well defined firstly and all of the potential contributors
like incentives, effort, other skills, and the different characteristics between people should
be standardized (Almlund et al., 2011; Kautz et al., 2014). Otherwise, the measures will
be misleading. Especially, incentive is critical. Even if people face the same “task”, they
probably have different incentives. As a result, what researchers really measure is not

people’s skills but their incentives and related efforts.
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To this day, there are at least three kinds of methods used to measure non-cognitive
skills: self-reported questionnaires, assessments from other people (like teachers, parents,
or peers), and people’s behaviors. However, based on the points above, those methods
used in previous studies may be problematic.

Self-reported questionnaires, which are mainly about the Big Five (conscientiousness,
openness to experience, neuroticism, extraversion, agreeableness), locus of control, aggres-
sion, or other traits, are convenient to be conducted in a survey and therefore served as
the main method used by previous studies to measure non-cognitive skills (Mueller and
Plug, 2006; Borghans et al., 2008). However, there are issues about the self-response: the
incentive and the authenticity. If there is no benefit, people may have no incentive to make
an effort to correctly respond. However, if the result of the assessment will lead them to
gain potential benefits, they may fake the answers (Viswesvaran and Ones, 1999; Zickar
et al., 2004; Griffith et al., 2007). Moreover, the respondents may be affected by “social
desirability bias”, that is, people may tend to respond more according to how they would
like to be seen by other people rather than by how they actually are (José Diaz et al.,
2013). Even if the responses are “real”, answers from self-reported questionnaires can lead
to a reference bias when comparing levels of non-cognitive skills across different groups of
people (Kautz et al., 2014) and can be affected by answering styles. Lipnevich et al. (2013)
noticed that, in general, different groups from different cultural backgrounds vary in their
use of the scale (Harzing, 2006). For example, extreme answer scales are more favored by
young males (Austin et al., 2006) and Hispanics (Marin et al., 1992). In brief, self-reported
answers can be misleading because of the lack of incentive, authenticity, and objectivity.
Hence, the measures of non-cognitive skills based on self-reported questionnaires are less
precise than measures of cognitive measures (Borghans et al., 2008; Lindqvist and Vestman,
2011).

As an alternative, recent studies use assessments from other people to measure non-
cognitive skills. In particular, teachers or parents are asked to answer a questionnaire to
rate each individual child on their behavioral and social-emotional skills or underline some
phrases describing particular aspects of behavior that apply to a child (Carneiro et al.,
2007; Rauber, 2007; Neidell and Waldfogel, 2010; Silles, 2010). However, even though
the methods avoid the measurement errors from children themselves, it leads to another

measurement problem of how to compare all the assessments from different teachers and
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parents, as Rauber (2007) has already found that parents’ judgements are not always
comparable. Hence, even if the assessment is made by parents or teachers, the reference
bias still exists. Lindqvist and Vestman (2011) provided a novel method by using certified
psychologists’ measures as the variable of non-cognitive skills. The data is from Swedish
military enlistment, which is mandatory for all young Swedish men. All of the conscripts
have to be interviewed by a certified psychologist to measure their ability to function in
the very demanding environment of armed combat. Lindqvist and Vestman argued that
this measure is more precise and objective. On the other hand, even though the measure
is objective, the conscripts may have particular incentives to perform better, worse, or
normal during the interview. Lundborg et al. (2014) used the same data and noticed
that individuals may deliberately underperform on the enlistment test in order to avoid
certain positions in the military. In other words, even though the people who conduct
the assessment are more professional and objective, researchers still cannot get the correct
measures of non-cognitive skills without standardizing people’s incentives.

Compared to measures based on self-reported questionnaires and assessments from
others, using measures of observed behaviors to capture non-cognitive skills a promising
approach that avoids reference bias and has been pursued by recent studies. For example,
Heckman and Rubinstein (2001) suggested that the Generational Educational Development
(GED) recipients are as smart as secondary school graduates but have lower non-cognitive
skills, thus they perform worse in the labor market. More recently, Jackson (2012) used four
non-test score outcomes (absences, suspensions, GPA, and on-time grade progression) to
create a single proxy for non-cognitive skills. Hedengren and Stratmann (2012) suggested
that people who respond to more items on surveys tend to have higher cognitive and
non-cognitive skills. Mendez and Zamarro (2015) measured non-cognitive skills by using
cultural differences in the personality traits that children are encouraged to learn at home
and the ownership of civic capital. Following the method of Borghans and Schils (2013),
Balart et al. (2018) used the Programme for International Student Assessment (PISA)
held by the OECD to evaluate the ability of 15-year-old students from all over the world
in reading, mathematics and science. As students are randomly assigned different test
sequences, they decompose the test scores of a specific country into the initial level and
the decline in performance during the test. They used the initial level to be the variable of

cognitive skills and the decline to be the non-cognitive skills of the specific country to see the
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correlations between the two skills and the GDP growth. Cohn et al. (2017) suggested that
frequent job changes are a negative signal of non-cognitive skills. Although using observed
behaviors to measure non-cognitive skills could be more objective, the behaviors may be
driven by different factors. Similar to Kautz et al. (2014), Lundberg (2019) pointed out that
if observed behaviors depend not just on skills, but also on contexts or the environments
that people face, then difficulties arise in comparing non-cognitive skills across groups. To
extend this view, there is still a lack of adequate non-cognitive skills measurement that can
categorize most people into one group facing the same environment and having the same

incentive.

1.2.2 Confounders with Non-cognitive skills

Concerns about estimating the effect of non-cognitive skills on the labor market outcome
include the difficulty to exclude other confounders. In this part, intergenerational trans-
mission and the correlation between non-cognitive skills, cognitive skills and education are

substantial issues.

1.2.2.1 Family Backgrounds

Researches have shown that not only cognitive skills but also the personality traits are
heritable.” The estimates of heritability of intergenerational transmission of the cognitive
skills commonly range from 50% to 80%, while that of the personality traits range from
20% to 50% (Johnson et al., 2009; Anger and Schnitzlein, 2017). When fixing the measure-
ment errors in ability assessment, the intergenerational transmission of non-cognitive skills
are as high as the transmission of cognitive skills (Grongvist et al., 2017). As Osborne
(2001) and Blanden et al. (2007) have shown, the high correlation between parents and a
child’s personality traits or non-cognitive variables accounts for about 10 percent of the
intergenerational income persistence. In other words, parental non-cognitive skills are not
just related to a child’s skills but also to the child’s adult earnings through heritability or
other channels.

In a family, besides the heritability, a child’s non-cognitive skills may be influenced by
parental socio-economic status (Fletcher and Wolfe, 2016; Gregg and Washbrook, 2011),

non-socio-economic factors of family (Bjorklund et al., 2010; Anger, 2012), parental inputs

7 Even though personality traits and non-cognitive skills may have different concepts, they still may be
correlated with each other.
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and related factors like family size and birth order (Cunha and Heckman, 2008; Silles,
2010; Lehmann et al., 2012). Since those factors may also have impacts on a child’s adult
earnings, without controlling those factors, the estimated effect of non-cognitive skills may
suffer a substantial bias. Unfortunately, factors related to families are not easy to collect.
Researchers usually control common socio-economic background variables, such as parental
education and income, and leave several omitted variables without control. Heckman et al.
(2006) recognized that conventionally using test scores to measure both cognitive and non-
cognitive skills may be fallible because the scores are not just affected by skills but also by
people’s family backgrounds, which cannot be observed and controlled, at the time tests are
taken. Bjorklund and Jéantti (2012) tested the family effect on children’s cognitive skills,
non-cognitive skills, educational attainment, and adult earnings by using sibling and twin
differences from Swedish register data. They concluded that conventional studies severely
underestimate the role of family background.

To solve this problem, Fletcher (2013) claimed that they are the first paper using
sibling differences to estimate the impacts of personality traits on employment and wage.
Different from prior literature, the results show that the causal effects of conscientiousness
on earnings are reduced substantially by controlling the sibling fixed effect. It suggests
that the robust links found by previous studies between conscientiousness and earnings
may not really reflect the impact of skills but rather reflect people’s family background.
As conscientiousness, like hard working, is generally considered to be a core factor of
personality traits that can be used to predict people’s success in education and the labor
market (Almlund et al., 2011; Heineck, 2011; Humphries and Kosse, 2017; Yu et al., 2017),
more studies are needed to examine whether previous findings should be adjusted because

of the ignorance of family backgrounds.

1.2.2.2 Cognitive Skills and Education

Non-cognitive skills may be correlated with cognitive skills. Without simultaneous mea-
sures of cognitive skills, identification of non-cognitive skills needs to rely on a strong
assumption that the two kinds of skills are irrelevant (Rauber, 2007). However, Schermer
and Vernon (2010) used sibling data to create a general factor of personality (GFP) and
showed that GFP is not independent from one’s intelligence. As the strong assumption

cannot be correct, ignoring cognitive skills leads the estimated effect of non-cognitive skills
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on labor market outcome to actually reflect the effect of cognitive skills.

Education is another factor making conventional approaches problematic.  Heckman
et al. (2006) suggested that schooling choices depend on cognitive and non-cognitive skills,
and the schooling at the time of the cognitive or non-cognitive test affects test scores.
Hence, the endogeneity of test scores, which are treated as the proxies of latent cognitive
and non-cognitive skills, leads to problematic estimations. In fact, not only the test scores
are affected by schooling, the latent skills are also affected by education. Meghir et al.
(2018) showed that Swedish young men’s development of cognitive and non-cognitive abil-
ities were affected by the Swedish education reform. If researchers measure individual’s
skills and earnings at the same time, they cannot avoid the endogeneity between skills and
education, thus the estimated results are biased. Even though most of the studies rely on
longitudinal survey data or registered data, the measures of non-cognitive skills may be
conducted at a time that respondents have already made their choices of education.®

To solve this problem, Heckman et al. (2006) used a latent factor model to allow the
latent skills to determine measured skills and schooling choices, and for schooling to de-
termine measured skills. Following the method introduced by Nyhus and Pons (2005) and
Groves and Osborne (2005), Hartog et al. (2010) used the residuals of personality traits
being regressed on gender, age, and schooling to free the impacts from those factors. Nev-
ertheless, the most intuitive solution is still to measure people’s non-cognitive or cognitive

skills when they are receiving compulsory education or attending a broad educational level.

1.2.2.3 Mechanism of Non-cognitive Skills Effects

Although several evidences support that non-cognitive skills have impacts on earnings, the
mechanism is not clear. The debate includes whether non-cognitive skills have a direct
effect on the productivity or are effective through a channel like educational attainment or
job attainment to influence the labor market outcome.

In the previous literature, non-cognitive skills are considered to directly affect the la-

8 For example, the National Longitudinal Study of Youth (NLSY79), which is widely used by economists
like Cameron and Heckman (2001) and Heckman et al. (2006), is a US nationally representative sample
of 12,686 young men and women who were 14-22 years old when they were first interviewed in 1979.
Other than the NLSY79, there are some papers, like Fletcher (2013), that use the data from the National
Longitudinal Study of Adolescent Health (Add Health), which measures people’s non-cognitive skills at
age 25-30. The German Socio-Economic Panel (SOEP), which is one of the most important longitudinal
survey data outside of the US, measures respondents’ personality traits with their mean age being around
42 years. The data from the Swedish military enlistment of young men at age 18-19 still have problems of
non-consistent schooling since primary school in Sweden typically ends the year one turns 16.
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bor market outcome by increasing productivity. For instance, Silles (2010) showed that
both schooling and social maladjustment measures, which were measured in childhood,
have impacts on earnings. Even when he took into account social maladjustment mea-
sures, the rate of return to schooling was not significantly changed, indicating schooling
and non-cognitive skills have impacts on earnings separately and non-cognitive skills have
a direct effect on earnings, at least not totally through education. However, more recently,
several studies show that non-cognitive skills only have indirect impacts on labor market
outcome rather than a direct effect through productivity. de Araujo and Lagos (2013)
and Lundberg (2019) examined the correlation between non-cognitive skills and earnings,
and provided new evidence that non-cognitive skills have strong associations with educa-
tional attainment, but only have a positive impact on subsequent labor market outcomes
indirectly via education, indicating previous studies ignoring the substantial indirect effect.
Similarly but not quite the same, Mendez and Zamarro (2015) found that once educational
attainment is controlled, the intergenerational transmission of non-cognitive skills only has
a smaller effect in labor outcomes.

On the other hand, the causal effect of non-cognitive skills on earnings is perhaps
through the different behaviors of job search or work participation. Sahn and Villa (2015)
found that the correlation between non-cognitive skills and adult hourly earnings does not
rely on the direct effect on productivity as measured by earnings, but lies mainly in the
indirect effect through the age of labor market entry and employment sector selection.
Rauber (2007) showed that males’ wage increase with self-regulation is partly due to se-
lection into more prestigious jobs, and female’s income increase with self-regulation is a
result of working more hours. Glewwe et al. (2017) also found that non-cognitive skills
affect people’s labor force participation. Several studies show that non-cognitive skills have
impacts on job search, and hence play an important role in unemployment probability and
duration of unemployment.®

From another aspect, several studies use demand-side surveys to show that employers
most value socio-emotional skills rather than cognitive skills (Mourshed et al., 2012; Cun-
ningham and Villasetior, 2016), and employers apply thresholds of non-cognitive skills in

their hiring decisions (Protsch and Solga, 2015). It can be said that not only do people

9 See Caliendo et al. (2014), Hilger et al. (2018), Lindqvist and Vestman (2011), Zhang (2012), Lee
et al. (2015), and Mareckova and Pohlmeier (2017). More specifically, Krassel and Sgrensen (2015) found
that non-cognitive skills affect the employment rate for workers with high cognitive and low non-cognitive
skills.
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who have higher non-cognitive skills put more effort into finding a job, but employers also
love to hire them. Thus, it is easier for them to get a job with higher wages.  An inter-
esting finding from previous studies is that agreeableness, a good personality trait seen as
one of the non-cognitive skills related to teamwork and favored by employers (Cunning-
ham et al., 2016), cannot help but actually be harmful for employee’s earnings while other
traits like emotional stability can help (Heineck, 2011; José Diaz et al., 2013). Nomura and
Adhikari (2017) firstly used the within-firm data to examine the correlation between grit,
agreeableness, emotional stability, and wages. They found that only emotional stability
is positively correlated with wages while grit and agreeableness are negatively correlated
with wages. While agreeableness is favored by employers, and grit is found to be help-
ful to wages without controlling firm factors (José Diaz et al., 2013), the findings from
within-firm estimation and previous studies may indicate an interesting explanation. That
is, employers do favor some personality traits such as grit and agreeableness; those traits
can help people to get a job or even one with higher wages, but employers will not reward
them more after hiring.

The phenomenon can be explained by two hypotheses. One is that because of the
inefficiency of the labor market, especially after hiring, even though those traits can increase
productivity, it will not be reflected on the wages. However, this hypothesis cannot hold
if cognitive skills still have impacts on wages within a firm. Another one is that employers
favor those traits because they can help employers to reduce some costs, for example
depressing wages, or gain some external benefits which cannot be clearly attributed to
specific employees. Therefore, employees with higher non-cognitive skills will not have
higher wages but employers can increase their profits. Although Nomura and Adhikari
(2017) have already provided within-firm evidence, unfortunately they do not present the
results of cognitive skills, so we cannot check the hypotheses. In addition, the more serious
problem is that the survey data they use, which obtained the self-reported assessments of
non-cognitive skills and wage information at the same time, may cause adverse causality
and problems from self-reported assessments. Hence, new within-firm evidence based on
adequate observed behaviors is still needed.

As there are more and more studies promoting to improve the development of non-
cognitive skills in education systems, to clarify whether the employee can benefit from

higher non-cognitive skills through higher productivity or only the employer can gain more
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is an important issue.

1.3 Data Source

The dataset used in this study is matched by several administrative data sources. The
one used to measure the cognitive skills and the frustration tolerance is Taiwan College
Entrance Examination records. Information on family backgrounds is from the birth reg-
istration, and the information related to the labor market outcome is from the record of
the labor insurance anda civil servant insurance. More specifically, the dataset is tracking
the cohorts who were born in the period from 1981 to 1985 to see their college entrance
examination scores during 2000 to 2003 and their labor market outcomes at ages 26 to 30

years old. Each data source and the related background is described as follows.

1.3.1 Taiwan College Entrance Examination Records

The compulsory education in Taiwan covered elementary school to middle school during
the period of 1968 to 2014. So the data only contains cohorts who at least have a high
school diploma and tend to go to a university/college. But, in Taiwan having a higher
education degree is not so unique. In fact, there were about 380 thousand people born per
year during 1981-1985, 110 thousand of them went to university/college. Thus, the data I
use at least covers about 30% of the population born in 1981-1985.

Other than the university/college system, in Taiwan there is another similar education
system focusing on technology rather than academy. 170 thousand of those cohorts went
to an institute of technology, most of them were from vocational high schools. Unfortu-
nately, the data I use, Taiwan College Entrance Examination records, does not contain
the information about the entrance examination for institutes of technology. However, as
vocational high schools and institutes of technology have the same education degree as
the ordinary high school and the university/college, they actually have the same education
(most of the time researchers use the schooling years to represent the education). If all
the other differences between cohorts in the two systems can be explained by family back-
grounds, then the estimate from the university/college system can be extended to 70% of
the whole population when I control the family fixed-effect.

The College Entrance Examination records include two different test scores. The first

one is from the General Scholastic Ability Test (GSAT), which is conducted in January and
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taken during the last year of high school, and the other one is from the Advanced Subjects
Test (AST) that is taken in July of the same year. The GSAT contains the subjects of
Chinese, English, Mathematics, Social Science, and Science. Similar to the GSAT, the
AST also contains those subjects but separates Social Science into two subjects, History
and Geography, and separates Science into three subjects, Physics, Chemistry, and Biology.
Comparing to the GSAT, students have gone through one more semester when the AST is
conducted, so the coverage of the AST is slightly larger than the GSAT.10

These two tests are related to three ways for entering college. GSAT scores are used
for participating in Recommendation and Screening (RS) and to apply to universities
directly. Compared to applying directly, through RS a candidate can use their high school’s
recommendation, and there were more quotas for students from RS than from directly
applying at that time. The AST is used for the final distribution, which is based on the
scores and the examinees’ preferences. The quotas were much higher for the distribution
than for RS or the direct application.

The main incentive for the examinees to go through RS or the direct application is that
they are based on more than just one examination score. As the final distribution only relies
on AST scores, students who are not extremely good at standardized tests but have other
academic traits that are may go to a better school through the application process than
they could go just based on the test scores. One of the keys that lets students, no matter
how good they are at tests, have the opportunity to apply to a better school is the same
limited quotas for high schools to recommend their students to a specific department and
school. As the quota for every high school is limited, students with higher GSAT scores can
be recommended to apply to a better school or department. So, GSAT scores influence the
schools that students can be recommended to apply and of course the application result. To
prove this academic skills, examinees who participate in RS or the direct application need to
prepare several application documents, such as an autobiography, a recommendation letter,
a study plan, high school grades, and other certificates of capability. The application may
involve more than paper work; some schools also require oral tests. If their applications

are not approved, they still can go through the distribution by taking the AST. The final

10 There are some differences between the GSAT and the AST. The GSAT contains five subjects in-
cluding Chinese, English, Mathematics, Social Science, and Science. The AST contains Chinese, English,
Mathematics (two kinds, one is for non-science fields and one is for science fields), History, Geography,
Physics, Chemistry, and Biology. Examinees can choose the subject tests to take. The scoring for the
GSAT is based on rank of participants’ test performances rather than “real” scores, while the scoring for
the AST is by scores.
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distribution only relies on the AST scores and examinees’ preferences; examinees do not
have to provide any documents or attend any oral test.

During the data period, about half the students did not participate in RS or apply
to schools directly. One of the main reasons should be the risk. If they fail application,
it means that they also wasted time that could have been used to prepare for the AST
rather than for the documents that are not needed for the final distribution. In addition,
the frustration from the frustration may influence their performance on the AST. On the
other hand, students who do the application will do their best on the GSAT to avoid such
failure. Between the test year 2000 and 2003, there are about 65 thousands students per
year participating in RS or making direct applications; 88% of them failed and 70% kept
preparing for the AST. Those people were likely to suffer from feelings of frustration when

they prepared to take the AST.

1.3.2 Birth Registration, Labor and Employment Insurance, and Civil Servant

Insurance

The birth registration provides information of cohorts’ birth and family backgrounds in-
cluding birth weight, parity, and parents’ years of schooling. As a contribution to the
literature, through the identification of family, this study can further control the family
fixed-effect, which can rule out the potential factors related to family backgrounds. To
my knowledge, in the previous literature only Fletcher (2013) has estimated impacts of
skills while fixing the family effect, and he finds some inconsistent results that should be
rechecked.

The labor market outcome is from the records of the labor insurance and employment
insurance, which are run by the government. According to the law, employers with at least
five employees are required to have their employees join the labor insurance; companies
registered with obligations to file tax returns are required to have their employees enrolled
in the employment insurance. Hence, only the employees who are hired by firms with less
than five employees and also having no obligation to file a tax return at the same time are
not in the labor or employment insurance.!’ Other than the private sector, the information

of being a civil servant is froma civil servant insurance. Considering that parents from the

11 As workers who have no certain employers or are hired by firms with less than five employees still can
enroll in the labor insurance on their own and set their insured wages by themselves, they are not included
in the dataset.
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public sector may have specific effects on their children’s education, I also matcha civil
servant insurance data to check parents’ employment status.

More specifically, through the labor/employment insurance data, I can generate a lon-
gitudinal data tracking workers’ insured wages and their employers. The insured wage is
set by levels. The insured wage level would be the one closest to and not less than the
actual wage. The critical restriction of this data is that there is a ceiling of 43,900 New
Taiwan Dollars (NTD) per month during the sample period. If an employee’s actual wages
are higher than this number, then their insured wages are still on that level. Hence, we
may underestimate the skills effect on the wages. On the other hand, the lowest level for
a full time employee is the monthly minimum wage. Other than the wage information,
the employment status is based on employees’ existence in the record of insurance. As the
insurance is mandatory, if individuals are missing in the record then it means that they
are not employed in the private sector. The employment status is also supplemented bya
civil servant insurance.

The outstanding part of the labor/employment insurance data is that it contains the
identification of the firms, thus we can control the firm characteristics. For example, the
number of employees in a firm at a particular time can be calculated to represent the firm’s
scale, and also the industry of a firm can be observed. A further way to use the data is to

control the firm fixed-effect, which can provide the with-firm estimates.

1.4 Methodology and Data Setting

As described above, the challenges of estimating the effect of non-cognitive skills on the
labor market outcome include how to measure it and how to avoid other factors’ influences.
In this section, I firstly show the empirical model that aims to rule out other potential
confounders with the frustration tolerance, and then in the data setting part I show the
strategy of defining the frustration tolerance by the College Entrance Examination Records,

which meets the needs of the empirical model.
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1.4.1 Empirical Framework

Considering the omitted variables that may occur in the estimation, the basic OLS model

could be set as Eq. (6).

yi = a + Becog; + Putol; + F;0 + X;0 + €; (1)

1y; is the labor market outcome of person i, such as employment status or wages. cog;
is person i’s cognitive skills, and tol; is the frustration tolerance of persons. F; is a vector
representing variables related to family backgrounds, while X; represents other character-
istics of person i. As mentioned before, education may have effects on both types of skills
and also the labor market outcomes, and it could also be the consequence of skills. As a
result, in previous studies, it is hard to rule out the influence from education (Heckman
et al., 2006; Meghir et al., 2018). However, in the case here, as all the examinees are at the
same stage of schooling, the only variations about their education are after these skills are
measured. The coefficients 8. and 3,, show the estimated effects of the two skills. They in-
clude direct and indirect effects from the skills, as no more variables after the examination
are controlled in this equation.

Notice that although skills may change over time, in practice those skills are measured
by some proxies, hence it is hard to measure their real changes. Thus, it is hard to set the
model as a framework of panel data. In other words, this model only uses the variation
between individuals to estimate the effect of skills. Besides, as the labor market outcomes
can vary over time and are easily observed, an alternative setting is to use w;; as the
dependent variable. However, as the skills are only descriptive on the individual level, the
estimated result would reflect the skills effect on the average outcome during a period. A
more ideal method is to set outcomes at different times as the dependent variables on the
left hand side, for example, the wages at different ages. Then it can let us know the skills
effects on the different period outcomes.

As there may be some factors related to the family but unobservable, one way to further
rule out the influence from the family is to control the family fixed-effect, as shown in Eq.
(7).

Y; = o+ Becog; + Butol; + 05 + X0 + € (2)
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dy is the family fixed-effect, which replaces the F; in Eq. (6). The difference between
the two models is that Eq. (7) estimates the variation within-family. That is, it estimates
the differences of the labor market outcomes and skills between siblings. The cost is that
it neglects the individuals who are alone in their families. It is actually a trade-off, but as
there is concern that the skills may just reflect the influence from family backgrounds, this
cost would be necessary. Since the effects of skills on the labor market outcome may not
reflect their productivity but their education attainment and behaviors for searching jobs,
factors of college attainment and firm characteristics should be included in the framework,

as in Eq. (8).

Yi = a + fecog; + Butol; + 05 + X0 4+ vedu; + Ji\ + ¢ (3)

edu; is the department and the university that person ¢ goes to after the examination.
J; is the vector of the firm information. As it is not a panel data framework, the firm
information is similar to a characteristic along with the individuals. But as the firm
information can only exist when people are employed, it means that Eq. (8) is conditional
on workers’ employment. Similar to the family effect, some unobservable factors related

to the firm may still influence the results. Hence, a firm fixed-effects model is needed.

Yi = a + Becog; + Bptol; + Fid 4+ X;0 + yedu; + \j + € (4)

Eq. (9) shows the firm fixed-effects model, in which the A; replaces the vectors of firms’
variables. Although in theory both the family and firm fixed effects can be controlled at
the same time, in practice it is hard to have the siblings working in the same firm. As
a result, I only control the vector of family information here rather than the family fixed
effects. The coefficients 8. and 3,, show the skills effects on the workers in the same firms,
so the effects on job matching are ruled out. If the coefficients are different from null, it
means that employers indeed give higher wages to the workers who have higher skills. It
would be closer to the concept of a higher productivity.

Just as Krassel and Sgrensen (2015) showed that the non-cognitive skills only affect
the employment rate for workers with high cognitive and low non-cognitive skills, in this
study the skills effect may not be linear and may be specific under a specific combination of

two skills. To take the phenomenon into concern, Eq. (5) shows the nonlinear model with
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controlling family fixed-effects, education afterwards, and the vector of firm information.

Yi = o+ Brh§ +Bolf + Bl + Ball+ Bs h§ bl + B hTE+ BrIS h + B ISTE+6 4+ X0+ yedu; + Jid+€;
(5)

In this model, the continuous variables of skills are replaced by dummy variables. hf
and h! represent whether the individual has the higher cognitive skills and the frustration
tolerance, respectively; [ and lf represent the lower status of the two skills. The interaction
terms are employed to see whether there are any effects under specific combinations. In
particular, for example, the total effects of having high cognitive skills are the summation
of 81, B85, Bg, the last two only contribute when there is a specific tolerance for frustration;

the total effects of having high tolerance for frustration are the summation of 83, 85, 57.

1.4.2 Skills Measure and Data Setting
1.4.2.1 Skill Measure

The most challenging part in this field should be how to measure the skills. Based on the
college entrance examination records, we can measure the skills by behaviors rather than
self-reported questionnaires or assessments from others. In addition, if we think the skills
as something that people can learn to deal with some tasks, the joint examination provides
a perfect measure for them. First of all, all the students who want to go to a college need
to take a test. Second, all the examinees have the same incentive to have higher scores in
the tests, as it is no doubt that going to a better college is important to the individual’s
development. Third, the task they take is the same for all the examinees and the score is
objective.

As there are two tests, I propose the performance of examinees who choose RS or the
direct application via the GSAT as the proxy of the cognitive skills, and the difference
between the performance on the GSAT and the AST as the proxy of their frustration
tolerance. This setting shares a similar concept as the approach of Borghans and Schils
(2013) and Balart et al. (2018). They proposed that the initial performance on the test
reflects the cognitive skills and the decline afterwards reflects the non-cognitive skills,
which are related to motivation and ambition. Unfortunately, they only can evaluate it
on the country level. In this study, examinees who apply to colleges through RS or the

direct application need to take the GSAT, which is held in January. If they fail in the
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application, they need to take the AST, which is taken place in July. That is, examinees
who fail in the application have to take both tests, and the performance in the latter one is
conditional on their previous failure. An intuitive thinking is that two examinees who have
the same GSAT score and fail in the application may have different performances on the
AST, when one has higher skills of emotional management, motivation, and perseverance
than the other.

A concern with this interpretation is that the difference might be related to the coverage
or the difficulty of the test. If it was the case, then the performance difference would still
be the consequence of the cognitive skills rather than the frustration tolerance. Several
points can be helpful when pondering the concern. First, students who attend the RS and
the direct application have incentive to have higher scores on the GSAT. It means that
their performance on the GSAT should sufficiently reflect their cognitive skills. Second,
compared to the GSAT, the AST only covers one more semester of content. Third, after
students who choose RS or the direct application take the GSAT, they need to prepare
the documents and possibly prepare for an oral test. The result may be announced weeks
to months later depending on the college and department to which they apply, so they
actually have just a few months to prepare for taking the AST when they know their
failure. Hence, only if their cognitive skills significantly change in a very short time, could
the concern be valid. Instead, the performance difference under the similar content and
the very short time is more likely to show their tolerance under a big failure.

As scoring methods of the GSAT and the AST are different, I use percentile rank (PR)
of individuals’ scores to replace the original scores of each subject in the two tests to make
them comparable. For example, one will have a PR close to 100 if he has a highest score

in the selected cohorts, while one can have a PR close to 0 if his original score is lowest.'?

If one has a PR of a on the GSAT and a PR of b on the AST, then the difference between
these two tests is b — a. Although the GSAT and the AST have different subjects, both of
them have English and Mathematics, which are needed for most of the colleges. Assume
that the performance in the two subjects reflects the latent skills, I then generate a proxy

of the cognitive skills by using the factor analysis through the PR in the GSAT English

12° As T restrict the cohorts to those who choose RS or the direct application but fail and take the AST
later, the PR rank is calculated in this sample rather than the whole cohorts. Because the test difficulty
may vary in different test years, the PR is calculated by particular years. Hence it may happen that
examinees actually have a higher ability but a lower PR than some others who take the test in other years.
To fix this problem, I control the test year fixed-effects in estimation.
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and Mathematics. Correspondingly, I also generate a proxy of the frustration tolerance
through the factor analysis with the PR change in the two subjects. In this way, having high
cognitive skills means having higher scores than others rather than just having high scores;
having high frustration tolerance means that people outperformed a larger percentage of

people on the AST than did on the GSAT.!3

1.4.2.2 Data Setting

Although examinees who do not apply to colleges through RS or the direct application
can also take the GSAT, the approach I propose is to evaluate the frustration tolerance
by restricting cohorts to the examinees who apply to colleges through RS or the direct
application but fail and then take the AST. A concern about the limitation is that the
restricted cohorts may be different from the total cohorts in the score distribution. Take
the test year 2002, the middle year of the sample period, as an example. There were
about 104 thousand students taking the GSAT, but 59 thousand participate in RS or
making direct applications. Among the 59 thousand, 51 thousand failed and 40 thousand
continued and took the AST. In other words, I limit the sample from 104 thousand to 40
thousand. Figures 11 to 4 show the PR distribution in the GSAT English and Mathematics
in 2002.

Figure 11 shows that PR distributions of examinees who applied to college via RS or
edirect application. In order to compare the groups, the PR is calculated on the basis
of total examinees here rather than within their own groups. It shows that examinees
who did not apply to schools through RS or the direct application actually have a higher
proportion in the higher tail of the distribution than people who applied to schools. The
reason is that some top students cannot apply to their preferred departments. As RS is
the main way to apply to schools, but every high school has a limited quota to recommend
students to a particular department, some students from top high schools may be crowded
out by other top students in the same high school. Since those students cannot apply to
their preferred departments, they would rather prepare for the AST directly.

Figure 2 shows the PR distribution of the examinees who applied successfully and

13 Tn the AST there are actually two kinds of mathematics tests, the PR is calculated respectively in
this study. That is, although the GSAT has only one mathematics test, I cut off two groups. One is the
examinees taking the harder AST Mathematics; the other is examinees taking the easier AST Mathematics.
Their PR for the Mathematics in the GSAT is also calculated based on their group only but not on the
whole sample. If examinees take both AST Mathematics tests, then the easier one, which is also the one
more students take, will be used.
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Figure 1: PR Distribution in 2002 GSAT (Applying Schools or Not)

Notes: The figure shows the PR distribution of two groups of 2002 GSAT examinees. One
is the examinees who applied to schools through RS or the direct application, and the
other examinees making the other group. The PR is derived on the same basis for both
groups, which is the total number of examinees. The PR is discrete because every subject
in the GSAT has only fifteen scores, ranging from 1 to 15.
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Figure 2: PR Distribution in 2002 GSAT (Application Approved or Not)

Notes: The figure shows the PR distribution of two groups of 2002 GSAT examinees.
One is the examinees who applied to schools through RS or the direct application and
succeeded, and the other is those whose applications failed. The PR is derived on the
same basis for both groups, which is the total number of examinees. The PR is discrete
because every subject in the GSAT has only fifteen scores, ranging from 1 to 15.

the examinees whose applications were rejected. It is clear that examinees who applied
successfully have higher proportions in the higher tail. It means that examinees who have
higher GSAT scores are more likely to succeed.

After examinees fail in their applications, they can choose to take the AST a few months
later so to have the final chance in the distribution or they can choose to give up. Figure 13

shows the PR distribution of the examinees who make different choices after their failure
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Figure 3: PR Distribution in 2002 GSAT (Take AST or Not)

Notes: The figure shows the PR distribution of two groups of 2002 GSAT examinees.
Examinees in both groups applied to schools through RS or the direct application but
failed. One group of examinees took the AST, while the other did not. The PR is derived
on the same basis for both groups, which is the total number of examinees. The PR is
discrete because every subject in the GSAT has only fifteen scores, ranging from 1 to 15.

in their applications. The difference between the two distributions is obvious, examinees

who have lower scores are more likely to choose to give up.
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Figure 4: PR Distribution in 2002 GSAT (Total and Analyzed Sample)

Notes: The figure shows the PR distribution of two groups of 2002 GSAT examinees. One
is the total examinees; the other is the examinees who applied to schools through RS or
the direct application but failed and then took the AST. The latter one is the research
sample in this study. The PR is derived on the same basis for both groups, which is the
total number of examinees. The PR is discrete because every subject in the GSAT has
only fifteen scores, ranging from 1 to 15.

Because some top students do not apply to schools, applicants who have higher scores
are more likely to succeed, and examinees in the lower tail of the distribution are more

likely to give up after they fail their application, the sample I choose actually concentrates
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to the middle PRs as shown in Figure 4. In other words, through this sample selection,
the estimated result would amplify the effects on the examinees in the middle part of the
distribution, which would be even better if we want to see the effects on the ordinary

students.

1.4.2.3 Variables Setting

As the analyzed sample is restricted, the PR should be calculated based on the restricted
sample rather than all examinees. A mechanical problem follows the measure of the skills.
The PR difference between the GSAT and the AST, which is taken as the proxy of the
frustration tolerance, is actually constrained by the performance on the GSAT. For exam-
ple, if the PR of the GSAT is «, then the PR difference just can be —a to 100 — a. As a
result, the two variables of skills are mechanically negatively correlated as Figure 14 shows.

Except for the negative correlation between the PR in the GSAT and the PR difference
between the GSAT and the AST, the lowest tail and the highest tail of the PR in the
GSAT seem to have a positive correlation with the difference. Thus, examinees who are
at the bottom in the GSAT are more likely to have their performance exceeded by others
in the AST if they have higher score. In other words, examinees who have the lowest
scores in the GSAT are more likely to stay at the bottom in the AST. On the other hand,
the best performing examinees on the GSAT are more likely to be the best performers
on the AST. The phenomenon can be interpreted as the students who have the poorest
cognitive skills may also have lower frustration tolerance, and the students who have the
highest cognitive skills may also have higher frustration tolerance. As the two kinds of skills
may be influenced by family factors or other factors at the same time, the phenomenon is
reasonable. To rule out the mechanical correlation between the two variables, I propose
to use the residual from the linear regression of the difference on the PR in the GSAT to
replace the original difference. Figure 6 shows the residual of the difference and the PR in
the GSAT.

Using linear regression to generate the residual keeps the positive correlation in the
bottom and top of the PR distribution, which is not caused by the mechanical setting.
However, this method may underestimate the mechanically negative correlation, hence
the correlation between the two variables is still slightly negative in the middle part of

the distribution. To further fix this problem, I then form a subgroup which excludes
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Figure 5: Correlation between GSAT and The Difference

Notes: The figure shows the correlation between the PR in the GSAT and the PR change
between the GSAT and the AST. All the PRs are derived from the corresponding sample.
For example, the PR in the mathematics test for the non-science majors is based on the
group of examinees who applied to schools but failed and took the mathematics test in the
GSAT and the non-science mathematics test in the AST.

examinees whose PR in the GSAT is lower than 0.2 or higher than 0.8, and then generate
an alternative residual which is not influenced by the bottom and top.

After the residual setting, the factor analysis for the latent frustration tolerance is
employed through the residual of PR difference in the English and mathematics tests.
The other one for the latent cognitive skills is through the PR in the GSAT. To evaluate
the skills effect on the labor market outcomes, these two variables are standardized while

estimating.

1.4.3 Data Describing

After the data setting, the descriptive statistics of the personal characteristics are shown

in Table 12. The subsample of examinees whose PR in the GSAT tests is between 0.2 and
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Figure 6: Correlation between GSAT and The Residual of Difference

Notes: The figure shows the correlation between the PR in the GSAT and the residual of the
PR change between the GSAT and the AST. The residual is from the linear regression of the
difference on the PR in the GSAT. All the PRs are derived from the corresponding sample.
For example, the PR in the mathematics test for the non-science majors is calculated in
the group of examinees who applied to schools but failed and took the mathematics test
in the GSAT and the non-science mathematics test in the AST.

0.8 is generated to avoid the mechanical influence causing the negative correlation between
the two proxies of skills. As the proxies of skills are standardized, the mean is 0 with the
SD being 1. The examinees in the subsample have lower probabilities of being from top
high schools and going to public colleges since students with the highest test scores are
excluded.'* Besides, as a result of the same reason, the parents in the subsample have a
slightly lower probability of being in the public sector and have fewer schooling years, since
family background has a high correlation with students performance.

The labor market outcomes after the examinees leave schools are shown in Table 13.
The probabilities of employment, being public servants, and wages are increasing over time.

On the contrary, the probabilities of taking the monthly minimum wage are decreasing over

1 Tn Taiwan public colleges are more prestigious than private ones.
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Table 1: Descriptive Statistics of Characteristics

Full sample Middle GSAT

Variable Mean SD Mean SD

(1) (2) (3) (4)
Panel A. Skills
Proxy of cognitive skills 0.000 1 0.000 1
Proxy of frustration tolerance 0.000 1 0.000
Panel B. Personal characteristics
Male 0.50 0.50 0.48 0.50
Birth weight 3,284 442 3,282 440
Birth order 1.82 0.95 1.83 0.96
Top high school 0.028 0.164 0.016 0.126
Test year 2001.77 1.10 2001.77 1.11
Public college 0.25 0.43 0.18 0.39
Panel C. Family backgrounds
Father in public sector 0.132 0.338 0.123 0.329
Mother in public sector 0.089 0.284 0.080 0.271
Father’s shoolling years 11.19 3.31 11.08 3.29
Mother’s shoolling years 10.14 3.28 10.02 3.25
Obs. 145,257 60,974

Notes: Both the full sample and the subsample of the middle GSAT are composed of ex-
aminees who applied to schools but failed and then took the AST. The subsample restricts
examinees whose PR in the GSAT tests is between 0.2 and 0.8. The proxies for skills are
standardized. Top high schools include the best boys school and girls school in Taipei,
Taichung, Tainan, and Kaohsiung, and an experimental high school at Hsinchu Science
Park.

time. The subsample has higher higher probability of employment, lower probability of
being public servants or minimum wage workers, and lower wages. But the difference

between the two samples are slight.

1.5 Empirical Results

Except for the difficulty of measuring the non-cognitive skills, according to the literature,
the estimation of the latent skills’ contribution to individuals’ labor market outcomes may
just reflect the influence from their unobservable family backgrounds (Fletcher, 2013),
cognitive skills (Schermer and Vernon, 2010), and education attainments (Heckman et al.,

2006; Meghir et al., 2018). In addition, the mechanisms that non-cognitive skills may
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Table 2: Descriptive Statistics of Labor Market Outcomes

Full sample Middle GSAT
Variable Mean SD Mean SD
(1) (2) (3) (4)
at age 26 0.628 0.483 0.643 0.479
at age 27 0.691 0.462 0.707 0.455
Employment at age 28 0.724 0.447 0.739 0.439
at age 29 0.737 0.440 0.753 0.431
at age 30 0.741 0.438 0.756 0.430
at age 26 0.045 0.207 0.039 0.194
at age 27 0.062 0.241 0.055 0.228
Public servant at age 28 0.080 0.271 0.072 0.259
at age 29 0.095 0.293 0.087 0.282
at age 30 0.106 0.308 0.099 0.298
Initial wage 27,521 10,508 27,294 10,090
at age 26 32,345 12,064 32,158 11,725
at age 27 34,077 13,120 33,860 12,762
Wage at age 28 35,793 14,270 35,520 13,795
at age 29 37,608 15,589 37,255 14,913
at age 30 39,328 16,581 38,972 15,877
at age 26 0.109 0.311 0.106 0.308
at age 27 0.099 0.299 0.096 0.295
Minimum wage at age 28 0.070 0.255 0.067 0.251
at age 29 0.058 0.234 0.057 0.232
at age 30 0.057 0.232 0.056 0.229
Obs. 145,257 60,974

Notes: Both the full sample and the subsample of the middle GSAT are composed of ex-
aminees who applied to schools but failed and then took the AST. The subsample restricts
examinees whose PR in the GSAT tests is between 0.2 and 0.8. Employment includes
being a civil servant. Wages are deflated by the CPI and only can be observed under em-
ployment. Initial wage is the first observed full time wage after leaving school. Minimum
wage is the dummy variable of taking minimum wage or not.

go through to affect the labor market outcome are not clear. Rather than increasing
productivity directly, non-cognitive skills may have influence on education (Silles, 2010;
de Araujo and Lagos, 2013; Lundberg, 2019), job searching (Sahn and Villa, 2015; Glewwe
et al., 2017), or the demand side preference (Nomura and Adhikari, 2017), and hence
have a correlation with the labor market outcome. Contributing to the literature, this
study provides estimation by controlling the family fixed-effects, cognitive skills, education

attainments, firm characteristics, and even the firm fixed-effects to clarify the factors behind
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and after the non-cognitive skills. In addition, by taking advantage of the longitudinal
insured wage record in the labor and employment insurance, this study can evaluate the
skills contribution to their labor market outcomes at different ages. Outcomes at ages 26
to 30, which are in the period just 8 to 12 years after the college entrance tests, are focused
on in this study. To avoid the potential high correlation between cognitive skills and
frustration tolerance, the subgroup of examinees whose PR in the GSAT tests is between
0.2 and 0.8 is separated for estimation. Finally, the nonlinear effects are also provided in

the following.

1.5.1 Estimation on Employment

The estimation for cohorts’ employment at ages 26 to 30 is listed in Table 14. The de-
pendent variable is the dummy variable of being employed by the private sector or the
public sector; the independent variables of skills are standardized proxies. Hence the coef-
ficients give the probability change of being employed when the skills increase one standard
deviation. Panel A provides the estimation based on the full sample, which contains ex-
aminees who apply to schools through RS or the direct application but fail and then take
the AST. Panel B shows the results for the examinees who have a PR from 0.2 to 0.8 in
the GSAT tests. As mentioned before, this subgroup can avoid the high correlation be-
tween the proxies of cognitive skills and frustration tolerance. Results show that no matter
what the sample is, both skills have high correlations with employment status when the
family fixed-effects are not controlled. However, the correlation is dramatically weakened
between siblings. This indicates that the family background is the main reason that highly
skilled cohorts have higher employment probability during their early career periods. In
other words, the family backgrounds that makes the cohorts have lower skills also makes
them unlikely to be employed. Studies neglecting the influence from family are lead to

overestimate the correlation between skills and employment.
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Although the family background strongly extracts the correlation, it makes the only
remaining correlation, which is between the frustration tolerance and the employment sta-
tus at age 30 in the middle GSAT sample, more unique. Different from other changes, the
coefficient becomes even larger when comparing the difference between siblings and con-
trolling the college. It indicates that in the subgroup even after controlling the potential
influence from family and the mechanism of college, cohorts with a frustration tolerance
one standard deviation higher have their employment probability increased by about 3 per-
centage points when they are at age 30. As the subgroup can more separate the frustration
tolerance from the cognitive skills, the non-significance in the full sample means that the
irrelevance between the cognitive skills and the employment let the correlation between
the frustration tolerance and employment be underestimated. It is consistent to previous
studies, for example, Lindqvist and Vestman (2011) found that men with low non-cognitive
ability are significantly more likely to become unemployed than men with low cognitive
ability. However, by the estimation here, we can find that the correlation is not fixed
over time, it is increasing by age as shown in Figure 7. When it comes to the subgroup,
it is clear that the correlation between the frustration tolerance and the employment is
increasing from age 27 to 30. Although all the correlations are not significant before age
30, they are moving up by age. It means that the frustration tolerance has higher influence
on the employment when people are older. In other words, when people are older, being
employed or not is more related to their frustration tolerance rather than their cognitive

skills, while both skills have no influence on their employment when they are younger.

1.5.2 Estimation on Being A Civil Servant

Being a civil servant is a special employment status. Civil servants usually have a steadier
employment environment and their children are more likely to have a better education
(Luoh, 2002). That is, it relates to the human capital accumulation in family. The results
are shown in Table 15. Even controlling the family fixed-effects, both skills have positive
correlations with this specific employment. It means that high skills do help to be a civil

servant. Figure 8 shows the results after controlling the family fixed-effects.
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Figure 7: Estimates of Skills Effects on Employment

Notes: The figure shows the coefficients and 95% confidence intervals of the estimation
under controlling family fixed-effects and the college information. All the models control
the test year fixed-effects, and the personal information including sex, birth weight, birth
order, and high school status. College information includes whether an examinee attended
a public college after the tests, and the category of the department. Examinees in the full
sample and the subsample of middle GSAT applied to schools through RS or the direct
application but failed and then took the AST. The subgroup of middle GSAT contains
examinees whose PR in the GSAT tests is between 0.2 and 0.8. The red dotted line is set
on 0.
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Figure 8: Estimates of Skills Effects on Being A Civil Servant

Notes: The figure shows the coefficients and 95% confidence intervals of the estimation
under controlling family fixed-effects and the college information. All the models control
the test year fixed-effects, and the personal information including sex, birth weight, birth
order, and high school status. College information includes whether an examinee attended
a public college after the tests, and the category of the department. Examinees in the full
sample and the subsample of middle GSAT applied to schools through RS or the direct
application but failed and then took the AST. The subgroup of middle GSAT contains
examinees whose PR in the GSAT tests is between 0.2 and 0.8. The red dotted line is set
on 0.

After controlling the family fixed-effects, although in the full sample the frustration
tolerance has highly significant correlations with the specific employment, it may mix with
the correlation with cognitive skills. The correlation becomes less significant when it comes
to the subgroup, especially in the younger ages. Before controlling the college information,
the subgroup estimation shows that one standard deviation higher in frustration tolerance
leads the probability of being a civil servant to increase by 1 to 3 percentage points,
which is also increasing by age. Similar to its effects on being employed, the frustration
tolerance may have a higher influence on being civil servants when the cohorts are older.

After considering the college and department to which the cohorts go after the tests,
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the coefficients are lowered to 0.7 to 1.7 percentage points and insignificant before age
30. It means that college is a main mechanism through which frustration tolerance has
an influence on being a civil servant. But, the pattern by age keeps, showing that the
frustration tolerance may still have a direct effect when cohorts are getting older.

The subgroup separates the correlation between two skills, but the cost is missing the
lowest and highest tails in the GSAT distribution. For the estimation before controlling
the college information, cognitive skills have higher coefficients in the full sample, 3 to 4
percentage points, than in the subgroup, 2 to 3 percentage points. Both samples have a
increasing pattern by age. But the difference is lessened when considering the influence
from college; then the coefficients for cognitive skills in both samples are about 1.5 to 1.8
percentage points with no obvious difference between ages. The results mean that the
cognitive skills may totally have an increasing influence when cohorts’ ages go up; one
standard deviation higher in cognitive skills lead the probability of being a civil servant to
increase by 3 to 4 percentage points. But the increasing pattern and half of the influence
is from the college; only the other half is directly from cognitive skills and it is steady by
age. Hence, when cohorts are getting older, only frustration tolerance can help them have

more probability of being a civil servant.

1.5.3 Estimation on Wages

Table 16 shows the estimated results on wages, and Figure 32 shows the results other
than those from the OLS model. As it is mixed with the influence from cognitive skills,
frustration tolerance has more significant coefficients in the full sample. But when lim-
iting to the subgroup, the correlation between the initial wage and frustration tolerance
is mainly from family background. The slightly significant correlation between wages and
the frustration tolerance in siblings is then explained by the college and department they
attend after the tests. The frustration tolerance has no direct correlation with the wages,
no matter whether it is the initial wage or wages at ages 26 to 30. On the other hand, if we
only control the firm fixed-effects and not the family fixed-effects, there are still strongly
significant correlations. But it turns to be insignificant from 0, once the family fixed-effects
is controlled even with just some observable firm information. It means that the positive
correlation with cohorts’ frustration tolerance and their wages within-firm is actually due

to their family backgrounds. It also means that some previous studies indicating that
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the frustration tolerance has positive influence through the job attainment (Rauber, 2007;

Sahn and Villa, 2015) may actually neglect the influence from the family.
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Figure 9: Estimates of Skills Effects on Wage

Notes: The figure shows the coefficients and 95% confidence intervals of the estimation
under controlling family fixed-effects, college, and firm information. All the models control
the test year fixed-effects and personal information including sex, birth weight, birth order,
and high school status. College information includes whether an examinee attended a
public college, and the category of the department. Firm information includes scale and
industry. Examinees in the full sample and the subsample of middle GSAT applied to
schools through RS or the direct application but failed and then took the AST. The
subgroup of middle GSAT contains examinees whose PR in the GSAT tests is between
0.2 and 0.8. The red dotted line is set on 0.

Compared to the frustration tolerance, cognitive skills can more explain the wage differ-
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ence between cohorts, even if they are in the same family or the same firm. The result is in
line with the finding of Lindqvist and Vestman (2011). In the full sample that contains the
lowest and highest tails in the GSAT distribution, when controlling the family fixed-effects,
one standard deviation higher in cognitive skills will lead cohorts’ wages to be increased by
7% to 10%. After considering the mechanism of college and the firm characteristics, the
influence is between 5% to 8%. However, when controlling the firm fixed-effects without
the family ones, the coefficients are lowered to about 3%. Unfortunately, the data can-
not support controlling the two kinds of fixed-effects at the same time. Once the family
fixed-effects are controlled, the coefficients in the same firm should be lower than 3%. The
lower coefficient within firms indicates that a large part of the wage difference related to
cognitive skills is due to the job matching. In other words, one standard deviation higher
cognitive skills can lead people to have higher wages of up to 10%, but less than 3% is

contributed within firms.

1.5.4 Estimation on Being A Minimum Wage Worker

Although higher frustration tolerance is expected to help people improve their labor mar-
ket performance (Heckman and Rubinstein, 2001), the following result shows that higher
frustration tolerance cannot help people to get rid of a lowest-wage position. Table 17
shows the estimated results on being minimum wage workers. It is clear that the negative
correlation between being a minimum wage worker and the frustration tolerance is due to
the family background. This indicates that unobservable family factors cause individuals
to have lower frustration tolerance and also increase their probability to be in the lowest-
wage position. On the contrary, cognitive skills are more related to being minimum wage
workers but only in the younger ages. Figure 15 shows the estimated results after control-
ling family fixed-effects. In the subgroup cognitive skills also have no significant coefficient
after controlling family fixed-effects, but some of them are significant in the full sample.
After ruling out the influence from family, one standard deviation higher in cognitive skills
directly and indirectly leads the probability of being a minimum wage worker to decrease
by 1 to 3 percentage points. When subtracting the indirect effects from college and firm
characteristics, there are still 2 to 3 percentage points left at ages 26 to 28, while there is no
significant correlation at ages 29 and 30. But when controlling the firm fixed-effects, only

0.2 percentage points is left at age 26. It means that increasing cognitive skills rather than
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frustration tolerance reduces the probability of cohorts going to a firm providing them a

minimum wage to them when they are younger.
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Figure 10: Estimates of Skills Effects on Being Minimum Wage Worker

Notes: The figure shows the coefficients and 95% confidence intervals of the estimation
under controlling family fixed-effects, college, and firm information. All the models control
the test year fixed-effects and personal information including sex, birth weight, birth order,

and high school status.

College information includes whether an examinee attended a

public college, and the category of the department. Firm information includes scale and
industry. Examinees in the full sample and the subsample of middle GSAT applied to
schools through RS or the direct application but failed and then took the AST. The
subgroup of middle GSAT contains examinees whose PR in the GSAT tests is between

0.2 and 0.8. The red dotted line is set on 0.
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1.5.5 Nonlinear Estimation

Considering that the skills may have nonlinear effects on the labor market outcome as
found in Krassel and Sgrensen (2015), the following provides the estimated results of the
influence of high and low skills which are defined as be at least one standard deviation lower
or higher than the mean value. To simplify the analysis, in this part, I just focus on the
outcome at age 30. Different from the previous analysis, performing the nonlinear analysis
requires that the full sample be used. Hence, the low and high frustration tolerance may
actually be mixed with low and high cognitive skills respectively. Therefore, the results
should be explained more carefully.

Table 18 shows the estimation on employment. After controlling the family fixed-
effects, only the interaction term of low frustration tolerance and high cognitive skills has
a significant correlation with the employment. As shown in Figure 6, higher cognitive
skills are usually present along with higher frustration tolerance, and from Table 14 only
frustration tolerance matters. The null effect of frustration tolerance here may be mixed
with the null effect of cognitive skills. And the special combination of low frustration
tolerance and high cognitive skills may actually reflect cohorts who have high but not the
highest cognitive skills that are present along with higher frustration tolerance. In other
words, influence of cognitive skills on employment may be nonlinear; cohorts who have
high but not the highest cognitive skills may have a higher employment probability.

Table 19 shows the nonlinear estimation on being a civil servant. It is clear that
high skills increase the probability, although the high frustration tolerance may be mixed
with high cognitive skills. The special combination of high frustration tolerance and low
cognitive skills may actually reflect cohorts who have low but not the lowest cognitive
skills. Those cohorts are more likely to have lower probability to be in the public sector
than the middle.

The results in Table 20 are in line with the finding before. After controlling family
fixed-effects, only cognitive skills correlated to the initial wages. The high cognitive skills
lead wages to increase by 12.5% when ruling out the influence from the college and some
observable firm characteristics. But it is reduced to 6% when comparing the variation
within firms. Columns (4) and (5) combine to indicate that only cognitive skills may have

direct influence in the same firm with an increase less than 6%. Similar to the initial wage,
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Table 7: Nonlinear Estimates of Skills Effects on Employment at Age 30

1) (2) (3)

High non-cog. 0.0114%** 0.0226 0.0213
(0.00394) (0.0176) (0.0179)
Low non-cog. -0.0297*** -0.0145 -0.0122
(0.00392) (0.0179) (0.0181)
High cog. -0.000773 0.0112 0.0110
(0.00365) (0.0168) (0.0180)
Low cog. -0.0492%** -0.0146 -0.00596
(0.00379) (0.0189) (0.0196)
High non-cog * high cog. -0.0187** -0.0600 -0.0572
(0.00874) (0.0376) (0.0372)
High non-cog * low cog. 0.0226** -0.0318 -0.0366
(0.00890) (0.0414) (0.0417)
Low non-cog * high cog. 0.0532*** 0.0861** 0.0837**
(0.00947) (0.0379) (0.0382)
Low non-cog * low cog. 0.00375 -0.00190 0.00258
(0.00946) (0.0446) (0.0449)
Control:
Personal and family variables \Y \Y A%
Family FE A% V
College v

Notes: The table reports the estimates of the skills effects on employment, which is a
dummy variable of 0 or 1. The variable of high skills equals 1 if the proxy is larger than
1 standard deviation, and equals 0 otherwise. All the models control the test year fixed-
effects, and the personal information including sex, birth weight, birth order, high school
status, and the family background including parents’ schooling years and whether they are
in the public sector or not. College information includes whether an examinee attended a
public college after the tests, and the category of the department.

* Significant at the 10% level. ** Significant at the 5% level. *** Significant at the 1%
level.

Table 21 shows that only high cognitive skills may have a direct effect on wages at age 30
in the same firm with an increase less than 4%.

Finally, regarding the probability of being minimum wage workers at age 30, Table 11
shows that once we control the family fixed-effects, none of the skills can explain whether

a person is a minimum wage worker or not. The result is in line with the finding before.

1.6 Conclusion and Discussion

Contributing to the literature about the influence of non-cognitive skills on the labor market
outcome, this study uses the college entrance tests to provide an objective behavior measure

to frustration tolerance and rules out the potential influence from family backgrounds and
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Table 8: Nonlinear Estimates of Skills Effects on Being A Civil Servant at Age 30

(1)

(2)

(3)

High non-cog. 0.0473%** 0.0681*** 0.0355%#*
(0.00314) (0.0139) (0.0136)
Low non-cog. -0.0233%%* -0.0222* 0.00108
(0.00239) (0.0120) (0.0117)
High cog. 0.0950*** 0.0805*** 0.0284**
(0.00311) (0.0138) (0.0142)
Low cog. -0.0474%** -0.0174 0.0111
(0.00196) (0.0117) (0.0118)
High non-cog * high cog. -0.0430%** -0.0425 -0.0237
(0.00771) (0.0335) (0.0319)
High non-cog * low cog. -0.0420%** -0.0705%* -0.0590%*
(0.00519) (0.0277) (0.0270)
Low non-cog * high cog. -0.0364*** -0.0458 -0.0305
(0.00761) (0.0321) (0.0311)
Low non-cog * low cog. 0.0200*** 0.0193 -0.00412
(0.00432) (0.0255) (0.0252)
Control:
Personal and family variables \Y \Y \Y
Family FE v A%
College A%

Notes: The table reports the estimates of the skills effects on being a civil servant which
is a dummy variable of 0 or 1. The variable of high skills equals 1 if the proxy is larger
than 1 standard deviation, and equals 0 otherwise. All the models control the test year
fixed-effects, and the personal information including sex, birth weight, birth order, high
school status, and the family background including parents’ schooling years and whether
they are in the public sector or not. College information includes whether an examinee
attended a public college after the tests, and the category of the department.

* Significant at the 10% level. ** Significant at the 5% level. *** Significant at the 1%
level.

the mechanisms that skills may go through. The results show that by age frustration
tolerance has an increasing direct influence on employment probability and the probability
of being a civil servant. Being one standard deviation higher in frustration tolerance
directly leads those two probabilities at age 30 to increases by 3 and 2 percentage points
respectively, and indirectly increase the probability of being a civil servant over ages 26
to 30 by 1 to 2 percentage points through the college. However, frustration tolerance can
only have indirect influence on wages through the college, through which one standard
deviation higher in frustration tolerance leads wages to increase by about 3% to 4% and
there is more significance when cohorts are older. No direct or indirect influence from

frustration tolerance on the probability of being a minimum wage worker is found. In
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Table 9: Nonlinear Estimates of Skills Effects on Initial Wage

(1) (2) (3) (4) (5)
High non-cog. 0.0492%+* 0.0280* 0.00745 0.0117** 0.0320
(0.00338)  (0.0167)  (0.0165)  (0.00568)  (0.0305)
Low non-cog. -0.0387*** -0.0112 0.000168  -0.0193*** 0.0247
(0.00301)  (0.0157)  (0.0154)  (0.00550)  (0.0280)
High cog. 0.162%** 0.129%**  0.0854***  0.0601***  0.126%**
(0.00334) (0.0166) (0.0170) (0.00575)  (0.0293)
Low cog. -0.101%%*  -0.0761**F*  -0.0474*** -0.0406***  -0.0433
(0.00264) (0.0160) (0.0168) (0.00558)  (0.0287)
High non-cog * high cog. -0.0192%** 0.00915 0.0132 -0.0169 -0.0214
(0.00808) (0.0401) (0.0388) (0.0122)  (0.0641)
High non-cog * low cog. -0.00865 -0.0138 -0.0145 -0.00494 -0.0652
(0.00674) (0.0364) (0.0355) (0.0122)  (0.0637)
Low non-cog * high cog. -0.0408***  -0.0227 -0.00686 0.00794 -0.0346
(0.00845)  (0.0394)  (0.0381)  (0.0130)  (0.0723)
Low non-cog * low cog. 0.0137** -0.0323 -0.0310 0.0182 -0.0579
(0.00606)  (0.0350)  (0.0349)  (0.0124)  (0.0603)
Control:
Personal and family variables \Y \Y% \Y \Y A%
Family FE V A% A%
College \Y \Y A%
Firm FE A%
Firm information A%

Notes: The table reports the estimates of the skills effects on initial wage which is deflated
by the CPI. The variable of high skills equals 1 if the proxy is larger than 1 standard
deviation, and equals 0 otherwise. All the models control the test year fixed-effects, and
the personal information including sex, birth weight, birth order, high school status, and
the family background including parents’ schooling years and whether they are in the
public sector or not. College information includes whether an examinee attended a public
college after the tests, and the category of the department. Firm information includes the
scale and the industry.

* Significant at the 10% level. ** Significant at the 5% level. *** Significant at the 1%
level.

other words, someone increasing their frustration tolerance can help them to be more
likely to be employed, especially when they are older, but the skills cannot help them to
have higher wages or get rid of a minimum wage position.

On the other hand, cognitive skills are a stronger predictor of wages. When ruling out
the influence from family backgrounds, one standard deviation higher in cognitive skills can
lead the wages at age 26 to 30 to increase by 8% to 10%, while 1% to 2% is contributed from
college, 4% to 5% is through the job matching, and around 3% is directly from the higher

skills. As to being a minimum wage worker, one standard deviation higher in cognitive
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Table 10: Nonlinear Estimates of Skills Effects on Wage at Age 30

(1) (2) (3) (4) (5)
High non-cog. 0.0575%**  0.0657**  0.0407  0.0139*** ~ 0.0493*
(0.00431)  (0.0285)  (0.0282)  (0.00399)  (0.0283)
Low non-cog. -0.0485***  0.0121 0.0255  -0.0129%**  0.0348
(0.00394)  (0.0258)  (0.0257)  (0.00397)  (0.0261)
High cog. 0.179%F%  0.158%F*  0.113%**  0.0446***  0.0834***
(0.00422)  (0.0256)  (0.0268)  (0.00395)  (0.0273)
Low cog. -0.114***  -0.0629**  -0.0337  -0.0307***  -0.0249
(0.00365)  (0.0265)  (0.0273)  (0.00427)  (0.0277)
High non-cog * high cog. -0.00566 0.0292 0.0246 -0.0112 0.0119
(0.0104) (0.0574)  (0.0566)  (0.00841)  (0.0546)
High non-cog * low cog. 0.00507 -0.122*%%  -0.108*%  -0.00435 -0.0957
(0.00896)  (0.0591)  (0.0585)  (0.00893)  (0.0584)
Low non-cog * high cog. -0.0494***  -0.0972 -0.0879 -0.0132 -0.0989°*
(0.0106) (0.0644)  (0.0630)  (0.00939)  (0.0581)
Low non-cog * low cog. 0.0175%** -0.0555 -0.0505 0.00887 -0.0471
(0.00880)  (0.0610)  (0.0601)  (0.0102) (0.0608)
Control:
Personal and family variables \Y \Y \Y \Y \Y
Family FE A% A% A%
College A% \Y A%
Firm FE V
Firm information A%

Notes: The table reports the estimates of the skills effects on wage at age 30, which is
deflated by the CPI. The variable of high skills equals 1 if the proxy is larger than 1
standard deviation, and equals 0 otherwise. All the models control the test year fixed-
effects, and the personal information including sex, birth weight, birth order, high school
status, and the family background including parents’ schooling years and whether they are
in the public sector or not. College information includes whether an examinee attended
a public college after the tests, and the category of the department. Firm information
includes the scale and the industry.

* Significant at the 10% level. ** Significant at the 5% level. *** Significant at the 1%
level.

skills can lead the probability at age 26 to 30 to decrease by 1 to 3 percentage points, but
all of it goes though the job matching rather than directly by the skills. But when it comes
to employment, cognitive skills have no direct or indirect effect after controlling the family
fixed-effects. And they have similar effects to frustration tolerance on being a civil servant.
One standard deviation higher in cognitive skills directly leads the probability of being a
civil servant over ages 26 to 30 to increase about 2 percentage points, and indirectly raises
it 1 to 2 percentage points through the college.

The results that frustration tolerance is more relevant to employment and cognitive
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Table 11: Nonlinear Estimates of Skills Effects on Being A Minimum Wage Worker at Age
30

0 B ©) @ @
High non-cog. -0.00608**  0.0122 0.0141 0.00216* 0.0141
(0.00252)  (0.0183) (0.0189) (0.00124) (0.0195)
Low non-cog. 0.00968***  (0.00423  0.00321 -0.000577  -8.10e-06
(0.00264)  (0.0182) (0.0182) (0.00143) (0.0196)
High cog. -0.0212*%**  -0.0207  -0.0149  0.00240* -0.00442
(0.00212)  (0.0151) (0.0167) (0.00124) (0.0183)
Low cog. 0.0266***  0.00257 0.000620  0.000285  -0.00400
(0.00274)  (0.0193) (0.0199) (0.00150) (0.0212)
High non-cog * high cog. 0.000427  -0.0164 -0.0129  -0.00312 -0.0166
(0.00460)  (0.0287) (0.0290) (0.00217) (0.0289)
High non-cog * low cog. -0.0112* 0.0253 0.0214  -0.000176 0.0415
(0.00597)  (0.0430) (0.0431) (0.00341) (0.0413)
Low non-cog * high cog. -0.00109 0.0165 0.0149  -0.00124 0.0304
(0.00566)  (0.0332) (0.0338) (0.00272) (0.0362)
Low non-cog * low cog. 0.00396 0.0934*  0.0944*  0.00376 0.104*
(0.00729)  (0.0551) (0.0556) (0.00419) (0.0583)
Control:
Personal and family variables V v v A% v
Family FE A% A% A%
College A% Vv V
Firm FE A%
Firm information \Y

Notes: The table reports the estimates of the skills effects on being a minimum wage worker
at age 30, which is a dummy variable of 0 or 1. The variable of high skills equals 1 if the
proxy is larger than 1 standard deviation, and equals 0 otherwise. All the models control
the test year fixed-effects, and the personal information including sex, birth weight, birth
order, high school status, and the family background including parents’ schooling years
and whether they are in the public sector or not. College information includes whether
an examinee attended a public college after the tests, and the category of the department.
Firm information includes the scale and the industry.

* Significant at the 10% level. ** Significant at the 5% level. *** Significant at the 1%
level.

skills are stronger to explain the wage difference are in line with the previous finding in
Lindqvist and Vestman (2011). This study has further considered the mechanisms that
skills go through. The smaller part of the direct influence from both skills on wages
indicates that these two skills may not efficiently raise people’s productivity if we assume
that the wage sufficiently reflects the marginal product of labor. If it is true, then it means
that people who have higher frustration tolerance only make more effort to find jobs or

attain better educations but do not make more effort on their work, and people who have
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higher cognitive skills have abilities to go to better schools and find highly-paid jobs but
contribute very little on their work.

However, this explanation is only based on the labor supply side and would be chal-
lenged, while previous studies have already found some evidence on the labor demand side
that employers prefer employees who have higher non-cognitive skills (Mourshed et al.,
2012; Protsch and Solga, 2015; Cunningham and Villasenor, 2016). As long as the pref-
erence reflects a rational choice from the profit-maximizing employer, it means that those
kinds of labor can help employers to either lower the costs or increase the output. The
result shows that cohorts who have higher frustration tolerance do not have lower wages,
thus they may have a higher productivity or at least be helpful to the production. If it is
the case, their wages should be higher but they are suppressed due to some reasons. The
same reasons may also cause people who have higher cognitive skills have lower wages than
they could have. As non-cognitive skills acquire more attention in the labor market, the
question that future research could solve is why people having higher skills do not have
correspondingly higher wages.

Finally, the result on being a minimum wage worker shows that people have fall mini-
mum wage positions not because they have lower frustration tolerance or cognitive skills;
it is more related to their family background. Hence, to improve those workers’ situa-
tions, policy makers should think either to improve their family situations or to raise the

minimum wage directly rather than to raise their skills.

2 Employment, Wage, and Inequality Effects from A Min-
imum Wage Increase: Evidence from Monthly Personnel

Administrative Data of Taiwan

2.1 Introduction

In spite of abundant minimum wage studies, it remains an open question empirically as to
how a minimum wage increase affects wage inequality. Recently, Autor et al. (2016) use
three decades of data after 1980 to reassess the study of the minimum wage effect on the
US earning inequality that was done by Lee (1999), who found that the falling relative

level of the US federal minimum wage can account for the growth in inequality not only
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in the lower tail but also the higher tail of the wage distribution. Although they use an
IV strategy eliminating most of the ripple effects found by Lee, they still observe spillover
effects which they argue are a result of a measurement error, but needs to be proved with
ideally administrative payroll data.

In fact, other than spillover effects, influence of the minimum wage on wage inequality
also depends on the effects—both the wage and employment effects—on workers who are
directly affected by the minimum wage. Studies using the wage distribution to identify the
minimum wage effect on the wage inequality, such as these two influential studies, need to
be based on the assumption of no employment effect on workers bound by the minimum
wage in their sample.!® However, the assumption may not hold, especially when minimum
wages increase and affect more than teenagers and other minority workers.

In a more recent working paper, Cengiz et al. (2018) used a bunching-based method
to estimate the wage frequency distribution and proved that there were spillover effects of
minimum wage increases in the administrative data with no disemployment effect at the
same time, which is inferred by tracking the changes in the number of jobs throughout the
wage distribution. The drawback of this method is that under the accumulated number it
failed to identify who gained or lost jobs, which is rather a critical issue in the minimum
wage research. In other words, to answer the open question about the wage inequality
effect resulting from minimum wage increases, other than keeping focusing on the wage
distribution, it would be helpful to go back to the individual-based analysis—how are the
lowest-wage workers affected by the minimum wage increases, and also what are the effects
on workers who earn slightly above the new minimum?

However, previous literature fails to answer those questions due to combined issues
in three key aspects. First, there is a paucity of research on the directly affected work-
ers, which is the lowest-wage group (Belman et al., 2015; Manning, 2016; Jardim et al.,
2017; Boffy-Ramirez, 2019). Second, similar to the first but not identical, previous stud-
ies mostly include directly affected workers and indirectly affected workers with slightly
higher wages than the minimum. As a result, both the direct and indirect effects, which
may result from the labor-labor substitution, the scale effect, or the compensation hierar-

chies, cannot be identified (Neumark, 2018). Third, the empirical methodology needs to

15T ee (1999) only focused on the observed wage distribution without accounting for employment effects
caused by the minimum wage. Autor et al. (2016) argued that limiting their sample to 25-64 years old can
prevent their findings from being affected by disemployment effects.
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rely on a valid counterfactual, which could be contaminated by unobservable confounders,
trends, or impacts caused by minimum wage changes (Allegretto et al., 2017; Neumark
and Wascher, 2017; Totty, 2017). These three aspects have been discussed separately in
prior studies more or less, in particular the methodology. But to my knowledge, there has
not been a study dealing with all of them yet. Actually, without the separation of workers
with different levels of wages, the methodology cannot prevent attenuated estimates of the
effect as they blend workers and rule out unobservable impacts of minimum wage in the
counterfactual.

This study aims to pin down the minimum wage effects on the earning inequality by
providing firm- and individual-level evidence built on an unique method containing several
features. First, the changes in the wage and employment of bound and unbound workers
are separated and tracked in this study. This study has the advantage of being based on
monthly administrative personnel longitudinal data of Taiwan, the monthly record of the
mandatory labor and employment insurance run by the government. Second, rather than
using the method of difference in difference, I employ the approach of sharp regression
discontinuity (RD) design. This high frequency data along with there being only one
increase in the national minimum wage during the research period allow me to use RD
to avoid the need of creating a valid counterfactual. Third, this study also analyzes the
difference between individuals rather than the difference between percentiles in the wage
distribution.

To my best knowledge, this is the first study using high quality personnel administrative
data to estimate the direct and indirect effects of a minimum wage increase simultaneously,
hence providing individual-level evidence for the wage inequality effect and contributing
to the literature examining the wage difference in the wage distribution (Dinardo et al.,
1996; Lee, 1999; Autor et al., 2016; Cengiz et al., 2018). Meanwhile, the research also
contributes to the literature on employment effects by dealing with the issues of research
targets (Neumark and Wascher, 2007; Sabia et al., 2012; Belman et al., 2015; Manning,
2016; Jardim et al., 2017; Neumark, 2018; Boffy-Ramirez, 2019), the methodology (Alle-
gretto et al., 2017; Neumark and Wascher, 2017; Totty, 2017; Boffy-Ramirez, 2019), and
the employment flow (Brochu and Green, 2013; Dube et al., 2016). In addition, it also con-
tributes to the literature on spillover effects (Gramlich, 1976; Grossman, 1983; Akerlof and

Yellen, 1990; Katz and Krueger, 1992; Spriggs, 1993; Card and Krueger, 1994; Neumark
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et al., 2004; Clemens et al., 2018; Cengiz et al., 2018; Dube et al., 2019), in which recent
studies find positive wage spillover effect and refer to the equity effect (Cengiz et al., 2018;
Dube et al., 2019). Finally, since the inequality has worsened in most of the countries since
the 1980s, and the minimum wage is a common tool universally, results from Taiwan also
enrich the literature.

To explain the effect on wage inequality, the hypothesis of the "equity effect" for the
spillover effect plays a main role in recent studies, such as Giupponi and Machin (2018) and
Dube et al. (2019). This effect reflects the firm’s response to maintain the wage structure,
given workers’ efforts depend on relative wages rather than absolute ones. Under this
hypothesis, firms simply raise overall wages and product prices to mitigate the increase in
the minimum wage (Gramlich, 1976; Grossman, 1983; Akerlof and Yellen, 1990; Katz and
Krueger, 1992). Recently, Dube et al. (2019) used data from a large US retailer showing
that workers with wages up to 15% higher than the new minimum had raises after the
minimum wage increase because of the firm’s policy. If it is the case generally, there
should be no employment effect but wage increases, then using the wage distribution to
analyze earning inequality would not be problematic as described above.

In this study, I began by generating the matched employee-employer data to analyze
the changes of employment and average wages in firms to see if this hypothesis is supported
by the data. By using the RD approach with the monthly periods as the running variable, I
do not have to assume a counterfactual. Instead, the assumption behind the methodology
is that the labor market outcomes are continuous around the cutoff time, which is the
time of the implementation of the new minimum. If a discontinuity exists, it reflects the
exogenous policy impacts. In other words, I use the time cutoff as an instrument variable
to replace the minimum wage variable when identifying the causal effects of the minimum
wage increase. Compared to assuming the counterfactual has a similar trend but is totally
unrelated to the minimum wage change, the assumption in this study is weaker.

The estimates from the firm-level analysis initially show that there is a significant
positive effect on the average nominal wage and no significant employment effect on full-
time workers of all firms. Those results are in line with the expectation of the hypothesis.
However, the results do not hold when it comes to the real wage and the employment of
small scale firms, which were more likely to be affected by the minimum wage increase. My

best estimates show that the average real wage significantly decreased by 1% compared to
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the prior level, and the employment effect is mixed but apparently not null. In a short
bandwidth, about six months before and after the minimum wage increase, the lowest-wage
full-time employment including the bound workers and the new minimum was increased by
1%, and the slightly higher-wage employment was increased by 2%:; in a longer bandwidth,
about 10 months before and after, the lowest-wage employment was decreased by 1%
but may result from minimum wage employers moving to higher-wage positions rather
than disemployment, since the higher-wage employment was increased more and the total
employment was increased by 2%. In addition, the part-time employment was increased
by 12% to 25% from short bandwidth to longer bandwidth.

Except for the employment change, since the increase in the minimum wage exceeded
the consumer price index, the decline of the average real wage may come from the unbound
workers, which is opposite to the hypothesis. I then transfer my focus from employment
of wage positions to individual workers to clarify from where the effects came.

To identify the effects on individuals, I firstly show the challenge of classifying work-
ers by using observable wages. Since the workers’ wage information only can be observed
given they are employed, using wages just prior to the increase can lead to missing the
effects of minimum wages on transitions from non-employment to employment (Neumark,
2018). Previous studies usually used workers’ previous average wage to do classification
(Clemens and Wither, 2014, 2017). However, it may mix the effects from directly af-
fected and indirectly affected workers. In addition, since the outcomes—the wage and the
employment—are also used to classify groups of workers, I show that using more restrictive
information to select groups may lead to artifacts.

Workers with previous wages bound by the new minimum all the time or just bound
before the cutoff time had a dramatic decline in employment after the increase. This is not
due to the policy effect, but instead is a result of the target group being restricted to those
employed with low wages previously instead. It also leads to an artifact of wage changes.
To avoid the influence from the restriction, I use the earliest wage information, about forty
months before the increase, to classify workers, and then track their wages and status of
employment overtime. The results show that the former bound workers experienced signif-
icant increases on their nominal and real wages and even on their employment probability.
As a result, their real earnings, including the change of their employment, were increased.

On the other hand, the former unbound workers had their employment probability raised
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but with an adverse effect on their real wages. The two opposite effects lead to total real
earnings having no significant change.

The drawback of this classification strategy is the mixing of the direct and indirect
effects, since the former status may change after forty months. To solve this problem, I
then use the wage distributions before the minimum wage increase for those two groups of
workers to separate both direct and indirect effects. The additional assumptions are that
there is no effect on workers with much higher wages than the unbound workers I define,
and all the workers share the same unemployment rate. Even after this adjustment, all
the directions of results stay the same but with larger and more distinctive estimates of
effects on the two groups of workers. My estimates show that the employment of full-time
workers bound by the minimum wage is significantly increased by 1% to 4% due to the
minimum wage increase, while their real wage is increased by 1% to 3%. On the other
hand, the employment of workers who had wages slightly higher than the new minimum
wage is also increased by 3% to 7%, but their real wage is decreased by 6% to 11%. The
decrease reflects that they lose their potential nominal wage increase and suffer because
of the hike of the CPI rather than having their wages cut. As a combining result of the
employment and wage effect, the bound workers have their real earnings increased by 4%
to 5% but the unbound workers have no significant change on their real earnings.

The positive employment effect on the low-wage workers is not so striking, since it has
also been found by some recent studies (Dolton et al., 2012; Giuliano, 2013). The most
surprising part is that there is no wage spillover effect but a negative influence on the
unbound workers’ real wages. The result is opposite to the results shown by Dube et al.
(2019), which used data from a large individual firm, and Cengiz et al. (2018), in which
they focused on the wage distribution. By tracking individuals to identify effects, this
study at least points out an alternative expectation compared to those results. Meanwhile,
the results show that there is no spillover effect on the earning inequality, also different
from the studies focusing on the wage distribution (Lee, 1999; Autor et al., 2016).

In addition to estimating separated effects on bound and unbound workers, I further
analyze the difference between the former bound and unbound workers across time. Com-
pared to separated estimates, this method can rule out factors that may influence both
kinds of workers. I show that differences in nominal wages, real wages, and earnings be-

tween them had discontinuous declines around the cutoff time, which means the wage and
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the earning inequalities were narrowed. The effects persisted during the remainder of our
data period, forty months after the minimum wage increase. Since the wage increase of
bound workers was determined by their previous nominal wages and the new minimum, I
then test whether the unbound workers had any nominal wage change after the increase
by using the wage distribution prior to the wage increase to generate the expected wage
increase amount. The result also shows that rather than increasing, the unbound work-
ers’ nominal wage was significantly lower than before, which still proves that there is no
spillover effect on the wage inequality.

Since the results I show are not in line with the hypothesis of the equity effect (Gramlich,
1976; Grossman, 1983; Akerlof and Yellen, 1990; Katz and Krueger, 1992; Dube et al.,
2019) or the demand shift resulting from the labor-labor substitution effect expected by
standard economic theory, the next question is how did it happen. The most influential
alternative theories behind the minimum wage studies include monopsony power (Burdett
and Mortensen, 1998; Bhaskar and To, 1999; Manning, 2003; Flinn, 2006; Ahn et al., 2011)
and search models (Ahn et al., 2011; Brochu and Green, 2013; Giuliano, 2013; Gittings
and Schmutte, 2016). In more recent studies, Brochu and Green (2013) and Dube et al.
(2016) found that separations and accessions rates among potentially affected workers
were reduced because of minimum wage increases, which is consistent to search models’
expectations. Following the studies, I use the matched employee-employer data to test the
employment flow to check if results are in line with the search models.

Different from Dube et al. (2016), in which they used border discontinuity design, I
use RD to observe the changes of the separation and new hire rates of the full-time and
part-time workers among small scale firms. Rather than finding a robust decline on those
rates, the results are mixed and show robustly contrary effects on part-time workers. The
full-time separation rate was decreased by 3.3% in a longer bandwidth, but there was
no significant change in a shorter one; the new hire rate had no significant change in a
longer bandwidth but was increased by 39% in a shorter bandwidth. Turning to part-time
employment, results show that there were higher separation and new hire rates after the
minimum wage increase no matter the length of the bandwidth. Compared to the prior
level, the separation rate on part-time workers was increased by a percent in the low 30s,
and the new hire rate was increased by a percent in the high 30s to the low 40s. Apparently,

the search friction previous studies expected may not explain this result.
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Through the advantage of identifying individual workers, I further generate the transi-
tion matrix of the former bound workers during the research period. I classify five employ-
ment statuses, including full-time employed with the lowest wage, full-time employed with a
low wage, full-time employed with a high wage, part-time employed, and non-employment.
I track the individuals’ transitions among the five statuses between every month, hence
there would be twenty-five situations at every time. This approach helps to identify the
transition changes more directly.

I find that the full-time employed workers have a steady probability of staying in the
original statuses after the minimum wage increase. It means that their separation does
not decline, which is in line with the finding in the short run firm-level analysis. On the
other hand, full-time workers have a higher probability of transferring to part-time jobs
although the scale of transferring to part-time jobs is too small to affect the main transition.
However, one month after the full-time workers transit to part-time jobs, the probabilities of
part-time workers transferring to full-time employment and non-employment are increased.
These higher inflow and outflow on the part-time employment are also consistent to the
firm-level finding. In other words, even the individual transition still rejects the possibility
of the search friction hypothesis.

Although the transition matrix cannot directly prove the non-employed but potentially
low-wage workers’ (including workers bound by the minimum and slightly above the new
minimum) transition, their higher employment along with the steady separation rates
indicate the increased employment should be from non-employment. The entry of the
bound full-time workers and the transition from full-time to part-time are more close to
the theory of the traditional monopsony theory, in which the labor market is "supply-
constrained" (Card and Krueger, 1994).

However, the increased entry to full-time employment with wages slightly higher than
the new minimum wage may be from the contribution of labor demand or labor supply.
Since their growth in employment coincides with a decrease in their real wages, there
seems to be an outward shift of the labor supply. Previously, Neumark et al. (2004) found
similar results but attributed it to slightly higher-wage workers needing to work more to
cover their lower-wage family members’ disemployment due to the minimum wage increase.
That explanation is obviously not valid here since there is no apparent disemployment effect

on the bound workers. That is, even though the phenomenon is really from a shift of the
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labor supply, the reason is unknown. An alternative explanation is employers suppress the
wage growth of the slightly higher-wage workers to mitigate the hike in labor cost, but they
also have higher demand for these workers because they are relatively cheaper. And due
to high labor supply elasticity of those workers, their wages have not increased because of
the higher labor demand.

Finally, considering another channel of a "spillover" effect, I also estimate the minimum
wage effect on workplace safety. By matching employee-employer data with injury benefit
records of the labor insurance, I find that the occupational injury rate in firms was increased
about 23% to 30% compared to the prior level. It might be inferred that the employers
cut safety-related costs or forced an increase in labor productivity increased to lower the
cost pressure.

The study proceeds as follows. In Section 2 I review the literature related to the
minimum wage effect. The policy background and the data used in this study are described
in Section 3. The empirical methodology and data setting are described in Section 4, and
the empirical findings are shown in Section 5. The final section concludes and discusses

the limitation.

2.2 Literature Review

This study is related to three strands of literature. Studies analyzing the minimum wage
effect on the wage inequality, literature on estimating the employment effect of minimum

wage, and researches related to spillover effects of minimum wage.

2.2.1 Wage Inequality Effects of Minimum Wage

The massive increase in wage inequality in the US has raised attention to the role of
the minimum wage. Dinardo et al. (1996) first used the density of wage distribution to
identify the effect of minimum wages on changes in the US distribution of wages between
men and women. They simulated a counterfactual wage distribution for 1988 by adjusting
the minimum wage back to the 1979 level in real terms. They estimated the effects in the
lower tail of the distribution by assuming neither the disemployment effect, the spillover
effect, nor the change on the shape of density existed. Their results showed that the decline
in the real value of the minimum wage accounted for about one-third of the increase in

residual wage inequality, which was larger for women. Lee (1999) relaxed the assumptions
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of Dinardo et al. (1996) by simply using the variation in the relative level of the federal
minimum wage, which was measured as the log-differential between the logs of the minimum
wage and some measure of the median, between states and years to identify the effects on
the log wage differentials in the lower tail and also the upper tail during 1979 to 1988. The
results Lee found are striking. The decline in the real value of minimum wages can explain
more than the whole rise of the 10/50 wage differential. It means that if the real value
of the minimum wage stays constant during the period, the wage inequality would have
compressed rather than increased. In addition, other than the effect on the 10/50 wage
differential, there was also a large effect on the 25/50 wage differential and even effects in
the upper tail. Because the estimates are based on the wage distribution, Lee listed the
effects may be due to three possible cases which have still not been proven: censoring with
no spillover effect or disemployment, spillovers with no disemployment, and truncation by
disemployment but with no spillover effect. Acknowledging the huge difference between
these two studies, Teulings (2003) found evidence in line with Lee (1999) and rejected the
assumptions of Dinardo et al. (1996) that there were no spillovers nor change in the shape
of the wage distribution.

However, given the median wage is the standard benchmark for identifying wage differ-
entials in Dinardo et al. (1996) and Lee (1999), Autor et al. (2016) raised the question of
correlation existing between the residuals of the median wage and the wage differentials.
Considering that shocks on the median may have less impact on wages farther from it, the
non-zero correlation between the median and wage differentials lead to biased estimates.
Alternatively, they employed an IV approach with three I'Vs including the log of the real
minimum wage, the square of the log of the real minimum wage, and the interaction be-
tween the log minimum wage and the average log median real wage for the state over the
sample period. By using the IV approach and a longer period from 1979 to 2012, they
found that the OLS estimates shrank noticeably and there were no effects left in the upper
tail. Compared to the extent of 85% to 110% that could be seen as the contribution of the
falling minimum wage in the lower tail distribution by the OLS estimates, 2SLS estimates
found only less than 40%. Even with that, they still found effects extending to the wage
distribution that the minimum wage cannot mechanically affect, hence, still leaving open
the question of whether spillovers existed. They pointed out it could be from measurement

error, but they lacked proof from ideal administrative payroll data.
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Although the IV strategy solves the problem of the potential correlation, the work of
Autor et al. (2016) is still built on the density of the wage distribution. Results could still
reflect the truncation case as Lee (1999) noted, in which disemployment caused a reduction
in the number of low wages in the distribution, and hence present a more positive effect on
reducing the wage inequality. Facing this potential question, Autor et al. (2016) limited
their sample to those who were 25—64 years old, but they could not resolve the concerns
of whether higher-age but low-wage workers were actually affected by the minimum wage
increase. By using administrative payroll data, Cengiz et al. (2018) used a novel method
by counting the change in the frequency of jobs in the lower tail of the wage distribution.
More specifically, they generated a counterfactual wage distribution and then compared
the missing jobs that were below the new minimum in the counterfactual to the excess jobs
that had wages at or slightly above the new minimum in the post-treatment period. The
employment effect was measured by the summation of the missing and excess jobs; the
change in the total wage between the bunching range was calculated by multiplying the
change in jobs and the related wage levels, and then was used to derive the average wage
effect divided by jobs below the mew minimum. This wage effect was further used to quan-
tify the wage spillover effect, which was measured by comparing the change in the average
wage and the mechanical wage change which was calculated without no spillovers. They
also separated sample based on incumbents and new entrants, classified by employment
status at one year before the increase. Their results show that there was no disemployment
effect and only modest wage spillovers, which is in line with the finding from Autor et al.
(2016), and the spillovers mainly came from the incumbents.

Even though Cengiz et al. (2018) gave new evidence combined with employment and
wage effects by using the bunching-based method, there are some unclear aspects in this
method. First, the employment effect they estimated may mix up effects from workers
with higher wages than the new minimum before the policy change. Instead of the bound
workers staying in employment, alternative explanations to the excess jobs may be in-
creased employment for the higher-wage workers or workers in other wage levels moving to
those positions. In other words, how to decide the bunching range for the bound workers
may lead to different results. If the range is smaller, they may find disemployment on the
bound workers and the positive employment effect on the unbound workers. Even though

they separated out the incumbents and still found no employment effect, employment in-
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formation one year before the policy change may be inappropriate to use if employers are
more likely to reemploy workers just left. Meanwhile, the total sample seems to have more
positive employment change than the subsamples of incumbents and new entrants, which
also raises the concern that there may be some part having higher employment change
neglected in the analysis of the subsample. Second, similarly, the wage and spillover effects
they measured also have to stand on the fact that there as no employment effect on the
high-wage workers. If it is the case, then the wage change and the spillovers reflect the
change in the distribution rather than the the effects on the bound and unbound workers.
Third, there also seems to be a concept confusion between the wage effect and the spillover
effect, since they used the whole wage change between the bunching range to measure the
wage effect on the jobs below the new minimum, and also used it to measure the spillovers
on the higher-wage jobs.

Hence, studies going back to the individual-based analysis to clarify the employment

and wage effects on workers in different statuses are needed in this strand of literature.

2.2.2 Employment Effects of Minimum Wage

The second related strand of literature is on the employment effect. By the standard
economic theory, workers with lower wages than the minimum would be forced to unem-
ployment due to their lower productivity. As a result, people who are supposed to be helped
suffer instead because of the policy. However, the assumption behind the story, the perfect
competition in the labor market, may not hold. Alternative theories at least include the
monopsony labor market (Burdett and Mortensen, 1998; Bhaskar and To, 1999; Manning,
2003, 2011; Ashenfelter et al., 2010), search frictions (Burdett and Mortensen, 1998; Flinn,
2006; Ahn et al., 2011; Brochu and Green, 2013), efficiency wages (Rebitzer and Taylor,
1995), and informational asymmetries (Drazen, 1986). Due to the ambiguity of theories,
the empirical result is the key to understand the real employment effects. Unfortunately,
even today estimates are still elusive (Schmitt, 2013; Manning, 2016; Neumark, 2018) and
negative publication biases may exist (Doucouliagos and Stanley, 2009), even on teenagers

and restaurant workers, which are the groups thought to be more likely to be affected.'6

16 Teenagers are the most concerned group in the literature on minimum wage effect. For example,
a meta-analysis study, Doucouliagos and Stanley (2009), noted that there were more than half of the
minimum wage studies focusing on teenagers in their collection of 64 US studies. More recently, in the
review of Belman et al. (2015), more than forty studies (one third of studies they reviewed) provided
estimates of effects on teenagers. Restaurant workers are the second most popular group studied. Studies
include Card and Krueger (1994), Dube et al. (2010), Giuliano (2013), Addison et al. (2013), Neumark
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2.2.2.1 The Methodology

The elusiveness results from the evolution of the methodology. In the development of
the US literature, the conference launching the New Minimum Wage Research in 1991
was a critical turning point. Prior to the conference, as Brown et al. (1982) reviewed,
early studies relied on one-dimensional variation, more from time-series data than cross-
sectional data. The main limitation of time-series data is that disaggregation by region
and detailed industry is precluded. Following the conference, Neumark and Wascher (1992)
adapted the framework of the time-series research into panel data, which generated more
variation to consider potentially influential factors even between the same time period.
To rule out confounding factors, they form the standard two-way fixed effect model to
eliminate unobservable influence from time and states. Results they found are similar to
previous time-series studies, the employment elasticity of the minimum wage was -0.1 to
-0.2 among teenagers and -0.15 to -0.2 among young adults. On the other hand, Card and
Krueger (1994) introduced the approach of the quasi-experiments and the technique of
difference—in—difference to evaluate the employment effect on the fast-food industry of a
minimum wage increase in New Jersey. They used survey data comparing the employment
difference between New Jersey and eastern Pennsylvania, in which there was no minimum
wage change, before and after the change in New Jersey. Rather than finding a significant
negative elasticity, their results even showed a positive effect.

The striking finding of Card and Krueger (1994) gave challenges to the conventional
thought of economists. However, there might be concerns about generalizing results from
this approach of quasi-experiments, which was based on a short-term case study (Belman
et al., 2015). Compared to case studies, analysis on panel data seems more likely to
capture the overall minimum wage effect. Nevertheless, estimates from panel data analysis
may just reflect correlation rather than causal effect. This doubt is also raised by the
following studies. Dube et al. (2010) and Allegretto et al. (2011) gave two challenges
to the standard two-way fixed effect model. First, the minimum wage implementation
may be endogenous or have correlation with labor demand and supply. For example,
technological changes cause the job polarization that pushes middle-skilled adults into
low-skilled jobs traditionally held by teenagers, thus lowering teenage employment (Smith,

2011), and high minimum wage states usually have higher job polarization (Allegretto

et al. (2014a), Dube et al. (2016), and Totty (2017).

60 d0i:10.6342/NTU201901247



et al., 2017), hence states with higher minimum wages have correlation with higher teenage
unemployment. Second, there may be specific time trends in states where the minimum
wage is raised. For example, implementation of minimum wage increases usually has a time
lag from enactment, which usually happens when there is an expanding economy and low
unemployment. At the time of implementation, though, the economy may be contracting
with increasing unemployment. To solve these problems, Dube et al. (2010) and Allegretto
et al. (2011) argued that economic shocks could be the same in close regions, so it is more
precise to estimate by using the border discontinuity design in which the control group is
selected from a contiguous area. In other words, they mix the panel data analysis with
the approach of the quasi-experiment. Besides, they consider an estimate is biased if there
are pre-trends in both treatment and control areas, so they argue that the state-specific
trend should be controlled. After making these two settings, they found that there was no
significant decrease in restaurant employment nor teen employment. Totty (2017) used a
factor model and also found results in line with Dube et al. (2010) and Allegretto et al.
(2011) that were significantly lower than ones from a standard two-way fixed effect model.

The setting of panel data with quasi-experiments combines advantages of two ap-
proaches. However, the debate continues as to whether a contiguous area is a good control.
The other camp of this debate (Neumark et al., 2014a,b; Neumark and Wascher, 2017; Neu-
mark, 2018) argued that taking nearby areas as controls is even worse than using others
due to two reasons. One is that there could exist some unobservable differences that lead
to the nearby areas having different minimum wages, and hence the estimates would be
more biased. The second is that if the migration cost is low, then low-skilled workers may
move to nearby areas, so the comparison would be problematic. Rather than relying on
a prior assumption about which controls are valid, they argued that data-driven methods
are more plausible to find adequate controls.'” In addition, they questioned whether con-
trolling state-specific trends absorbs the treatment effects if the effect is dynamic.'® Sabia
et al. (2012) first used the synthetic control and found negative effects, even the results
were the same when they used geographically proximate comparison and the within-state
comparison. Neumark et al. (2014b) also found negative effects by using the synthetic

control and pointed out the cross-border design of Dube et al. (2010) and Allegretto et al.

17 The synthetic controls used by minimum wage studies usually followed the technique from Abadie
et al. (2010).
8 See Meer and West (2016).
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(2011) was not supported by the data and hence lead to problematic conclusions. Other
studies, like Powell (2016), also found negative results.

Nevertheless, the synthetic control approach cannot cease the debate. Dube and Zip-
perer (2015) and Allegretto et al. (2017) still found small negative and insignificant effects
by using data-driven approaches to select controls. They also showed that the estimates
are biased without controlling the pre-exiting trends. Reich et al. (2017) also found no
effect with synthetic controls. Besides, as Belman et al. (2015) reviewed, it is hard to
employ synthetic controls in a long panel, since the minimum wage rises both frequently
and asynchronously across states. When synthetic controls include states with minimum
wage increases in the pool (such as one that Neumark et al. (2014b) used), which disobeys
the concept of the quasi-experiments, the method loses its intuitive appeal. In a recent
working paper using administrative data to study the effects of minimum wage increases
in Seattle, Jardim et al. (2017) found results influenced by controls. Even the local area
controls cannot pass the falsification test. Estimates by synthetic control are not signifi-
cant, but estimates are significantly negative via an approach of interactive fixed effects.
The method was also employed by Totty (2017), but no significant effect was found.

Following the debate, a challenge for future researches is not just how to select an
appropriate control as in Neumark et al. (2014b), but how to select controls that can
defeat all the potential alternatives. Otherwise, the debate may keep going. More recently,
some studies began trying to avoid making the assumption of a counterfactual control.
Harasztosi and Lindner (2017) and Cengiz et al. (2018) switched focus from panel data to
wage distribution. The counterfactual they assumed is not a group of units, individuals
or firms, but a wage distribution before the minimum wage changes. The former used
Hungary data and found the low-wage jobs were kept with higher payment after a huge
minimum wage increase, and the latter used US data and found the same results. However,
this novel method needs to rely on an unclear assumption that the earnings distribution
would not be affected by the minimum wage change. Meanwhile, as mentioned before
in this review, the employment effect estimated by the bunching-based method may mix
up effects from higher-wage workers, which would may underestimate the disemployment
effect.

Other than estimating changes in the wage distribution, in a very recent working paper,

Boffy-Ramirez (2019) used a within-individual difference by using an individual-level panel
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data to avoid choosing or creating a control group. They limited their sample to workers
affected by the increases. The method they employed uses a four-month window to identify
workers’ statuses prior to and past the policy changes. In other words, they used workers’
information one to three months before the adjustment in minimum wage to find out those
affected, and estimated their employment status three months to one month after the
increase, respectively. To avoid confounding factors, they provided estimates by controlling
individual, month, and state fixed effects. They found no disemployment effect right after
the increase in the minimum wage, but there was decreased labor force participation. This
approach takes advantage of the capacity of identifying individual workers, but it still
needs to be built on the assumption that panel data analysis requires, which is that the
wage changes are not correlated with labor market factors that influence the individuals as
well. Besides, since they used a very short window to identify workers, they may neglect
entry effects from workers with longer duration of unemployment. Regardless of their
imperfections, those few studies with new methods are favorable to provide new evidence

without debatable controls.

2.2.2.2 The Affected

The elusive results of the employment effect on the specific groups of workers, especially
the teenagers, has raised another stream of discussion: who is affected by the minimum
wage? Concerns about focusing on particular demographic groups lead to increasing studies
evaluating effects on the affected.

In fact, in the US minimum wage literature, studying youth employment has been a
tradition lasting several decades. According to a previous review by Brown et al. (1982),
most of the time-series studies before the 1980s only provided estimated results on youth
and some only on teenagers. Even today, as Belman et al. (2015) reviewed, more than
one-third of studies estimated effects on teens. The reason behind this is obvious, if the
minimum wage has a negative effect, it should be more likely to have effects on teenagers
since they have higher proportions of low-wage jobs. However, there are increasing doubts
if teens should still receive so much attention from researchers nowadays. First, teenagers
may move to higher-wage positions from the lowest-wage status in the beginning of their
careers, and they also are not the main economic resource of their family. Hence, older low-

wage workers may be more affected by the minimum wage policy, which aims to provide
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supports to poor households (Neumark and Wascher, 2007; Sabia et al., 2012). Second, even
though teenagers have more exposure to low wages, their share of the low-wage workforce
is smaller than that of older workers and it is decreasing. For example, Belman et al.
(2015) noted that in the US labor market, teenagers (16-19) comprised 19% of workers
who earned no more than the minimum wage; older adults at least 25 years old were the
main part of these workers. Manning (2016) used US data from 1979 to 2014 and pointed
out that it is odd to put so much attention on teenagers, since their share of the total
employment is small and decreasing; they represented only 2% of total hours worked in
2014. On the contrary, youth with higher ages, such as 20-24 and 25-29, have higher
proportions of minimum wage workers, but they were not emphasized by researchers.'® It
means that focusing particularity on teens leads to missing a comprehensive understanding
of the employment effect resulting from the minimum wage (Belman et al., 2015; Manning,
2016; Allegretto et al., 2017). Third, using effects on teens may cause the estimates to be
biased. One possibility is that the actually unaffected workers among the teens lead to an
underestimate of the disemployment effect, if there is no effect on them (Neumark, 2018).
The other opposite argument is that since teens are the minority of the low-wage workers,
there may be a sample selection problem when researchers use results on teens to infer the
"employment effect”" of the minimum wage increases. It is worth noticing that the last
two arguments can be also used to question researches on restaurant workers, which is the
other main group researchers studied.

Compared to studying effects on particular demographic or industrial groups, there
is still a paucity of research on the affected workers, the low-wage/low-income groups
(Belman et al., 2015). One possible explanation to the insufficiency of researches on the
affected is about the data. Only individual-level panel data with information on wage and
employment status can be used to identify people who would be affected by minimum
wage increases. Besides, it is hard to determine the changes in employment status if the
frequency of the data is just annual. In other words, without monthly, or at least quarterly,
individual-level panel data, it is difficult to study the effects on the affected.

Neumark et al. (2004) first tried to match the US monthly Current Population Sur-
vey (CPS) data from 1979 to 1997. The difficulty is that only households were available

for doing the matching, and they were unable to use individual identifiers. In addition,

19 Manning (2016) also found no negative employment effect on youth 20-24 and 25-29, even though
they also experienced wage increases due to minimum wage increases.

64 d0i:10.6342/NTU201901247



probably because of the matching problem, they just analyzed differences of wages and
employment one to two years before and after. They found that low-wage workers were
strongly adversely affected by minimum wage increases when they added the lagged min-
imum wage effect. Although the low-wage workers’ wages increased due to the policy, a
decline in working hours led to a net adverse consequence. A more interesting finding is
that the higher-wage workers had their employment increased while their wages declined.
They explained that the labor supply of higher-wage workers may increase due to the
disemployment of their low-wage family members.

However, regardless of the matching problems, Neumark et al. (2004)’s conclusion
was built conditionally on workers initially employed, hence it was difficult to interpret
the overall employment effects. Neumark (2018) noted that more clearly. Since workers
unemployed during the pre-treatment period cannot be identified, the effect on the entry
into employment is neglected. Nevertheless, Neumark argued that omitting the entry
effect will lead to underestimating the disemployment effect, because employers tend to
decrease the turnover rates of employees due to minimum wage increases (Dube et al.,
2016; Gittings and Schmutte, 2016) and low-skilled workers have higher turnover rates
(Choi and Fernandez-Blanco, 2017). To deal with this problem, Neumark noted that a
longer-term panel data may be helpful.

Recently, by using an individual-level data from a large US retailer, Giuliano (2013)
made a contribution by estimating the differences of wage and employment between the
affected group and the less affected group, although they were still represented by teenagers
and adults, respectively. Giuliano showed that teenagers’ wages relative to adults’ were
significantly raised due to the federal minimum wage increase in 1996, and the higher wages
also led to higher participation and employment of the teenagers in average. However, an
interesting result was also found, the positive employment effect was driven by the increased
entry of younger and more affluent teenagers. As a more progressive way to compare the
difference between the affected and the unaffected, Clemens and Wither (2014) employed
an approach of triple-difference that was from states, periods, and wage groups. The
data they used is the Survey of Income and Program Participation (SIPP), which allows
them to see 12 months of individual-level wage data, from August 2008 through July
2009. They used pre-treatment wages to identify the affected and found a much larger

negative employment effect after the 2007 to 2009 increases in the federal minimum wage.
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However, the evidence was challenged by Zipperer (2016), which showed that the results
just reflected the consequence of the recession rather than the minimum wage increase.
On the other hand, they still faced the same challenge as Neumark et al. (2004). Besides,
the triple-difference method they used took the higher-wage workers as the counterfactual,
which may lead to biased estimates if there is a substitution effect.

In more recent working papers, Jardim et al. (2017) used quarterly administrative data
from Washington state covering the period of 2005 through the third quarter of 2016 to
evaluate the minimum wage increases in Seattle. Other than using the triple-difference
method, they used the framework of the combination of the panel data and the quasi-
experiments, but focused on low-wage workers instead of teenagers. Although there was
a longer time window to identify workers, the low-wage workers they defined were not
only the bound workers but also workers who had slightly higher wages. Hence, it mixed
up the substitution or spillover effects. By using Integrated Public-Use Microdata Se-
ries (IPUMS) to revise CPS individual identifiers and create an individual-level panel,
Boffy-Ramirez (2019) evaluated the short-run, that is, four months around minimum wage
increases, employment effects through the within-individual variation. The advantage of
this approach is that creating a counterfactual can be avoided. Results showed no disem-
ployment effect, but labor participation fell. However, because of the small time window,
it may neglect entry effects. From these two studies, it is observed that even though the

quality of data is getting better, how to identify low-wage workers is still a challenge.

2.2.3 Substitution/Spillover Effects of Minimum Wage
2.2.3.1 Substitution Effect

Although a few studies have began to evaluate effects on the affected, virtually no study
has addressed the effects on workers with wages just above the minimum.?’ To more
understand the potential effects on slightly higher-wage workers, I review the literature
about the substitution effect and the spillover effect of a minimum wage increase.

Going back to introductory economics, increasing the minimum wage lowers the relative
wage of high-skilled workers, hence leads profit-maximizing firms to shift away from low-

skilled workers toward high-skilled ones if they are substitutes in production. In other

20 To my knowledge, only Neumark et al. (2004) separated effects on low-wage workers of different wage
levels.
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words, an increased employment of higher-wage workers should be the other side of the
coin to the disemployment effect. As a result, it is inappropriate to have a priori that the
minimum wage has no impact on higher-wage workers. If there is labor-labor substitution,
studies providing estimates including higher-wage workers will mask the disemployment
effect, which is one of the explanations to why it is hard to find a significantly adverse
employment effect (Neumark, 2018).

Similar to the evaluation of the disemployment effect, evidence for or against the labor-
labor substitution is mostly from the particular demographic groups, which are classified
by age, gender, education, or other backgrounds. For age and gender, studies found results
similar to there being no substitution effect. Card (1992) evaluated the employment effect
due to a minimum wage increase in 1988 in California, and found no corresponding changes
in the age or gender composition, though there was a higher faction of Hispanic workers
in retailing after the minimum wage increase, which is contrary to the theory expectation.
Using panel data on teens from 1990 to 2009, Allegretto et al. (2011) also found older
teens had no significant increase in employment, indicating no substitution toward them.
However, although finding no substitution between teens and adults on average, Giuliano
(2013) found there may be a substitution toward younger teens. It means that the substi-
tution effect between teens may be from older toward younger instead. Nevertheless, based
on composition, Dube et al. (2016) still found no substitution with respect to age nor gen-
der for the restaurant workforce. They also argued that the reallocation between workers
should coincide with higher employment flows, while they found less instead. Harasztosi
and Lindner (2017) estimated a huge increase in minimum wage in Hungary in 2001, they
found that the composition, including age and gender, of the workforce had no significant
change.

However, by education or family wealth, more studies gave evidence proving the sub-
stitution effects. Neumark and Wascher (2003) analyzed effects on skill acquisition and
education from the late 1970s through the 1980s, and found that minimum wage increases
cause firms to substitute enrolled teenagers for non-enrolled teenagers. Fairris and Fernan-
dez Bujanda (2008) found that after the implementation of the 1997 Los Angeles Living
Wage Ordinance, workers with higher pre-treatment wages had an increased proportion of
the worker composition, which reflects labor-labor substitution. Ahn et al. (2011) formed

a structural search model and found that the small employment effect actually included
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substitution away from teens with poor backgrounds toward teens from more wealthy and
well-educated families. Even Giuliano (2013) found that on average teens’ employment
increased as a result of their raised relative wages, but the increase came from teens from
more wealthy families. In a poorer area, the effect may be negative instead. Recently,
an opposite finding is provided by Harasztosi and Lindner (2017), which found that the
composition of the workforce classified by education and location had no change after a
huge minimum wage increase in Hungary.

It is worth to noticing that there is almost no study analyzing the higher-wage group
of workers directly to see if substitution effects drive their increased employment. To my
knowledge, Neumark et al. (2004) is the only study contributing to the literature, even
though the lack of a longer period of personnel data and the methodology they used make
their results not so convincing today. They separated workers into previous wage groups,
such as workers with previous wages lower than new minimum minus 0.1 dollars, between
new minimum =+ 0.1 dollars, between new minimum + 0.1 dollars and 1.1 times new
minimum, between 1.1 and 1.2 times the new minimum, between 1.2 and 1.3 times the
new minimum, etc.?! Compared to studies analyzing the composition of the workforce,
they more directly looked into the effects on those workers who were supposed to gain the
benefit due to the substitution effect. However, their results are more complicated than
just an increase in the employment of those higher-paid workers. Those workers also had a
significant wage decrease after minimum wage increases. One of their explanation is that
the higher-wage workers’ labor supply increased because their lower-wage family members
had less working hours due to the increase in the minimum wage. And the increase of
the labor supply outweighed the effect of increased labor demand due to the substitution
effect. The other explanations is the substitution effect was outweighed by the scale effect,
which caused firms to produce less. However, under the limit of the data and methodology,

the explanations are more likely to be conjectures.

2.2.3.2 Spillover Effect

The substitution effect may lead to the wage increases for the higher-wage workers. In other
words, spillovers could be easily explained by the classical theory that the labor demand

of those workers increases because of their lower relative wage. However, the size of the

2! Neumark et al. (2004) used one to two years before minimum wage increases to do classification.
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induced increase in the wage of high-wage workers actually depends on the elasticities of
supply and demand for the higher-skilled workers. Besides, the wage should be gradually
changed as firms may need some time to adjust their production methods to corporate
more higher-skilled labor. Because of the complexity in the labor demand and supply and
even the production method change, other than the effect induced by the substitution
effect, the other possible mechanism of spillovers is more attractive.

Around the 1980s, there are some studies in the US literature focusing on the institu-
tional factors influencing the minimum wage effects. The very first, Gramlich (1976) noted
that except for the substitution effect, the spillovers may be from unions or higher-wage
workers asking for an emulation of the increase in the wages of lowest-wage workers. Fol-
lowing the intuition, Grossman (1983) formed a model assuming that workers care about
the relative wages rather than just their own wages. When higher-wage workers’ relative
wages go down because of the minimum wage increase, it makes them lower their effort.
Hence, the profit-maximizing firms would also raise the wage for higher-wage workers and
the price of products to nullify the impacts from the minimum wage hike. Studies such as
Akerlof and Yellen (1990) extended the work-effort hypothesis to a broader field.

Evidence of the spillover effect is more from the wage distribution, for example, Dinardo
et al. (1996) and Lee (1999). However, it cannot be proved where the effects came from,
and more critically, using wage density to measure wage changes due to minimum wage
increases may just reflect the truncation of the disemployment (Cengiz et al., 2018). More
recently, Cengiz et al. (2018) used administrative payroll data to form an analysis by
frequency in the wage distribution and found spillovers from minimum wage increases
extending up to around 40% of the overall wage increase. However, even though they
separated the incumbents and the entrants, they still needed some assumptions to let the
outcome of the summation among the wage distribution reflect individuals.

Compared to the evidence or outcomes shown by the wage distribution analysis, ev-
idence from firm-level or individual-level analysis is more mixed. Few studies provided
evidence by using firm-level data. Katz and Krueger (1992) used survey data showing that
some firms raised other wages to maintain their wage hierarchies. They also found that the
spillover effect in higher wages was less, and the effect was different in the minimum wage
increases in 1990 and 1991, in which the effect was less. Spriggs (1993) found that the

wage structure was maintained, but not by raising wages for the higher-skilled workers but
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through high turnover rates. Card and Krueger (1994) also found no apparent spillover
on higher-wage restaurants, although they also found no disemployment effect which is
contrary to the finding in Spriggs (1993).22

Even until today, there have been few studies providing evidence by using individual-
level data. One is Neumark et al. (2004), which showed a negative result that the higher-
wage workers having their wages reduced, even though their employment was raised after
minimum wage increases. Clemens et al. (2018) used survey data from 2011 to 2016 and
found that employers were more likely to cut workers’ health insurance perks. The cut may
offset 10% to 25% of the minimum wage increase. At the same time, they also found there
was a wage spillover effect on occupations with slightly higher wages before minimum wage
hikes, and they also experienced health insurance cuts. However, they used occupations
to categorize workers rather than their previous wages directly. Dube et al. (2019) used a
payroll data from a large US retailer and noted that there was spillovers for workers earning
up to 15% above the new minimum wage. But it is hard to make inference to the overall
market by this finding, especially on higher-wage workers from smaller firms. Obviously,
more studies providing individual-level evidence are needed as the spillover effect is the
key of deciding the wage inequality effect of the minimum wage policy.

Other than the compensation change on higher-wage workers, Hradil (2018) found
that the safety in the workplace deteriorated because of minimum wage increases. As not
only bound workers will be influenced by the worsened security, it may become another
"spillover effect" on the unbound workers in the same firms. However, until today, no other

research focuses on this topic.
2.3 Policy Background and Data

2.3.1 Policy Background

The minimum wage regulation is nationwide in Taiwan with monthly and hourly rates.
The monthly minimum regulates the payment of employment based on the monthly wage
calculation, which could be a full-time job or a part-time job. When referring to the part-

time job, the regulated amount is calculated by the proportion of actual working hours to

22 The limit of the firm-level data analysis is the use of the firm’s mean wage to proxy workers’ wage
status. Higher-wage firms represent that they have more higher-wage workers. The underlying assumption
is that if those workers’ wages were raised because employers maintained the wage structure, the mean
wage of those firms should be raised too.

70 d0i:10.6342/NTU201901247



the standard working hours.?> The hourly minimum regulates the payment of employment
based on hourly and daily wage calculations, both of which are for the part-time jobs.?*

In the recent two decades, the largest minimum wage increase was introduced on 1
July 2007. At the time, the monthly minimum was increased by 9%, from 15,840 to 17,280
New Taiwan Dollars (NTD), while the hourly minimum wage was dramatically increased
by about 44%, from 66 to 95 NTD. The previous adjustment of the minimum wage was
in 1997 and the next one was in 2011. In other words, there is only one minimum wage
change during 14 years, hence it provides a sufficient period to easily identify the policy
effects. Figure 11 shows the history of minimum wage changes after 2000 in Taiwan.

To think more carefully about the different increases for the monthly and hourly min-
imum, the huge hike of the hourly minimum reflects a legal protection for the part-time
worker. Before July 2007, the hourly minimum wage was equal to the monthly minimum
wage divided by 240 hours, which is based on eight hours a day and thirty days a month.
Under this setting, only monthly wage workers had paid holidays. The new regulation
incorporated holiday payments into the hourly minimum wage. The standard working
hours at the time were 84 hours for two weeks, so the monthly working hours were about
182 hours.?® The new hourly minimum wage equals to the new monthly minimum wage
divided by 182 hours instead of 240 hours.

As part-time workers can be employed by monthly wage contracts, not all the minimum
wage part-time workers experienced a wage increase of 44%. However, based on the gov-
ernment’s survey right after the new minimum wage increase, the share of monthly wage
contracts for part-time workers was just 21%.26 On the contrary, 78% of the part-time
workers were paid by hourly or daily wages, which are affected by the hourly minimum
wage. It means that part-time workers paid by the minimum wage prior to the policy
change were more likely to experience a 44% wage increase rather than a 9% one.?” On

the other hand, all the minimum wage full-time workers only experienced a wage increase

28 For example, if the worker’s working hours are half of the standard working hours, then the wage is
the half of the monthly wage.

24 Workers paid a daily wage cannot be paid less than eight times the hourly minimum wage for a day.

25 The monthly standard working hours equal yearly working hours (84*(52/2)+8) divided by 12 months

26 The "Part-time Labour Employment Survey" was conducted by Ministry of Labor of Taiwan from 1
September 2007 to 15 October 2007.

27 Before the minimum wage adjustment in 2007, part-time workers with hourly wage contracts could only
earn 12,012 NTD ( 66 NTD*182 hours) when fulfilling the standard working hours. Someone working the
standard hours under a monthly wage contract would have earned 15,840 NTD, which was the monthly
minimum wage. After the adjustment, as the hourly minimum is calculated by the monthly minimum
divided by the standard working hours, there is no wage difference for different contracts given the same
working hours. Therefore, there would be no incentive for the employer to change the form of the contract.
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Figure 11: Minimum Wage in Taiwan

Notes: The latest minimum wage increase before the change in July 2007 was in 1997.
The figure shows the ratios of the recent minimum wages relative to the original one set
in 1997. Compared to the 9% increase in the monthly minimum, the hourly minimum was
hugely increased by 44% in 2007 as it included a payment for holidays. This adjustment
let the hourly minimum wage be equal to the monthly minimum wage divided by standard
working hours.

of 9%.

2.3.2 Data Source

The data used in this study is from two sources of Taiwan. One is the monthly insured
records of the labor insurance; the other is the monthly insured records of the employment
insurance. Both of the insurances are mandatory and operated by the Taiwanese govern-
ment. The monthly data period covers the 84 months from January 2004 to December
2010, which is three and half years before and after the minimum wage change in July
2007.

Actually, according to the law, there are some differences of the mandatory ranges in
the two insurances. By combining both records, though, the data provides information of
employees from companies with at least five workers or companies registered with obliga-

tions to file tax returns.?® In other words, the only unavailable information in this data

28 Employees here indicate three categories of workers: industrial workers, workers of commercial firms
and shops, and employees in journalistic, cultural, nonprofit organizations, or cooperative enterprises.
Other than those three categories, the insured laborer contains employees in government agencies and
schools, workers employed in fishing production, persons receiving training in vocational training orga-
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is of employees from firms having less than five employees and having no obligation to
file a tax return at the same time.?? As there is nearly no method for the government to
know the wages paid by such employers, it is the group having the highest likelihood to
violate the minimum wage regulation.® Therefore, the employees outside of the data are
potentially not affected by the minimum wage increase.

More specifically, employers with at least five employees are required to be the poli-
cyholder of the labor insurance for their employees; all employers are required to be the
policyholder of the employment insurance for their employees except for employers with
no obligation to be registered and file a tax return. Employers need to bear 70% of both
insurances fees.3! In 2007, the monthly insurance fee for the labor insurance was 5.5% of
the employee’s insured wage, and for the employment insurance the corresponding fee was
1%.32

The information provided by the records includes an employee’s monthly insured wage,
employment status, and the identification number of their employer, and individual char-
acteristics like birth year and sex.?3 Different from the actual wage, the insured wage is

set on discrete levels, which should be higher but also the closest to the actual wage.3*

nizations, craft workers, members of fisherman’s associations, and voluntary insured persons. Since the
employment and the regulation of involving the labor insurance of those categories are different from
ordinary employees, I exclude them from my analysis. Besides, those three kinds of workers I focus on
have the main share in the insurances. For example, the proportion they were of an insured laborer for
labor insurance was 63.5% at the end of June 2007, the time right before the minimum wage increase.
The biggest category of others is the craft workers, who can choose whether to be involved in the labor
insurance and share a proportion of 26.2% at the end of June 2007.

29 Most of the firms with less than five employees and having no obligation to file a tax return are
vendors.

39 The only way that the government can know the wages paid by firms of this kind is to go trough
labor inspection. However, it is impossible for the government to thoroughly inspect those firms.

31 70% of the fee is paid by the employer, 10% is paid by the government, and only 20% is paid by the
employee.

32 As the amount of the fee depends on the employee’s insured wage, employers may have incentive
to lower down the insured wage of their employees (Hsien-Ming Lien, 2011). Based on the Manpower
Utilization Survey conducted by the Taiwanese government in May 2007, about 8.41% of employees who
had monthly wages between NTD 15,000 to 19,999. On the other hand, about 30.23% of employees had
insured wages between 15,840 to 20,100 in the labor insurance at the end of June 2007. If the survey is
reliable, the difference may reflect that the insured wage is less than the actual wage, but it may also be
due to differences in defining employees and salary. Unfortunately, neither one of the possibilities can be
ruled out due to the limitation of the data. Nevertheless, possible directions of effects can still be derived
based on our estimated results given there is a measurement problem.

33 There is no direct information of employment status, but as the insurances are mandatory, the status
can be inferred from the records.

34 Before the minimum wage increase in 2007, the lowest few insured wage levels were 15,840, 16,500,
17,400, 18,300, and 19,200 NTD. For example, if there was an employee having actual wage of 17,000 NTD,
then the insured wage would be 17,400 NTD rather than 16,500 NTD. Because of the rule, employees who
had actual wages between 16,500 and 17,280, which were lower than the new minimum of 17,280 NTD,
before the minimum wage increase, had their insured wages higher than the new minimum instead. Thus,
the level of 17,400 NTD is not appropriate to represent workers who already had higher wage before the
minimum wage increase.
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In addition to the monthly minimum wage being the insured wage floor for the full-time
workers, there is also a floor for the part-time workers.?>

Through the information of employment and the monthly insured wage, whether the
full-time workers who were supposed to be affected by the monthly minimum wage increase
can be identified. Unfortunately, there is no information on working hours or hourly wages
that can be used to identify the status of part-time workers. Besides, the information on
part-time employees is only available after Jan. 2006. Nevertheless, by taking advantage
of this data, a matched employer-employee dataset can be generated to identify the change
of the part-time employment in firms without using information before 2006.

In addition, on the firm level, the separation and hire rate can be measured by em-
ployment flows of part-time and full-time workers.3¢ Besides, by combining the records of
the injury benefits of the labor insurance, an additional information of firm’s occupational
injury rate can be used to specify whether the minimum wage increase leads to workers

having a higher likelihood of occupational injury, which may reflect that employers reduced

spending on workplace safety.3”

2.3.3 Wage Distribution and Employment

Through the insurance data, the insured wage distribution at the time before the minimum
wage increase and three months after the increase is shown on Figure 12. Figure 12(a) shows
that the two wage distributions are very similar except for the lowest tail. Referring to the
methodology introduced by Cengiz et al. (2018), the employment effect is the summation
of the missing jobs under the new minimum and the excess jobs above the new minimum,
and spillovers can be identified by employment changes on higher wage levels. Figure 12(b)
shows that the cumulative difference turns to be positive not on the spike but on the level
slightly higher than the new minimum. Based on the assumption Cengiz et al. (2018) made
that the bunching range extends to wage levels a little bit higher than the new minimum,

there seems to be no disemployment effect. Besides, as there are employment increases on

3% The wage floor for the part-time workers was 11,100 NTD in 2007. If part-time workers had monthly
wage lower than the floor, their insured wages would still be the floor.

36 The separation rate at time t is the number of separations at time t divided by the total number of
workers observed at time t-1; the hire rate at time t is the number of new hires at time t divided by the
total number of workers observed at time t-1.

37 The labor insurance provides benefits for employees suffering occupational injuries or diseases. The
benefit record can also link to insured employees. Hence, the data in this study is much better than the
data used by the solely empirical study of Hradil (2018), which excluded firms with fewer than 11 employees
and only analyzed the industry-state-level variety.
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higher wage levels, there should be spillovers, although not so many.
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Figure 12: Wage Distribution before and after Minimum Wage Increase

Notes: The figure shows the insured wage distributions from the records of labor insurance
in June and September 2007, which is right before and three months after the minimum
wage increase on 1 July 2007, respectively. Only ordinary categories of employees are
included, which are industrial workers, workers of commercial firms and shops, and em-
ployees in journalistic, cultural, or nonprofit organizations or cooperative enterprises. As
the employment difference between these two distributions is close to 0 and even positive
on levels above the spike, based on Cengiz et al. (2018), there should be no disemployment
and slight spillover effect.

Considering that there may be some time trends that cannot be captured by the com-
parison of periods before and after, the total employment of full-time workers under the
level of 17,400 NTD is graphed on Figure 13.3® Although the low-paid employment was
decreasing for both male and female during the time period from 2006 to 2008, there seems
to be no obvious change around the time at which the minimum wage increase, which is
close to the finding in the minimum wage literature. Instead, the male employment seems
to increase a little right after the minimum wage increase. More specifically, when even
just focusing on the young people aged 15 to 21, it is hard to observe a significant drop
happening after the policy change. Of course, the graphs only show the overall employment
and do not necessarily say that the affected workers were still staying in employment, as
there could be some workers expelled out of employment and others entering.

As the hourly minimum wage had a huger increase, effects on the part-time workers
should be more easy to observed . Since full-time and part-time workers are mixed in
the wage distribution, it is hard to tell the change of the part-time workers. But from

Figure 14, which shows the employment of part-time workers from 2006 to 2008, obvious

38 17,400 NTD is the higher and closest level to the new monthly minimum wage NTD 17,280 in 2007.
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Figure 13: The Number of Low-paid Full-Time Workers

Notes: The figure shows the over time employment of low-wage full-time workers from 2006
to 2008. Every bin is the number of employees at each month. The red line represents June
2007, which is the latest month before the minimum wage increase. The low wage here
is defined as not greater than the level of 17,400 NTD, which is slightly higher than the
new minimum and exists both before and after the new minimum wage increase. Suppose
that the affected workers’ wages are not raised to higher than the new minimum wage, no
matter before or after the policy change, all the affected full-time workers should be at
levels not greater than 17,400 NTD if they are still employed.

employment increases happened just after the minimum wage increase. Although the part-
time employment usually had increases in July, the one after the new minimum seems to
reflect a raise in the level of employment rather than a very short-run change, especially
among the females. Compared to the prior employment, about 70,000 for males and 80,000
for the females, the discontinuous increases of about 10,000 for both males and females are
not small. Considering that teens may be more influenced by the hourly minimum wage
increase, Figures 14(c) and 14(d) also show employment of the part-time workers aged 15
to 21, but it is hard to notice any change after the minimum wage increase.

The phenomenon of the significant employment increase on the part-time workers is
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striking to the literature, in which few studies focused on the different effects between the
full-time and part-time workers, see Belman et al. (2015). However, notice that because
of the lack of information on hourly wage and working hours, high-wage part-time workers
cannot be separated from the overall employment.?® Hence, the employment change may

be from either bound or unbound part-time workers.

8
b=4 o
2 . 1
£ : .
L]
. hd i
LS *
o ° . - .
g3 ° . ° 53 . .
£8 e .
s . g% o0 o0°
g ® o0 o0 2 es®
w L] L] w
k] G
z 25
so = L]
§3 . L Ei=R
R - Ss p
o~ ° ° a ° [
° * .o .
o0 oo ° ® o® _o0°®
. ° ® *
o°®
o ° °®®
8 | 8| e
st ‘ ‘ ‘ 81, ‘ ; ‘
8 IS
01jan2006 01jan2007 01jan2008 01jan2009 01jan2006 01jan2007 01jan2008 01jan2009
Time Time
(a) Males (b) Females
o )
8 3
=5 =]
3 3
3 3
L]
L]
=
(=] (=]
-: . & .
E 2 . é 2 R . TN
3 . .e ES ° ° .
9 . ) .
r=h=4 L =
£33 L] oo £9 °
=} L]
e L4 wus L °
o< . . =3
© o=
) hd 2 e e’
Eo o* ° 5 ° .
EXg L4 . So . o
38 . L . SR .
(g 3 .
. ° L] L4 .
§ o* . oot
3 0o’ ee 3 o*
. Sl e
. . " . gk . T .
01jan2006 01jan2007 01jan2008 01jan2009 01jan2006 01jan2007 01jan2008 01jan2009
Time Time
(c) Males Aged 15-21 (d) Females Aged 15-21

Figure 14: The Number of Part-Time Workers

Notes: The figure shows the employment of all part-time workers from 2006 to 2008. Every
bin is the number of employment at each month. The red line represents June 2007, which
is the latest month before the minimum wage increase. Because of the lack of hourly
information, part-time workers who had hourly wages above the new minimum prior to
the change are also included in the figure.

2.4 Empirical Methodology and Data Setting

In this section, I firstly show the methodology used for the firm-level and the individual-

level analysis, then show the data setting followed by the methodology. The firm-level

39The "Part-time Labour Employment Survey", conducted by the Ministry of Labor of Taiwan from 1
September 2007 to 15 October 2007, showed that 44.3% of part-time workers already had higher hourly
wages than the new minimum.
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analysis in this study includes specifications for the minimum wage effects on the average
wage, employment stock, and also the employment flow in firms; the individual-level analy-
sis includes the wage, employment, and the earning effects of the affected workers, and also
the wage difference between lowest-wage and slightly higher-wage workers. Those analyses
will be presented in sequence when detecting the minimum wage effect on the wage /earning
gap.? But considering the similarity, the strategies are listed together categorized by firm-

or individual level data.

2.4.1 Empirical Methodology

The dispute on the minimum wage effect mainly results from controversy over the method-
ologies. Although the discontinuous boundary comparison (Dube et al., 2010; Allegretto
et al., 2011) has combined the advantages of panel data analysis via the two-way fixed
effect framework (Neumark and Wascher, 1992, 2007) and the quasi-experiments method-
ology (Card and Krueger, 1994), it has raised concerns about the technique of choosing
appropriate controls (Neumark et al., 2014b; Neumark and Wascher, 2017). The synthetic
controls may improve the adequacy of the counterfactual, but they also generate concerns
about the difficulty to rule out groups actually affected by minimum wage from the controls
when analyzing a long-term panel (Belman et al., 2015). In addition, because of different
techniques of forming controls, the estimated results now more rely on controls (Jardim
et al., 2017) rather than the real effect. To address this dilemma, this study employs the
approach of the regression discontinuity design and is based on monthly administrative

data and a sole increase in the nationwide minimum wage in Taiwan.

2.4.1.1 Models for Firm-level Analysis

Previous studies analyzing the firm-level effects employed the variations between firms of
outcomes and the wage changes due to minimum wage increases (Card and Krueger, 1994;
Hirsch et al., 2015). One limit from this method is the need to take the wage change as
an exogenous variable, hence it cannot be used to specify the actual wage changes firms
had. Besides, it may lead to biased results if there are endogenous correlations between the
change of wages and the outcomes, even if taking a counterfactual as a control. The method

this study uses employs the implementation time as the instrument variable reflecting the

40 In this study, the wage gap means the wage difference between employed workers; the earning gap
adds the employment effects on them.
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shock from the minimum wage increase to rule out the endogeneity, and uses it to evaluate
the wage effect on firms. In other words, I form a sharp regression discontinuity design by

taking the time periods as the running variables. The model is as follows:

yjt = oo + a1 Dji + asTime; + az(Dyy - Timey) + 0X 51 + €54 (6)

On the left hand side of Eq. (6), y; indicates outcomes in firm j at time ¢, such as the
average wage, employment stock of low-wage workers, and the employment flow which can
be separated into the separation rate and hire rate. To be a supplement to knowing the
firms’ potential adjustments to the minimum wage workers, the occupational injury rate
is also included in the outcomes.*!

On the right hand side of the equation, Dj; is the dummy variable representing the
discontinuity. It is equal to 1 if observations are on the right hand side of the cutoff
of time, which is the implementation time of the new minimum wage, and is equal to 0
otherwise. Time; controls the time trend. The term of Dj; - Time; allows observations
on the right hand side to have different trends from the left hand side. Xj; contains

2 @y is the coefficient

characteristics of firms like their scales, regions and industries.*
showing the discontinuous change of outcomes after the cutoff time.

The only assumption needed to evaluate the causal effect of the minimum wage increase
is that the firms’ outcomes should continuously change over time when the policy has no
effect. It means that Dj; has no correlation with other unobservable factors that have
influence on the outcomes. In a more simple way: Cov(Dj, €j:) = 0. Even when controlling
the time trend, in the labor market the specific years and months may still have influences

on firms’ outcomes. Hence, Eq. (7) is the model excluding the influences from years and

months.

Yit — yf =g + Olejt + asTime; + ag(Djt . Tz'met) + Gth + €t (7)

41 All the outcomes are analyzed by values rather than log values as to be consistent to the analysis of
the individual level, in which results are needed to be calculated with proportions of wage groups. This
part will be discussed later.

42 Pirm scale as variable changes across time and set by levels, which are less than 30 employees, 30 to 99
employees, 100 to 499 employees, 500-999 employees, and above 1000 employees. On the other hand, the
variables of region and industry of a firm are the same over time. The former is a dummy variable defined
by being located in the capital area, Taipei, or not; the latter is a dummy variable defined by belonging
to the service industry or not. Variables of region and industry can be used to see the composition in the
firms.
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In this model, the outcome variable is replaced by the residual of the outcome. yf is
the predicted value and is only estimated by the year and month fixed effects, and the
difference between the actual value and the predicted value excludes the potential effects

related to specific years or months.

2.4.1.2 Models for Individual-level Analysis

In the very small literature of analyzing the employment effects on the affected, most of
the studies followed the approach of difference-in-difference with the additional difference
between affected and unaffected individuals, which were distinguished by workers’ prior
wages (Connolly and Gregory, 2002; Stewart, 2004; Clemens and Wither, 2014). However,
taking workers with higher wages as controls neglects the potential substitution effect,
and hence leads to biased estimates (Neumark, 2018). Although Neumark et al. (2004)
separated effects on the different wage groups, the method they used is based on the
traditional panel data analysis, which may just reflect the correlation rather than causal
effect of minimum wage increases (Dube et al., 2010; Allegretto et al., 2011). To estimate
the causal effects on the bound and also the unbound workers at the same time and to
avoid the dispute about controls, the method used on the individual-level is also based on
the approach of sharp regression discontinuity design.

The methodology is similar to the settings of the firm-level analysis, but with two
different groups of workers.*> One is the directly affected workers and the other is the
indirectly affected workers. The former is workers bound by the new minimum wage,
that is, they had lower wages than the new minimum prior to the increase. Hence, their
wages would be at least mechanically raised to the new minimum wage level. The latter
is workers unbound by the new minimum but just had slightly higher wages. If there is a
substitution effect, their employment should be increased and also possibly their wages; if
there is a equity effect, their wages should be increased without employment change. The

basic model is as follows.

yﬁt = ’yl + BlDit + GZTimet + nl(Dit -Timey) + eét (8)

43 There are two differences between the settings of the firm- and the individual-level analysis. First,
there is no characteristic variable for the individual level. As only employed workers can be observed,
adding covariates means restricting the population to the employed. Second, the indivudual-level data
is set as the balanced panel. If workers are missing in the record at some periods,then they are out of
employment during those periods. To track their employment status, the missing observation is replaced
as a status of non-employment.

80 d0i:10.6342/NTU201901247



yl, = 4" + B Dy + 0" Timey + 0" (Dye - Timey) + €l (9)

The characters of [ and h represent the directly affected and indirectly affected workers,
respectively. yﬁt is the outcome of the directly affected workers i at time ¢.. On the other
hand, y,’;t is the outcome of the indirectly affected workers k at time ¢t. D; and Dy are
dummy variables that reflect whether they are on the right hand side of the time cutoff.
The setting of Time; and the interaction between D and Timey is the same as the firm-level
setting. eét and ezt are residuals of the outcome that cannot be captured by this model. /'
and B are our interests, they represent the discrete change of the outcome after the new
minimum wage is implemented. Notice that the analysis would be conditional on employed
workers if the personnel characteristics are added into the model, so those variables are
not included. But the exclusion of personnel characteristics should have no influence on
the results, since they have no variation in a short period. Instead, characteristics like age
and gender are used to set the data group.

The underlying assumption is also that under controlling the overall time trend and the
time trend after the implementation, the D has no correlation with the €. To rule out the

potential influence of specific month and year effects, the models are improved as follows,

yét -y = ’Yl + 5lDit + 60'Time; + nl(Dz’t -Timey) + eét (10)

y,i’t —yf = 'yh + Btht + 0" Time; + nh(Dkt -Time;) + eZt (11)

To rule out specific year and month effects on the low-wage workers, including both
groups, rather than the specific year and month effects on the directly or the indirectly
affected workers, the predicted value by the month and year fixed effects is estimated
from the mix of these two kinds of workers, as presented as y?, rather than from their
own groups. Otherwise, the difference of policy effects between these two groups may be
eliminated if the specific time effects of specific groups are fixed.

The goal in this study is to find out the minimum wage effect on the wage/earning
gap. The main strategy is to estimate the effects on individual groups of workers. Except
for that, estimating the outcome difference between different groups of workers will also

provide some evidence to the effects on inequality. Following Egs. (10) and (11), their
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difference can be shown by the following equation.
yl =yl = 2" ="+ (B" Dy~ B' Dir) + (0" = 0" Time, + (" Dy — ' Dig) - Timey + eff =}y (12)

On the left hand side of Eq. (12), the outcome difference at time ¢ between the two
groups is calculated by the difference between the actual observation of the directly affected
group and the mean outcome value of the indirectly affected group at time ¢, shown by @
As there are two panels for estimation, differences cannot be calculated between individuals
of different groups. On the right hand side of the equation is the difference of models of
their own groups. As the value of D; depends on the time ¢, it is the same as D;;. That is,
Dy equals to Dy at time t. Hence, Eq.(12) can be rewritten to be the model for estimating
the gap.

ﬁ — yét = Ay + ABDy + AT ime; + An(Dyy - Timey) + A€y (13)

In which, Ay =" — 4% AB =" — 81 AG = 0" — 0, Ap =" — il Aey = b — €L,

A is the coeflicient representing the effect on the gap between these two groups. Under
the same assumption of Egs. (10) and (11), D would be correlated to neither €}, nor €,
hence AS would also be unbiased. Furthermore, the only assumption Eq. (13) needs is
weaker, which is Cov(Dt,g - eét) equals to 0. It means that whether observations are in
the period after the policy change or not has no correlation with other factors influencing
the difference. As the effects from specific months and years are on both groups, the
difference estimation automatically rules out those effects. In addition, other unobservable
factors which may influence the two groups at the same time period are also automatically
excluded in Eq. (13) but may still exist in Egs. (10) and (11).

If the indirectly affected workers received null effect from the minimum wage increase,
then the model of Eq. (13) is more like the method of difference in difference that controls
the specific time trend, D;;-Time;. However, the assumption is very strong and not reliable

in reality.

2.4.2 Data Setting

The data used for the firm-level and the individual-level analyses will be described sepa-
rately in this section, including the method to form the dataset, the descriptive statistics

of data, and the figures showing the outcome’s pattern related to the analytic methodol-
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ogy. The strategy used to address the challenge of classifying workers by using observable
wages (Neumark et al., 2004; Neumark, 2018), and the following adjustment strategy for

estimation for the individual-level analysis are also shown in this section.

2.4.2.1 Data Setting for Firm-level Analysis

In the monthly records of the labor insurance and employment insurance, every insured
employee is linked to the identification number of their firm. During the research period,
Jan. 2004 to Dec. 2010, the number of firms is about 400 thousand in every month.
Through the firm’s ID number, I generate a matched employee-employer dataset that
contains the composition of workers, the average and total wages, the rate of employment
flow, and also the characteristics of the firms. As minimum wage may have less effect
on large scale firms, a subsample composed of firms with less than 30 employees, is also
generated in this study. Table 12 shows the firms’ descriptive statistics.

The total number of observations for all firms is about 35 million, which is composed
over 84 months with about 400 firms in each month. Interestingly, small scale firms share
95% of the total number of observations. Due to this fact, the employment of all firms has
a mean of 13.26 workers but with a high S.D. of 117.35. Comparatively, small scale firms
have a mean of 6.28 with S.D. of 14.69. The scale difference also influences other variables
related to employment, including employment compositions and total wages.

Compared to others, small scale firms are more likely to be directly and indirectly
affected by the minimum wage increase. On average, a small scale firm has 6.12 full-time
workers with up to 2.21 (35%) bound by the new minimum wage, and 0.62 (10%) with
wages slightly above the new minimum. On the other hand, when including full time
workers from larger scale firms, the proportions for bound workers and slightly higher-
wage workers drops to 23% and 8%. However, it is not the case when it comes to the
part-time workers. In the whole sample, 3.2% of employees are part-time workers, but the
corresponding percentage for small scale firms is only 2.5%. Since the share of part-time
workers is small, firms with small scale should be more expected to be affected by the
minimum wage increase.

Average wages are similar between the total and subsample, while total wages are obvi-
ously different. Other variables including the separation rate, hire rate, and occupational

injury rate are also similar across different scales. The separation and hire rates are defined
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by the number of separations/hires at time ¢ divided by the number of employees at time
t—1. As expected, those rates are higher among part-time workers than full-time workers,
which are 10%-12% and 3%-4%, respectively. The occupational injury rate is calculated
by the total number of employees experiencing occupational injury divided by the total
number of employees. It is only about 1%o overall and 1.4%o in the most risky industries
(manufacturing, construction, water supply and remediation activities). To avoid larger
scale firms from attenuating the estimated results, small scale firms are the main target
analyzed in this study.

Density and Composition

Following the methodology of regression discontinuity design, estimation may be prob-
lematic due to two reasons. First, the observations endogenously move around the cutoff.
To the study of firms’ outcomes, the possibility of this case would be firms leave the market
and hence cause the estimation only on survivals. If it is the case, then the density of the
observations would change around the cutoff. Second, even if the density has no change,
observations around the cutoff may have different characteristics due to the policy change.
The case here would be that the minimum wage increase changes the composition of firms,
so the results may just reflect the change of composition rather than the real effects on the
same firms.

Figure 15(a) shows the number of small scale firms across 84 months. It is hard to tell
any obvious change in the number of firms. It means that although the small scale firms
have 35% of employees directly affected by the minimum wage increase, they are not forced
to leave the market right after the policy change. Hence, the overall change of a firm’s
outcome would not result from the firm’s closure. Figures 15(b) and 15(c) show the ratio
of small scale firms in the service sector and the restaurant industry, respectively. As the
service sector and especially the restaurant industry have high ratios of low-wage workers,
the minimum wage increase may raise their costs much higher than other industries. The
potential mechanism that keeps the whole number of firms the same is firms from other
sectors entering the market while firms of such vulnerable industries do withdraw from the
market. However, it is obviously not the case shown in Figures 15(b) and 15(c). Other
than the industry, a similar situation may occur related to the location. As firms in the
Taipei area may be more influenced by the minimum wage increase because of a higher

service sector ratio and higher enforcement, the ratio of firms in Taipei may decrease due
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to the policy. However, Figure 15(d) cannot prove that hypothesis either.
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Figure 15: The Density and Composition of Small Scale Firms

Notes: This figure shows the number and the compositions of firms with less than 30
employees. The horizontal axis shows the number of months from June 2007, which is
the latest month before the minimum wage increase. Hence, June 2007 is set as 0 on the
horizontal axis. The whole time period is from Jan. 2004 to Dec. 2010. The number of
bins is selected by the data-driven procedure of specifying the mimicking variance evenly-
spaced method using spacing estimators. The black curve is the global polynomial fit with
the order of 4 for each side of the cutoff. There is There is no weighting to all observations.
It is hard to find obvious decreases for the number of firms and for ratios for the service
sector, the restaurant industry, and firms in Taipei area.

By ruling out the possibilities of the density change and composition change, the change
of firms’ outcomes around the cutoff time should reflect the changes within firms. The rest
of this section shows the patterns over time of the outcomes of interest.

Employment Stock

To test the hypothesis of equity effect and also the substitution effect, the variables of
interest include the employment stocks of different wage levels and also the average wages.
If it is the case of the substitution effect, the lowest-wage jobs would go down along with

an increase in the employment of higher-wage workers. Besides, wage spillovers existing or
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not depends on the demand and supply for the higher-skilled workers. On the other hand,
if it is the case of equity effect, employment would stay the same while the wage would
have spillovers.

The average number of full-time workers and part-time workers in small scale firms are
shown in Figure 16. As the information on part-time workers is not available until 2006,
the time period for the part-time employment is shorter, which is from January 2006 to
December 2008, while the period for full-time is from January 2004 to December 2010.
The change among full-time workers is not obvious, but there is an obvious jump from
0.14 to 0.16 for part-time workers. It means that without considering any other factors,
the data shows that the part-time employment of small scale firms has a 14% increase after

the hourly minimum wage is raised by 44%.
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Figure 16: Average Number of Employees in Small Scale Firms

Notes: This figure shows the average number of employment on both full-time and part-
time workers in small scale firms. The horizontal axis shows the number of months from
June 2007, which is the latest month before the minimum wage increase. Hence, June
2007 is set as 0 on the horizontal axis. The data period for full-time employment is from
Jan. 2004 to Dec. 2010. As the information on part-time employees is not available until
2006, the graph for part-time employment only shows the period between Jan. 2006 to
Dec. 2008. The number of bins is selected by the data-driven procedure of specifying the
mimicking variance evenly-spaced method using spacing estimators. The black curve is the
global polynomial fit with the order of 4 for each side of the cutoff. There is no weighting
to all observations.

The composition of full-time workers is shown in Figure 17. The full-time employment
with bound wages (17(a)) is decreasing over time, but a negative result around the cutoff

cannot be easily identified.** Correspondingly, a change in the employment of workers

44 Here the wage level 17,400 NTD is used to represent the new monthly minimum wage, as this level
is the closest level to the new minimum wage and exists on both sides of the cutoff time. Prior to the
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with unbound wages (17(b)) is not easily observed either. However, the employment of
those with wages one level higher (17(c)), and one to three levels higher than the new
minimum (17(d)) seem to have increased after the policy change.?> As those wages are
higher than the new minimum wage, bound workers’ wages would not be raised to those
levels. Hence, a possible explanation would be some other workers are transited to those
levels, including from non-employment, unbound wage workers from lower wage levels, and
even higher-wage workers.

Compared to full-time employment, part-time employment has a obvious increase after
the policy change. But unfortunately, the data has no hourly information that can be used
to separate part-time workers on different wage levels. However, since the proportion of
unbound part-time workers is only 44.3%, all the increases in part-time workers would be
contributed to them only if there is a dramatic employment increase on them. Especially,
workers who are expected to gain the substitution benefit are of a lower proportion than
the total unbound.

Average Wage

The average nominal wages for full-time and part-time workers are shown in Figure
18. Both the full-time and the part-time workers in the small scale firms seem to have
nominal wage increases after the policy change. But when considering the real value, those
increases seem to be dramatically eliminated by the consumer price index (CPI).*6 This
interesting outcome may reflect the hypothesis of the equity effect, in which firms raise
both the wage and also the product price, hence nullifying all the influences from the wage
increases.

However, the average real wage mixes wages of directly and indirectly affected workers,
who should be separated by their prior wages. As it is impossible for the firm-level analysis
using wages to separate workers and observe their wage changes at the same time, strong
assumptions are needed to use the firm-level outcome to make a conclusion.

In addition, the results of real wages may be influenced by the pattern of the CPI.

Figure 19 shows the monthly CPI1.4” Rather than increasing right after the minimum wage

increase, insured wage levels under 17,400 NTD are 15,840 and 16,500 NTD. If workers with insured wages
lower than the new minimum are laid off because of the increase, then the total number of workers with
wages not greater than 17,400 NTD would decline after the cutoff time.

45 The level one level higher than the new minimum is 18,300 NTD, and the level three levels higher
than the new minimum is 20,100 NTD, which is about 16% higher than the new minimum.

46 The real value is deflated by the monthly consumer price index of Taiwan.

47 The vertical axis is the relative ratio to the CPI of Sept. 2015.
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Figure 17: Small Scale Firm’s Full-Time Employment Divided by Wages

Notes: This figure shows the average number of full-time employees for various wage levels.
As there was no insured wage level on the new monthly minimum wage before the policy
change, here I use the closest level of 17,400 NTD to represent it. The level which is one
level higher than the new minimum is 18,300 NTD, and the level three levels higher than
the new minimum is 20,100 NTD. The horizontal axis shows the number of months from
June 2007, which is the latest month before the minimum wage increase. Hence, June
2007 is set as 0 on the horizontal axis. The data period is from Jan. 2004 to Dec. 2010.
The number of bins is selected by the data-driven procedure of specifying the mimicking
variance evenly-spaced method using spacing estimators. The black curve is the global
polynomial fit with the order of 4 for each side of the cutoff. There is no weighting to all
observations.

increase, the CPI of July 2007 is lower than the value of June 2007. But after that, the
CPI seems to have an upward shift compared to previous months. As the dataset in this
study has no information on product prices of firms, the minimum wage effect on the prices
is not allowed to be identified in the firm-level analysis.

Although I can assume that there is no other event besides the minimum wage increase
occurring around the cutoff time to affect the CPI, the assumption is too strong in this

micro analysis. Instead, I take the CPI as a price level firms face to, and they can choose
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Figure 18: Average Wages in Small Scale Firms

Notes: This figure shows the average wages in the nominal and real value on the whole full-
time and the whole part-time employment in small scale firms. The real value is deflated
by the monthly consumer price index. The horizontal axis shows the number of months
from June 2007, which is the latest month before the minimum wage increase. Hence, June
2007 is set as 0 on the horizontal axis. The data period is from Jan. 2004 to Dec. 2010. As
the information on part-time employees is not available until 2006, the graphs for part-time
employment only show the period between Jan. 2006 and Dec. 2008. The number of bins
is selected by the data-driven procedure of specifying the mimicking variance evenly-spaced
method using spacing estimators. The black curve is the global polynomial fit with the
order of 4 for each side of the cutoff. There is no weighting to all observations.

the nominal wage payment to form the real wage for workers. In other words, the CPI is
a confounder that may affect estimated results of real wages. To understand the influence
the CPI may have, Figure 20 shows graphs of the CPI in the RD form.

Figure 20(a) shows that the CPI may have no obvious change under the RD plotting
in the whole time period, as the CPI fell rather than increased in July 2007. But, if the
cutoff is adjusted from June 2007 to July 2007, as shown in Figure 20(b), the CPI would
be raised. It means that if we estimate in the global scale, we may neglect the rise of the

CPI because it fell right after the minimum wage increase. On the other hand, even in the
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Figure 19: Monthly Consumer Price Index

This figure shows the monthly consumer price index (CPI) of Taiwan. The vertical axis
is the relative ratio to the CPI of Sept. 2015. The horizontal axis shows the number of
months from June 2007, which is the latest month before the minimum wage increase.
Hence, June 2007 is set as 0 on the horizontal axis. The data period is from Jan. 2004 to
Dec. 2010. Every bin is the CPI for the corresponding month.

local scale, the selection of bandwidth can also lead to different results. Figure 20(c) uses a
short bandwidth with five months before and after the cutoff. As there is no weighting, the
shorter bandwidth leads to magnifying the influence of the fall in July 2007, hence it seems
to cause a decline on the CPI rather than an increase. On the contrary, when extending
the bandwidth to ten months before and after the cutoff time, as shown in Figure 20(d),
the influence of the fall is weakened and may lead to a more reliable result. This finding
will be considered in the following estimation.
Total Wage

As a combination of the employment stock and the average wage, the total wage of
firms can be used to observe whether firms’ labor costs are raised due to the minimum wage
increase. Figure 21 shows the nominal and the real value of total wages on the full-time
and part-time employment in small scale firms. As the employment and average nominal
wage seem to increase for both full-time and part-time employment, it is not surprising
that the total wages of those two kinds of employment seem to increase too (21(a) and

21(b)). However, although the total real wage for the full-time workers (21(c)) has an
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Figure 20: CPI in Regression Discontinuity Design

Notes: This figure shows the CPI in a form of regression discontinuity design. The vertical
axis is the relative ratio to the CPI of Sept. 2015. The horizontal axis shows the number
of months from June 2007 in graphs (a), (c), and (d), but from July 2007 in graphs (b).
Hence, there is a vertical line at June 2007 in the three graphs, and at July 2007 in graph
(b). The data period in graphs (a) and (b) is from Jan. 2004 to Dec. 2010; the data
period is from Jan. 2007 to Nov. 2007 in graph (c) and from Aug. 2006 to Apr. 2008
in graph (d). In each graph, the number of bins is selected by the data-driven procedure
of specifying the mimicking variance evenly-spaced method using spacing estimators. In
graphs (a) and (b), the black curve is the global polynomial fit with the order of 4 for each
side of the cutoff; in graphs (c) and (d), it is the local polynomial fit with the order of 1
for each side of the cutoff. There is no weighting to all observations.

ambiguous effect because of the CPI change, the total real wage for the part-time workers
(21(d)) still has an obvious upward shift right after the minimum wage increase. It means
that the employment effect on the part-time workers outweighs the increase of the CPI.
Employment Flow

To more understand the minimum wage effect on workers, a developing literature has
focused on the employment flow (Brochu and Green, 2013; Dube et al., 2016) and has found

evidence in line with theories of search frictions in the labor market. Through firm-level
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Figure 21: Total Wages in Small Scale Firms

Notes: This figure shows the total wages in the nominal and real value on the whole full-
time and the whole part-time employment in small scale firms. The real value is deflated
by the monthly consumer price index. The horizontal axis shows the number of months
from June 2007, which is the latest month before the minimum wage increase. Hence, June
2007 is set as 0 on the horizontal axis. The data period is from Jan. 2004 to Dec. 2010. As
the information on part-time employees is not available until 2006, the graphs for part-time
employment only show the period between Jan. 2006 and Dec. 2008. The number of bins
is selected by the data-driven procedure of specifying the mimicking variance evenly-spaced
method using spacing estimators. The black curve is the global polynomial fit with the
order of 4 for each side of the cutoff. There is no weighting to all observations.

analysis, the employment flow is also focused on and used to see whether the search frictions
can explain the findings in this study. Two variables are generated by using the matched
employee-employer dataset: the separation rate and the hire rate. They are defined by the
number of separations/hires at time ¢ divided by the number of employees at time ¢ — 1.
Figure 22 shows the two rates for full-time and part-time employment.

The rates are very divergent on both full-time and part-time employment, which can

also be seen through the statistics.*® This phenomenon may be due to the small scale

48 For the full-time employment, the mean of the separation rate is 0.027 with a S.D. of 0.094 and
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Figure 22: Employment Flow in Small Scale Firms

Notes: This figure shows the separation and hire rates for the whole full-time and the
whole part-time employment in small scale firms. The horizontal axis shows the number
of months from June 2007, which is the latest month before the minimum wage increase.
Hence, June 2007 is set as 0 on the horizontal axis. The data period is from Jan. 2004
to Dec. 2010. As the information on part-time employees is not available until 2006, the
graphs for part-time employment only show the period between Jan. 2006 and Dec. 2008.
The number of bins is selected by the data-driven procedure of specifying the mimicking
variance evenly-spaced method using spacing estimators. As the value is divergent, the
global polynomial fit is with the order of 1 for each side of the cutoff. There is no weighting
to all observations.

of these firms. To avoid overfitting, the order of 1 for the global polynomial fit curve.
Although it is hard to tell the true result, bins jumping after the cutoff in the graphs of
part-time employment seems to not be in line with the findings of previous studies. As
seasonal factors may influence the employment flow, they are needed to be ruled out in
estimation.

Occupational Injury

the mean of the hire rate is 0.037 with a S.D. of 1.093. For the part-time employment, the mean of the
separation rate is 0.099 with a S.D. of 0.24 and the mean of the hire rate is 0.11 with a S.D. of 0.714.
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Figure 23: Occupational Injury Rate in Small Scale Firms

Notes: This figure shows the occupational injury rate in small scale firms. The horizontal
axis shows the number of months from June 2007, which is the latest month before the
minimum wage increase. Hence, June 2007 is set as 0 on the horizontal axis. The data
period is from Jan. 2004 to Dec. 2010. The number of bins is selected by the data-
driven procedure of specifying the mimicking variance evenly-spaced method using spacing
estimators. As the value is divergent, the global polynomial fit, the black curve, is with
the order of 1 for each side of the cutoff. There is no weighting to all observations.

As firms may lower other costs to mitigate the wage hike, one possibility is to cut the
cost on maintaining safety, see Hradil (2018). This adjustment may also affect the unbound
workers without being reflected on their compensation. Figure 23 shows the occupational
injury rate in small scale firms, which is calculated by the number of occupational injuries
divided by the total number of employees in the firms. I use the order of 1 for the fit
curve as the rate is divergent. But even though the rate is fluctuating, it seems to have an

obvious upward shift.

2.4.2.2 Data Setting for Individual-level Analysis

Due to the lack of the information on hourly wages and working hours, the individual-level
analysis is only on the full-time workers. Nevertheless, as shown in the descriptive statistics
of the firm-level dataset, part-time employment only constitutes about 3% of the whole
employment. Thus, the main mechanism through which the minimum wage affects the
inequality should be the full-time workers.

The challenge to estimating effects on the affected workers is how to classify workers
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through observable wages (Neumark et al., 2004; Neumark, 2018). Using observations
of workers with wage information right before the minimum wage change equals to do-
ing estimation conditional on employed workers. It may neglect the entry effect from
non-employment into employment and perhaps can be solved by a longer tracking data
(Neumark, 2018). Considering that a previous method that uses average wages of indi-
viduals to classify workers may mix the direct effect and the indirect effect (Clemens and
Wither, 2014, 2017), the employment substitution and the wage spillovers, using workers’
latest wage information prior to the policy change may lead to a more correct result.

Through this intuition, two ways of classification are tried firstly. One is based on
the information of the last wage prior to the increase; the other uses the whole wage
information prior to the increase. That is, by the former method, full-time workers who
had wages lower than the new minimum right before the policy change, or those with
lower wages months prior to the policy change but were then out of work or turned to
part-time jobs are classified as the directly affected workers. By the latter method, only
full-time workers who only earned wages lower than the new minimum when they were
employed during the whole prior period will be classified as the directly affected workers.
Once workers are included into the dataset, they will be set on the balanced panel, in
which their missing periods on the record are set as non-employment. This setting helps
to generate the employment status of workers out of work. The employment probability
is calculated as the ratio of the employees to the whole individuals in the dataset. As the
hourly minimum wage has a much higher increase range, the employees include part-time
workers. Figure 24 shows the employment probability and the nominal wage of directly
affected workers classified by these two methods.

From the graphs, no matter which method is used, the patterns for both employment
and wage are obviously different on both sides of the cutoff time. Turning to the method
of using the last wage information, Figure 24(b) shows that workers who were having de-
creasing wages are actually included in the dataset. As workers out of employment after
having low wages are included, the employment probability should decrease over time dur-
ing the prior period. But workers with low wages right before the policy change and having
no work earlier are also included. Hence, Figure 24(a) shows the employment probability
keeps steady in the prior period. But after the cutoff time, the selection condition does not

hold anymore, and the employment probability keeps decreasing over time. On the other
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Figure 24: Employment and Wage of Directly Affected Classified by Two Methods

Notes: This figure shows the employment probability and nominal wage of directly affected
workers classified by two methods. The first one uses the last wage information prior to
the minimum wage increase. Full-time workers having wages lower than the new minimum
right before the policy change, or months prior to the policy change but were then out
of work or turned to part-time jobs are included. The second one uses the whole wage
information prior to the minimum wage increase. Only full-time workers earning wages
lower than the new minimum when they were employed during the whole prior period are
included. Once included, they are set in the balanced panel, in which their missing periods
on the record are set as non-employment. The employment probability is the ratio of
employment, including part-time jobs, relative to all included workers. The nominal wage
does not include the wage for non-employed workers, which should be 0. The horizontal
axis shows the number of months from June 2007, which is the latest month before the
minimum wage increase. Hence, June 2007 is set as 0 on the horizontal axis. The number of
bins is selected by the data-driven procedure of specifying the mimicking variance evenly-
spaced method using spacing estimators. The black curve is the global polynomial fit with
the order of 3 for each side of the cutoff. There is no weighting to all observations.

hand, using the rule of the whole information method leads the nominal wage to be very
steady prior to the cutoff time (24(d)), and leads the employment to increase during the
prior period (24(c)), as workers who had jobs much earlier are more likely to have higher

wages. Same as the previous method, when the condition does not hold, the employment
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decreases.

Rather than reflecting the true effects from the minimum wage increase, the changes
of variables around the cutoff time highly rely on the selection condition. Therefore,
the classification method needs to be less restrictive, which means loosening the wage
restriction close to the cutoff time. One possibility is to use the earliest information to
classify workers. However, as workers’ wages may increase over time, the dataset will mix
workers with different wages rather than merely low wages. Hence, it is a tradeoff between
the sample selection problems and the sample purity. The only way to provide an unbiased
result is to bear the cost of mixing workers firstly and then fix it. This strategy will be
shown later in this section.

Individual-level Dataset

To avoid the highly restrictive classification, the directly and also the indirectly affected
workers are classified by the wage information at the beginning of the data period, which
is January 2004. In other words, the dataset is conditional on workers employed in that
month. More specifically, the group of directly affected workers (which is a lower-wage
group compared to the other) contains full-time workers who had wages lower than the
new minimum; the group of indirectly affected workers (which is a higher-wage group
compared to the other) contains full-time workers who had wages between one level to
three levels higher than the new minimum in January 2004.4° Although the substitution
or spillover effect may be on workers with much higher wages, the lower levels should be
more likely to experience such effects.

A few points for setting the dataset are listed as follows. First, to avoid the influence
of schooling, mandatory military service, and retirement, an age restriction is employed in
this dataset. The goal in this study is not to focus on teens, and it has already been shown
in Figures 13 and 14 that the employment effects on teens may not be more distinctive
than others. The age range is ages 22 to 54 for females and ages 24 to 54 for males in
January 2004. During the data period, 2004 to 2010, the oldest age in the dataset is 60.
Second, the dataset is a balanced panel. Individuals’ missing periods on the record are
set as non-employment. This helps to evaluate the employment change. Third, the status

of employment includes part-time employment. As the percentage increase of the hourly

49 Insured wage levels lower than the new minimum includes 15,840 and 16,500 NTD. As the level of
17,400 NTD contains workers with actual wages between 16,500 and 17,400 NTD, which may be higher
than the new minimum of 17,280 NTD, it is not included into the directly affected worker group. The
indirectly affected workers are from levels of 18,300, 19,200, and 20,100 NTD.
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minimum wage is higher than that of the monthly minimum wage, transferring to part-time
jobs may be an optimal choice. If this is the case, then the employment effect would be
underestimated. Table 13 shows the descriptive statistics of the individual-level dataset.
The genders are separated to see if there is any difference between them.

All the observations are individuals times the 84 months, from January 2004 to De-
cember 2010. In other words, there are 410,552 male and 515,893 female individuals in the
lower-wage group; there are 57,412 male and 86,636 female individuals in the higher-wage
group. The number of females is higher in both groups, meaning that workers potential
affected by the minimum wage mainly are female.

The age compositions between gender and two groups are very similar. Individuals
aged 30 to 49 compose a large part of both groups. The lower-wage group has lower
ratios in the Taipei area, higher ratios in the small scale firms, slightly lower employment
probabilities, slightly higher part-time employment, and still lower wages compared to the
higher-wage group. Between genders, the female workers have slightly higher employment
probabilities and higher part-time employment, but lower wages in both groups. Wages of
females are about 6%-7% lower than males’. To notice that, information including working
location, sector, firm scale, and the wages are all conditional on employment. However,
the real earnings equals 0 if the observation is under non-employment, and equals the real
wage when there is employment. Hence, the change of the real earnings would combine

minimum wage effects on both employment and wage.
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Table 12: Descriptive Statistics of Firm-level Dataset

All firms Small scale firms'
Mean SD Mean SD
(1) (2) (3) (4)
Panel A. Firm charateristics
Total employment 13.26 117.35 6.28 14.69
Service sector 0.64 0.48 0.65 0.48
Location (Taipei) 0.40 0.49 0.40 0.49
Panel B. Employment composition
Full-time (F'T) 12.82 110.40 6.12 13.96
FT (wage < new MW)? 3.01 13.45 2.21 4.42
FT (wage > new MW) 9.81 105.30 3.91 12.69
FT (new MW +1 wage level)? 0.40 5.30 0.24 1.31
FT (new MW +1 to +3 wage levels)* 1.06 9.17 0.62 2.35
Part-time (PT) 0.43 24.23 0.16 2.59
Panel C. Nominal wage
Avg. wage (F'T) 26,933 7,543 26,790 7,536
Avg. wage (PT) 13,091 4,239 12,649 3,570
Total wage 383,705 4,113,022 161,254 454,963
Total wage (FT) 377,828 4,035,899 159,299 448,033
Total wage (PT) 5,877 337,245 1,955 34,894
Panel D. Real wage
Avg. wage (FT) 29,673 8,278 29,513 8,269
Avg. wage (PT) 14,263 4,632 13,755 3,870
Total wage 422,921 4,524,666 177,471 492,969
Total wage (FT) 416,493 4,441,134 175,347 485,578
Total wage (PT) 6,429 367,185 2,124 37,606
Panel E. Others
Separation rate (FT) 0.027 0.094 0.027 0.095
Separation rate (PT) 0.101 0.239 0.099 0.240
Hire rate (FT) 0.037 1.067 0.037 1.093
Hire rate (PT) 0.120 0.908 0.110 0.714
Occu. injury rate 0.00094 0.02589 0.00095 0.02653
Occu. injury rate (restricted)’ 0.00141 0.03081 0.00145 0.03203
Obs. 34,676,834 32,860,719

Notes:

I Firms with less than 30 employees.

2 As the new minimum is not a wage level prior to the policy change, here using the level of 17,400
NTD to represent the new MW. This level is the closest level to the new minimum.

318,300 NTD

418,300-20,100 NTD, which is 6% to 16% more than the new minimum.

5 Restricted to the three industries (manufacturing, construction, water supply and remediation
activities) having the highest occupational injury rates before the treatment.
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Compared to the general RD design, the density test and the randomization test are not
available here. As the dataset is a balanced panel, the number of the observation stays the
same during the time period. On the other hand, the personnel working characteristics are
conditional on employment, which may also be the outcome resulting from the minimum
wage increase. Hence, how to classify groups to form the dataset plays a key role. The
following shows the variables of interest in RD form from the two groups.

Individual Employment, Wage, and Earnings

Compared to most of the previous studies providing evidence of employment effects on
specific demographic groups (Belman et al., 2015; Neumark, 2018), separating the groups
of directly and indirectly affected workers can help to clarify the true effects on both sides.
Figure 25 shows the employment probability of the two groups. Different from the graphs
of more restrictive settings, the employment probability shown here is more smooth with
no distinctive patterns on both sides of the cutoff time. As those groups are classified by
the information of January 2004, the employment probability equals to 1 in the beginning
of the data period and keeps decreasing afterwards. Around the cutoff time, there seems to
be no obvious change and the graphs are similar between the two groups and also between
the genders. But of course, the specific month and year effects and the large scale of the
bandwidth may influence what is shown here.

The individual nominal wages of the two groups are shown in Figure 26. Because the
wages at the beginning of the time period are used to classify groups, their nominal wages
are lower or slightly higher than the new minimum wage of 17,280 NTD. As the nominal
wage is conditional on employment, so the wage is increasing over time. As expected, the
group of the directly affected workers has an obvious increase of their nominal wage (26(a)
and 26(b)). Comparatively, the pattern for the group of the indirectly affected workers
is unclear (26(c) and 26(d)). But if the real value of the wage is considered, as shown in
Figure 27, the lower-wage group seems to still have an increase (27(a) and 27(b)), but the
higher-wage group may have had their real wages decrease (27(c) and 27(d)) rather than
be stable or increase as the hypothesis of equity effect expects.

As the nominal and real wages are conditional on employment, only if there is no
employment effect can they be used to infer the effect on the two groups. Hence, the real
earnings, combining the wage and employment effects, is the key variable to understand

the effect on the inequality. Figure 28 shows the real earnings of the two groups. The
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Figure 25: Individual Employment Probability

Notes: This figure shows the individual employment probabilities from groups of the di-
rectly and indirectly affected workers. The group of directly affected workers contains
workers who were full-time employed with insured wage levels of 15,840 and 16,500 N'TD
in Jan. 2004. The group of indirectly affected workers contains workers who were full-
time employed with insured wage levels of 18,300, 19,200, and 20,100 NTD in Jan. 2004.
Non-employment is labeled if observation is not in the insurance record. As a result of this
setting, the employment probability equals 1 in Jan. 2004. The horizontal axis shows the
number of months from June 2007, which is the latest month before the minimum wage
increase. Hence, June 2007 is set as 0 on the horizontal axis. The data period is from
Jan. 2004 to Dec. 2010. The number of bins is selected by the data-driven procedure
of specifying the mimicking variance evenly-spaced method using spacing estimators. The
black curve is the global polynomial fit with the order of 4 for each side of the cutoff. There
is no weighting to all observations.

lower-wage group still seems to have an increase after the policy change (28(a) and 28(b));
the change on the higher-wage group is not clear, although there seems to be no change
on the female side (28(d)) and a decrease on the male side (28(c)).
Difference between Groups

The interest in this study is to see how the inequality is affected by the minimum wage

increase. According to the hypothesis of the substitution effect, the bound workers may
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Figure 26: Individual Nominal Wage

Notes: This figure shows the individual nominal wage from groups of the directly and
indirectly affected workers. The nominal wage is conditional on employment. The group
of directly affected workers contains workers who were full-time employed with insured
wage levels of 15,840 and 16,500 NTD in Jan. 2004. The group of indirectly affected
workers contains workers who were full-time employed with insured wage levels of 18,300,
19,200, and 20,100 NTD in Jan. 2004. As a result of this setting, the nominal wage of
the former group in Jan. 2004 is lower than the new minimum wage, while it is slightly
higher than the new minimum in the latter group. The horizontal axis shows the number
of months from June 2007, which is the latest month before the minimum wage increase.
Hence, June 2007 is set as 0 on the horizontal axis. The data period is from Jan. 2004
to Dec. 2010. The number of bins is selected by the data-driven procedure of specifying
the mimicking variance evenly-spaced method using spacing estimators. The black curve
is the global polynomial fit with the order of 4 for each side of the cutoff. There is no
weighting to all observations.

suffer due to the increase; on the contrary, the unbound workers may gain benefits from
more employment and may even get higher wages. The inequality may be raised then. On
the other hand, the hypothesis of the equity effect expects that the unbound workers will
have their wages raised when the lowest-workers have higher wages, thus the inequality

between the lower tail in the wage distribution may have no distinctive change. To briefly
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Figure 27: Individual Real Wage

Notes: This figure shows the individual real wage from groups of the directly and indirectly
affected workers. The real wage is conditional on employment and be deflated by the
monthly CPI. The group of directly affected workers contains workers who were full-time
employed with insured wage levels of 15,840 and 16,500 NTD in Jan. 2004. The group
of indirectly affected workers contains workers who were full-time employed with insured
wage levels of 18,300, 19,200, and 20,100 NTD in Jan. 2004. The horizontal axis shows the
number of months from June 2007, which is the latest month before the minimum wage
increase. Hence, June 2007 is set as 0 on the horizontal axis. The data period is from
Jan. 2004 to Dec. 2010. The number of bins is selected by the data-driven procedure
of specifying the mimicking variance evenly-spaced method using spacing estimators. The
black curve is the global polynomial fit with the order of 4 for each side of the cutoff. There
is no weighting to all observations.

see if those expectations can be shown in the data, the following figures show the difference
of employment, wages, and earnings between the two groups of workers.

Figure 29 shows the difference of employment probability between the two groups. To
reflect the concept of inequality, the difference is calculated by the mean of the indirectly
affected at time ¢ minus the value of the individuals of the directly affected group. As

individuals were all employed in January 2004, the difference is 0 at that time. The

104 d0i:10.6342/NTU201901247



19000
19000

18000
1
18000
L

Real Wage
Real Wage

17000
L

17000
L

16000
L

16000
15000

o] 20 0 0
Month (June2007=0) Month (June2007=0)

(a) Group of Directly Affected — Male (b) Group of Directly Affected — Female

21000 22000
L I

Real Wage
20000

Real Wage
17000 18000 19000 20000 21000 22000
| . . | . .

19000
I

18000
1

T T
-40 -20 0 0
Month (June2007=0) Month (June2007=0)

(¢) Group of Indirectly Affected — Male (d) Group of Indirectly Affected — Female

Figure 28: Individual Real Earnings

Notes: This figure shows the individual real earnings from groups of the directly and
indirectly affected workers. The real earnings equal 0 if observation is out of work, and
equal the real wage otherwise. The group of directly affected workers contains workers who
were full-time employed with insured wage levels of 15,840 and 16,500 NTD in Jan. 2004.
The group of indirectly affected workers contains workers who were full-time employed
with insured wage levels of 18,300, 19,200, and 20,100 NTD in Jan. 2004. The horizontal
axis shows the number of months from June 2007, which is the latest month before the
minimum wage increase. Hence, June 2007 is set as 0 on the horizontal axis. The data
period is from Jan. 2004 to Dec. 2010. The number of bins is selected by the data-
driven procedure of specifying the mimicking variance evenly-spaced method using spacing
estimators. The black curve is the global polynomial fit with the order of 4 for each side
of the cutoff. There is no weighting to all observations.

increasing difference shows that the lower-wage workers are more likely to be out of work.
Around the cutoff time, there seems to be no obvious change on the male workers (29(a)),
but the difference between the female higher- and lower-wage workers seems to be wider
(29(b)). A quick intuitive guess is that the lower-wage females suffered from disemployment
because of the minimum wage increase. But if we go back to see Figures 25(b) and 25(d),

it is more possible that the widened difference is due to the increased employment of the
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female higher-wage workers instead. However, if we assume that there is no effect on the
higher-wage workers, then the result estimated from an approach of difference in difference

will tell us that the female workers suffer because of the increase.
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Figure 29: Difference of Employment Probability between Two Groups

Notes: This figure shows the difference of employment probability between the groups of
directly affected and the indirectly affected workers. The difference equals the mean of the
indirectly affected at time ¢ minus the value of the individuals of the directly affected group.
The group of directly affected workers contains workers who were full-time employed with
insured wage levels of 15,840 and 16,500 NTD in Jan. 2004. The group of indirectly
affected workers contains workers who were full-time employed with insured wage levels of
18,300, 19,200, and 20,100 NTD in Jan. 2004. By this setting, all the individuals were
employed in Jan. 2004, so the difference of the employment probability is 0 at that time.
The horizontal axis shows the number of months from June 2007, which is the latest month
before the minimum wage increase. Hence, June 2007 is set as 0 on the horizontal axis.
The data period is from Jan. 2004 to Dec. 2010. The number of bins is selected by the
data-driven procedure of specifying the mimicking variance evenly-spaced method using
spacing estimators. The black curve is the global polynomial fit with the order of 4 for
each side of the cutoff. There is no weighting to all observations.

Figure 30 shows the differences between the nominal and real wages between the two
groups. One of the interesting parts is that the wage gap for the males has a decreasing
pattern on both sides of the cutoff time, but it seems to be steady for the females prior
to the policy change. The minimum wage increase leads to distinctive reductions on wage
gaps among different groups and different genders. This is not close to expectation of
he equity effect, unless we assume that the wage spillovers only happen on workers with
50

previous wages 16% higher than the new minimum.

The difference of the real earnings between two groups is shown in Figure 31. When

50 The group of the indirectly affected workers is classified by the wage levels of 18,300 to 20,100 NTD,
which is about 6% to 16% higher than the new minimum wage of 17,280 NTD.
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Figure 30: Difference of Wages between Two Groups

Notes: This figure shows the differences of the nominal and real wages between the groups
of directly affected and the indirectly affected workers. The difference equals the mean of
the indirectly affected at time ¢ minus the value of the individuals of the directly affected
group. The group of directly affected workers contains workers who were full-time employed
with insured wage levels of 15,840 and 16,500 NTD in Jan. 2004. The group of indirectly
affected workers contains workers who were full-time employed with insured wage levels of
18,300, 19,200, and 20,100 NTD in Jan. 2004. By this setting, all the individuals were
employed in Jan. 2004, so the difference of the employment probability is 0 at that time.
The horizontal axis shows the number of months from June 2007, which is the latest month
before the minimum wage increase. Hence, June 2007 is set as 0 on the horizontal axis.
The data period is from Jan. 2004 to Dec. 2010. The number of bins is selected by the
data-driven procedure of specifying the mimicking variance evenly-spaced method using
spacing estimators. The black curve is the global polynomial fit with the order of 4 for
each side of the cutoff. There is no weighting to all observations.
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combining the effects on employment and wages, both genders seem to have reductions in
their earnings gaps after the minimum wage increase. This phenomenon is not in line with
the hypotheses of the substitution effect and the equity effect, which state there should be

a wider wage gap and a stable wage gap, respectively.
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Figure 31: Difference of Real Earnings between Two Groups

Notes: This figure shows the difference of the real earnings between the groups of directly
affected and the indirectly affected workers. The difference equals the mean of the indi-
rectly affected at time ¢ minus the value of the individuals of the directly affected group.
The group of directly affected workers contains workers who were full-time employed with
insured wage levels of 15,840 and 16,500 NTD in Jan. 2004. The group of indirectly af-
fected workers contains workers who were full-time employed with insured wage levels of
18,300, 19,200, and 20,100 NTD in Jan. 2004. By this setting, all the individuals were
employed in Jan. 2004, so the difference of the employment probability is 0 at that time.
The horizontal axis shows the number of months from June 2007, which is the latest month
before the minimum wage increase. Hence, June 2007 is set as 0 on the horizontal axis.
The data period is from Jan. 2004 to Dec. 2010. The number of bins is selected by the
data-driven procedure of specifying the mimicking variance evenly-spaced method using
spacing estimators. The black curve is the global polynomial fit with the order of 4 for
each side of the cutoff. There is no weighting to all observations.

2.4.2.3 Adjustment for Individual-level Analysis

The drawback of the classification using the wage information of the earliest information
in the data period is mixing workers with different wages before the policy change. Figure
32 shows the insured wage distribution of the two groups in June 2007, right before the
minimum wage increase. The blue bar is for the lower-wage group, and the red bar is for
the other. From the graphs, we can tell that even after 42 months, workers having bound
wages in January 2004 were still concentrated in the bound wage levels in June 2007. More

specifically, 36% of the male workers and 41% of the females in the lower-wage group were
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still bound by the new minimum in June 2007. Correspondingly, 6% and 9% of them were
raised to one to three levels higher than the new minimum. On the other hand, in the
higher-wage group 24% of males and 29% of females were in the range of one to three levels
higher than the new minimum. The proportion that fell into the bound levels is 11% for
both males and females. However, both groups have high proportions of non-employment,

which is valued as 0 in the figure.

30
30

20
20
L

Percentage
Percentage

10
10
L

I Directly Affected Workers [l Indirectrly Affected Worker# I Directly Affected Workers [l Indirectrly Affected Worker#

(a) Male (b) Female

Figure 32: Insured Wage Distribution of Two Groups in June 2007

Notes: This figure shows the insured wage distribution of the groups of directly affected
and the indirectly affected workers in June 2007. The wage equals to 0 for non-employment.
The group of directly affected workers contains workers who were full-time employed with
insured wage levels of 15,840 and 16,500 NTD in Jan. 2004. The group of indirectly
affected workers contains workers who were full-time employed with insured wage levels of
18,300, 19,200, and 20,100 NTD in Jan. 2004.

Regardless of the high proportion of non-employment, as both groups still concentrated
of their previous levels, the simple method from the literature is that the results are more
reflective of effects on the directly and the indirectly affected workers rather than others.
However, the ambiguity is exactly what this study wants to address. In addition, the high
proportion of non-employment also makes the results more ambiguous. To address this
problem, two assumptions for estimation are listed as follows.

One assumption is that effects of the minimum wage increase are only a direct effect
and an indirect effect, which are on workers with wages lower than the new minimum and
wages between one to three levels higher than the new minimum. The other assumption
is that the unemployment rate in the whole labor market is applied to workers on all wage
levels. Although the second assumption explains parts of the non-employment, there are

still unexplained parts left. Considering that the wage may increase or decrease over time
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due to some unobservable factors, like the setting in the Mincer equation. Just as some
workers have their wages raised to higher levels, correspondingly, some workers have their
wages decreased due to some reasons. But those workers with decreased wages will be
truncated by the minimum wage and be labeled as non-employment.®! As their potential
wages are already lower than the existing minimum wage, the minimum wage increase
would not have an effect on them. By these two assumptions, the results of the two groups
can be derived as the combination of the actual direct and indirect effects. In the following,
the adjustment for the individual outcome and the difference are described separately.
First, the individual outcome when the two groups are classified by the earliest infor-

mation could be described as Eqgs. (14) and (15)

y' = rbyr +rlyg + O (14)

y" = rlyr + iy + 0" (15)

y' and y” are as the setting before, representing individual outcomes from the group
of directly affected workers (group ) and the group of directly affected workers (group
h), respectively. As the groups mix workers with different wages, these two outcomes
actually are combinations of outcomes from different kinds of workers. yr, is the outcome
of workers who are actually bound by the new minimum wage before the policy change
(worker L); yg is the outcome of workers who are actually one to three levels higher than
the new minimum before the policy change (worker H). r% is the ratio of the actually
bound workers in the lower-wage group, and T‘ZH is the ratio of workers actually having
slightly higher wages than the new minimum in the lower-wage group. Correspondingly,
in a simplified way, r,’—z is the ratio of the L workers in the h group, and 7"?1 is the ratio of

H workers in the h group.”> O' and O" are the weighted average outcome of other kinds

of workers in groups [ and h. The ex post outcome could be shown as Egs. (16) and (17),

5! The context here seems to acknowledge the disemployment effect caused by the minimum wage, but
actually it is different between the effect of having a minimum wage and a minimum wage increase. An
example for the context is a minimum wage worker losing his working capability due to an accident or a
family event are unable to maintain his original job, hence he is out of employment or transfers to other
informal or unpaid work. It is obvious not like the situation where the employer needs to raise the wage
of that minimum wage worker, which is the case that this study is focusing on.

52 Ratios of workers unemployed but belonging to such wage levels are included in 7.
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as A means the change after the policy change.
Y+ Ay =i (yn + Ayn) + i (ym + Aya) + (0" + AO (16)

y" + Ayt =1l (yr + Ayr) + v (ya + Ayr) + (0" + AO™) (17)

Based on the unique trait of the RD design of this study, Ay’ and Ay" are exactly
the estimates 8 and A" shown in Eqs. (8) and (9). Now based on the first assumption,
minimum wage increases only have effects on workers L and H, hence, both AO! and AO"

are 0. Then the original estimates can be shown as in Egs. (18) and (19).

gt =t B+l By (18)
Bh =l B+l Bu (19)

Br, and By represent the effects on workers L and H, the same as Ayr and Ayp.
Therefore, the actual direct and indirect effects can be derived by the estimated results, 5!
and ", and the ratios, rlL, riq, rj}-z, and 7‘?{. One thing to notice is that to derive the actual
effects, the change of the outcome variables need to be the change of values rather than
the percentage change. If we replace Egs. (16) and (17) with the log value of the outcome,
then effects on different parts of workers cannot be easily separated. That is the reason
why this study estimates the value changes rather than percentage changes. In addition,

based on Egs. (18) and (19), the variance of the change of the groups [ and h can be shown
as in Egs. (20) and (21).

V(B') = (rL)*V(BL) + (riy)V (Bm) + 2rriycov(Br. Bar) (20)

V(B") = (r})2V(BL) + () V (B) + 2rfrtycov(BL, Bu) (21)

Hence, the variance of actual effects can be derived by the variance of estimated results,
V(Bl) and V(ﬁh), the ratios, ri, riq, r]’f, and r?{, and cov(Br,Br). As Br and By are
derived by Egs. (18) and (19), the covariance between the two effects cannot be identified.
However, considering that these two kinds of workers have similar wages and hence are
both low-skilled workers compared to the whole distribution of workers, the minimum wage

effects on them may vary in the same directions. For example, a recession in a specific
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industry may amplify the disemployment effect and mitigate the substitution effect on
those workers. If the direct wage effect is over the mechanical adjustment, then the direct
wage effect and also the wage spillovers would be mitigated by a recession. If the direct
wage effect is just reflecting the mechanical adjustment, then there would be no correlation
with the indirect wage effect. Therefore, the cov(8r, Br) should be 0 or positive. That is,
the variance of the actual effects would be overestimated when setting the covariance as 0.
If the actual estimates are still significant under this setting, they would also be significant
under the true variance.

Except for the individual outcome, the model for the difference between two groups,

Eq. (13), needs to be rewritten as Eq. (22).

Yl — g, = Ay + ABDy + A8Time, + An(Dy, - Timey) + Aey -
22

where A = (rfy —rt)) By — (rt — )81

It means that the estimated result is not exactly the effect on the difference after the
minimum wage increase, which should be the difference of two actual effects, 8 — 5. The
necessary condition to derive the actual effect on the difference is (rf, — rt;) = (rl —r#).
Unfortunately, the ratios in the dataset cannot support this condition.®® Nevertheless,
as the key question that this study want to solve is whether the spillovers exist, we can
estimate it through the difference of nominal wages. That is, if the direct effect on the
nominal wage is just reflecting the mechanical adjustment, we can know the g for the

nominal wage, hence we can estimate whether the Sy for the nominal wage is positive or

not.

2.5 Regression Discontinuity Estimate

To thoroughly know the minimum effects on the inequality, the firm-level and individual-
level estimates are shown in sequence. First, providing the firm-level estimates of the
changes on the employment stock and the wage payment help to see if the substitution
and the equity effects exist. The former one expects the opposite employment effects on
lower- and higher-wage workers; the latter expects a wage increase for the higher-wage

workers. Second, with the individual-level data, I can obtain the separated estimates of

53 In this dataset, the difference of H worker ratio between groups h and [ is 18% for the males and 20%
for the females; the difference of L worker ratio between groups [ and h is 25% for the males and 30% for
the females.
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the employment and wage effects on the directly and indirectly affected workers. Third, I
can look directly into the difference between the lower- and higher-wage workers. Fourth,
the firm-level data helps me to see the employment flow that may reflect the reason behind
the results; I can use individual transitions as a supplement. Fifth, I provide the estimate
of the other channel of a spillover effect, the safety effect.

All the estimates are based on the local variation rather than the global variation.
Considering that different bandwidths may affect the estimated results, the results here
are estimated by two optimal bandwidths, which are based on the minimization of mean
square error (MSE) and the minimization of coverage error rate (CER). The bandwidths
vary on different models, but in general, the MSE bandwidth is about 10 months before and
after the cutoff time, which is higher than the CER bandwidth, which is about 5 months
before and after the cutoff time. In addition, as the traditional estimation of minimizing
the error value widens the choice of bandwidth and hence leads to bias, bias—corrected
estimates are needed. However, this can cause the variance of the estimated value to
become enlarged. Hence, this study uses the robust estimation provided by Calonico et al.

(2014), which is bias—corrected and has a more stable variance.

2.5.1 Estimate of Employment Stock and Wage Payment Effects

Previous studies about the minimum wage effects on the wage distribution all found wage
spillovers, although some are huge and some are moderate (Dinardo et al., 1996; Lee,
1999; Autor et al., 2016; Cengiz et al., 2018). Combined with the elusive results of the
employment effect, studies tend to infer that these spillovers are a result of the equity effect
(Giupponi and Machin, 2018; Dube et al., 2019) rather than the substitution effect. Based
on the hypothesis of the equity effect, higher-wage workers have their wages raised due to
employers wanting to maintain the wage structure in order to keep their workers’ effort
(Gramlich, 1976; Grossman, 1983; Akerlof and Yellen, 1990; Katz and Krueger, 1992).
Hence, this effect should be easily found in the firm level. However, until today, there has
been sparse evidence from adequate firm-level data to support the spillovers. Although
Dube et al. (2019) recently found wage spillovers in a large US retailer, more evidence
is needed in a broader scale. As the two competing hypotheses lead to different results
on firms’ employment and wage payments, I try to provide evidence through firm-level

analysis by using a employee-employer matched administrative dataset.
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2.5.1.1 Estimates for Employment Stock

The effect on the firms’ employment stock is shown in Table 14. As the small scale firms
have a higher proportion of the bound workers, a subsample of them is formed to rule
out the potentially moderate effect on the larger scale firms. Columns (1) and (3) are
estimates following the model shown by Eq. (6) without controlling the specific month
and year effects; the column (2) and (4) are estimates following the models shown by Eq.
(7), which controls the specific month and year effects. All the estimates reflect the change
on the dependent variables’ value rather than percentage changes.

First, when analyzing all firms, no significant effect shows up when the specific year and
month effects are not controlled. After controlling those effects, the number of full-time jobs
bound by the new minimum wage has a significant decrease of 2.5% compared to the mean
value before the policy change. But the estimate under the CER bandwidth is positive
although not significant. As the CER bandwidth is shorter than the MER bandwidth, it
means that those jobs were not decreased but even sightly increased in the short run and
then decreased in a longer period. However, since the total full-time employment under the
MER bandwidth has no significant change, the decrease may just mean some lowest-wage
jobs move to higher-wage levels.

Second, in the analysis of small scale firms, effects are more clear. Even without
controlling the specific year and month effects, we can find a more significant increase on
the full-time binding-wage jobs in the short run, although it is just about 1.1% compared to
the mean value before the policy change. Besides, the part-time jobs significantly increase
about 11.3% under both bandwidths. After controlling specific year and month effects,
under the shorter bandwidth (CER), the full-time binding-wage jobs still increase by 1.1%,
and the jobs one level higher than the new minimum also increase by 2.1%, although there
is no significant change on the total full-time employment. Under the longer bandwidth
(MER), the negative effect on the binding-wage jobs (-1.1%) shows again, but now with an
increase on the jobs one to three levels higher than the new minimum (1.9%) and also with
an increase in the total full-time employment (1.7%). On the other hand, the positive effect
on the part-time employment stays significant when controlling the specific time effects,
and even higher under the longer bandwidth (24.1%).

Based on the results, a few things are confirmed by the estimates for small scale firms,
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which are more exposed to the minimum wage effects. One is that there is no decrease
on the lowest-wage jobs in the short run; these may even be a significantly slight increase,
which is in line with many related works in the literature. Another is that jobs with wages
slightly higher than the new minimum have a significantly slight increase, which is in line
with the finding of Neumark et al. (2004). The other is that the part-time employment
increases significantly, which is in line with the finding of Giuliano (2013). It is unconfirmed
whether the significant decrease in binding-wage jobs under the longer bandwidth reflects
layoffs or movements to higher-wage levels.

Recalling the two hypotheses of the substitution and the equity effects, the change
on the employment is not in line with the expectation of the equity effect, which should
lead to a stable employment. The short term increase on the lowest-paid jobs is not in
line with the substitution effects either, but the longer period estimates may reflect an
employment substitution away from the lowest-paid positions to higher-wage positions.
However, the total full-time employment increase in a longer period cannot be explained
by the substitution effect. Furthermore, the huge increase in the part-time jobs is obviously
away from the expectation of substitution effect, especially since the hourly minimum wage
was hugely increased by 44%. Although no hourly information can be used to separate
part-time workers, we know that the proportion of unbound part-time workers is only
44.3%. 1If all the employment increases come from those unbound workers, then their
employment needs to be increased by at least 54.4%. Hence, a more possible explanation
to these findings is that the binding-wage jobs do increase in number, at least the part-time
ones do.

In addition, the change of the employment also challenges studies which focused on
the wage distribution (Dinardo et al., 1996; Lee, 1999; Autor et al., 2016; Cengiz et al.,
2018), in which they need to neglect the change on employment, either the bound one or

unbound one.

2.5.1.2 Estimates for Average Wage

The estimated minimum wage effect on the firms’ average wage payment is shown in Table
15. Previous firm-level studies usually used firms’ wage payment to classify firms or to
form the independent variable describing the minimum wage influence (Card and Krueger,

1994; Hirsch et al., 2015), thus they cannot estimate the actual wage effects on the firms.
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Table 14: RD Estimators of Effects on Employment Stock in Firms

All firms Small scale firms
(1 ) ©) 0
Panel A. CER optimal bandwidth estimator
Full-Time -0.038 -0.063 0.015 0.024
(0.172) (0.173) (0.029) (0.029)
Full-time (wage < new MW) 0.030 0.043* 0.024** 0.023**
(0.024) (0.024) (0.010) (0.010)
Full-time (1 level higher) 0.013* 0.013* 0.005%* 0.005%*
(0.0077) (0.0077) (0.0027) (0.0028)
Full-time (1 to 3 levels higher) 0.019 0.020 0.0090* 0.0075
(0.013) (0.013) (0.0051) (0.0051)
Part-time 0.059 0.062 0.016%** 0.017#%*
(0.068) (0.068) (0.0045) (0.0045)
Panel B. MER optimal bandwidth estimator
Full-Time -0.024 -0.026 0.002 0.106***
(0.173) (0.172) (0.030) (0.030)
Full-time (wage < new MW) 0.006 -0.072%%* 0.005 -0.024**
(0.024) (0.024) (0.011) (0.011)
Full-time (1 level higher) 0.013* 0.007 0.003 0.004
(0.0078) (0.008) (0.003) (0.003)
Full-time (1 to 3 levels higher) 0.022 0.010 0.0088* 0.012%*
(0.0144) (0.014) (0.0052) (0.0052)
Part-time 0.051 0.077 0.016%** 0.034***
(0.072) (0.071) (0.0046) (0.0046)
Control:
Year & month effects No Yes No Yes
Mean value before the policy change
Full-time 12.684 6.073
Full-time (wage < new MW) 2.918 2.149
Full-time (1 level higher) 0.376 0.237
Full-time (1 to 3 levels higher) 1.013 0.624
Part-time 0.432 0.141

Notes: The table reports RD treatment effect estimators. Small scale firms are firms with less
than 30 employees. The CER bandwidths are around 5 months and the MER bandwidths are
around 10 months before and after the cutoff time. All the estimators are related to the value of
dependent variables rather than percentage change. Estimators are bias—corrected RD estimates
with robust variance under controls for the industry sectors and location. full-time with one level
higher means full-time employment on the insured wage 18,300 NTD, and one to three levels
higher include 18,300, 19,200, and 20,100 NTD. The mean value before the policy change is the
mean value in June 2007.

* Significant at the 10% level.

** Significant at the 5% level.

*** Significant at the 1% level.
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It is one of the contributions of this study. As there is no weighting, the estimates between
total firms and small scale firms are closer and the main difference between the large and
small firms is in the part-time workers. Considering that large scale firms may give higher
hourly wages to their part-time workers, I also focus on estimates for the small scale firms.

For the nominal wage, no matter whether full-time or part-time, what the bandwidth
is, and whatever the specific time effects are controlled or not, the average nominal wages
have significantly increased. As the nominal wage is conditional on employment, the results
are not so surprising. However, the effect on the average real wage is striking. To discuss
the effects on the real wage, we need to rule out the influence from the fluctuation of the
CPI. As shown in Figure 20, the increase of the CPI may have an adverse result under a
shorter RD bandwidth. Hence, the estimated results of the full-time real wage under the
CER bandwidth (on the row with grey color) are obviously higher than the nominal one,
even though we know that the increased CPI actually should mitigate the wage increase.
Although the estimates on the real wage of the part-time employment under the CER are
not higher than the nominal ones, they could be lower if there was no fluctuation of the
CPIL. Therefore, estimates under the MER bandwidth should be more reliable.

Under the MER bandwidth, all the estimates for the real wage are negative. After con-
trolling the specific year and month effects, the average wages for the full-time employment
and the part-time employment are decreased, respectively, by 1.0% and by 0.6%, although
the latter is not so significant. As the nominal insured wage of full-time bound workers
is at least increased by 4.7%, which is larger than the inflation 10 months after the cutoff
time even without controlling the time trend, the decrease of the real wage should come
from the unbound workers. If the inference is true, it means that rather than spillovers,
the workers who had wages just above the new minimum before the policy change had
their real wages decline, which is in line with the finding from Neumark et al. (2004) but
opposite to the very specific finding on a large US retailer from Dube et al. (2019) and

hence to the equity effect.

2.5.1.3 Estimates for Total Wage

Combining the employment and the average wage, Table 16 shows the estimated effects
on the total wages. As the impact from the minimum wage increase may be too moderate

on large scale firms, the estimates based on all the firms are insignificant but those based
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Table 15: RD Estimators of Effects on Average Wage Payments in Firms

All firms Small scale firms

(1) (2) (3) (4)

Panel A. CER optimal bandwidth estimator

Full-time (nominal) 24 2%KK 261%+% 2517%4% 271 HHH
(17) (17) (17) (17)
Full-time (real) T46%H* 501%** TH5%E% 485HHk
(19) (19) (19) (19)
Part-time (nominal) 72 117k 139%#* 285HHK
(44) (44) (43) (43)
Part-time (real) 22 -99** 40 -114%**
(49) (49) (48) (47)
Panel B. MER optimal bandwidth estimator
Full-time (nominal) 332%** T3 338 T08%H*
(17 (1) (18) (1)
Full-time (real) -104%* -328 %k -giekek -309%H*
(19 (19) (19) (19)
Part-time (nominal) T 88* 2097%** 339tk
(45) (45) (13) (13)
Part-time (real) 22077 -53hHHk -139%kk -80*
(50) (50) (49) (48)
Control:
Year & month effects No Yes No Yes
Mean value before the policy change
Full-time (nominal) 26,986 26,837
Full-time (real) 29,995 29,829
Part-time (nominal) 12,958 12,443
Part-time (real) 14,403 13,830

Notes: The table reports RD treatment effect estimators. Small scale firms are firms with less
than 30 employees. The CER bandwidths are around 5 months and the MER bandwidths are
around 10 months before and after the cutoff time. The real wage is deflated by the monthly
CPI. All the estimators are related to the value of dependent variables rather than percentage
change. Estimators are bias—corrected RD estimates with robust variance under controls for
the industry sectors and location. The row highlighted in grey color shows the influence from
the fluctuation of the monthly CPI, which leads to overestimating the effect on the real wage.
Hence, estimates under the MER bandwidth are more reliable to reflect the effects on the real
wage. The mean value before the policy change is the mean value in June 2007.

* Significant at the 10% level.

** Significant at the 5% level.

*** Significant at the 1% level.

on the small scale firms are significant. Turning to the nominal value, after controlling the
year and month effects, the total wages for full-time employment is about 1% to 4% higher

than the prior; for part-time employment, the total wages hugely increase 14.0% to 25.2%.
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Turning to the real value, with the concern of the monthly CPI fluctuation, the MER
estimators are also more reliable here. As the employment of the part-time workers in-
creases hugely, the inflation has less influence on the estimates and the total real wages for
the part-time workers are still significantly increased by about 23.4%. However, the total
real wages on the full-time workers have no significant difference from the prior. It means
that the slightly positive employment effect and the slightly negative real wage effect come
together to lead to a null effect on the firms’ total real wage payment for the full-time
employment.

This finding provides a totally different story about firms’ adjustments to the mini-
mum wage increase. Rather than to lay off lowest-wage workers or to raise other workers’
wages, the firms decrease the real wages of the unbound workers to mitigate the labor cost
increase, which is from the wage hike of the lowest-wage employees and even the employ-
ment increases on the bound and unbound workers. Under this adjustment, no positive
"spillovers" exist but negative ones do. But as the results show that the employment with
wages above the new minimum is raised after the minimum wage increase, the effect on

the inequality is still unclear through the firm-level analysis.

2.5.2 Estimate of Employment and Wage Effects on The Affected Individuals

As the firm-level analysis is on the employment stock of different wage levels and the average
wages, the individual-level analysis can look into the effects on the individual workers that
are supposed to be affected. Although there is already a vast literature providing evidence
on workers who might suffer from the minimum wage increase, most of them focused on
particular demographic or industrial groups (Belman et al., 2015). Few studies estimated
effects on the affected classified by wages, but they kept using the technique of difference
in difference and hence neglected the indirect effects (Clemens and Wither, 2014; Jardim
et al., 2017). Only Neumark et al. (2004) used the conventional panel data framework to
provide the direct and indirect effects at the time, but they failed to estimate the entry
effect. This study contributes to the literature by providing the two effects separately
through the RD estimation, which did not have to rely on a perfect counterfactual.

In this section, the estimates on the two groups classified by the earliest wage infor-
mation are presented firstly, followed by the adjustment of the estimates. To make sure

that no serious sample selection problems exist, a robustness estimate using a different
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Table 16: RD Estimators of Effects on Total Wage Payments in Firms

All firms Small scale firms

(1) (2) (3) @)

Panel A. CER optimal bandwidth estimator

Full-time (nominal) -719 -265 1,518%* 2,140%*
(6,580) (6,577) (884) (878)
Full-time (real) 6,474 6,209 3 3335k 3.98%H*
(7,363) (7,363) (983) (983)
Part-time (nominal) 825 864 206*** 24 3%H*
(920) (920) (58) (59)
Part-time (real) 1,055 1,070 2547 274K
(1,030) (1,029) (63) (65)
Panel B. MER optimal bandwidth estimator
Full-time (nominal) wage 859 4,636 2,004** 7,195%%*
(6,614) (6,602) (902) (901)
Full-time (real) -5,267 -8,180 -218 829
(7,330) (7,330) (999) (999)
Part-time (nominal) 728 1,065 215%** 437HHH
(958) (936) (58) (59)
Part-time (real) 659 963 236%** 451
(1,041) (1,040) (67) (65)
Control:
Year & month effects No Yes No Yes
Mean value before the policy change
Full-time (nominal) 376,487 158,219
Full-time (real) 418,458 175,857
Part-time (nominal) 5,853 1,731
Part-time (real) 6505 1,924

Notes: The table reports RD treatment effect estimators. Small scale firms are firms with less
than 30 employees. The CER bandwidths are around 5 months and the MER bandwidths are
around 10 months before and after the cutoff time. The real wage is deflated by the monthly
CPI. All the estimators are related to the value of dependent variables rather than percentage
change. Estimators are bias—corrected RD estimates with robust variance under controls for
the industry sectors and location. The row highlighted in grey color shows the influence from
the fluctuation of the monthly CPI, which leads to overestimating the effect on the real wage.
Hence, estimates under the MER bandwidth are more reliable to reflect the effects on the real
wage. The mean value before the policy change is the mean value in June 2007.

* Significant at the 10% level.

** Significant at the 5% level.

*** Significant at the 1% level.

classification method is also presented. After presenting the individual effect, I provide the
estimated results on the difference between two groups. Notice that because of the lack of

hourly information, the individual-level estimates are only on the full-time workers, but if
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they transfer to part-time jobs they will also be identified as being employed.

2.5.2.1 Estimates for Two Affected Groups

The estimated results of the effects on the two groups are presented in Table 17. Con-
sidering the fluctuation of the monthly CPI, estimates related to the real values are just
provided under the MER bandwidth.

First, consider the employment effects on the two groups of workers. The directions of
the estimated employment effects on the lower-wage group depend on whether the specific
time effects are ruled out. Before controlling, the employment probability of this group
significantly but slightly decreased by 0.33% to 0.63% compared to the prior level and
there was no obvious difference between genders. But after controlling, the estimated
employment effects turn positive, with a range from 0.5% to 2.3%. The phenomenon is
similar for the higher-wage group. After controlling the specific time effects, the estimates
change from insignificantly negative to significantly positive with a range of increase from
0.3% to 2.5%.

This means that their employment changes even just around the cutoff time are neg-
atively affected by some factors which can be controlled by year and month. Hence, if
estimating a difference in difference with some other groups of workers who are not af-
fected by those unobservable factors, there could be on overestimate of the disemployment
effect on the low-wage workers, which is similar to the argument of Allegretto et al. (2011)
and Dube et al. (2010) about the specific time effect. The estimated effects on both groups
are all significantly positive; this is in line with the finding from the firm-level analysis.

Second, I will observe to the wage effects. As expected, nominal wages of the lower-wage
group have been significantly increased, although the amounts are reduced by controlling
the specific time effects. Before ruling out the influence related to specific times, the range
of increase is between 1.2% and 2.3%, but it is reduced to 0.6% to 1.5%. This means that,
even if there is no minimum wage increase, their nominal wages still tend to be raised,
but the increase due to the policy change let their wages increase more. However, when
including the influence from the CPI, the positive effect on the lower-wage group is reduced
more and only the females can still have a significantly positive real wage effect, which is
about 0.52% higher than before. Thus, after considering the original wage increase and

the inflation, the male individuals in the lower-wage group actually have no wage increase
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and the females have a very slight one.

On the other hand, even when not controlling the effects of specific times, there is
only weak evidence proving that the nominal wage has raised among the higher-wage
group; after ruling out the original wage increase, their nominal wages decline, although
very slightly and only significantly among the females. And of course, the situation in
the higher-wage group gets worse; they actually experience a wage decline of about 1.5%
when considering both the original wage increase and the inflation. The result proves
the inference in the firm-level analysis, which says that the decrease of the average real
wage should come from the unbound workers and hence be opposite to the expectation
of a spillover. The result is in line with Neumark et al. (2004), which is the only study
providing wage and employment effects on workers of different wage levels.

Finally, we can see that the individuals of the lower-wage group have an increase of
their real earnings by about 1.6%, which is from the increases on their employment and also
their real wages. Correspondingly, individuals of the higher-wage group have no change
on their real earnings, which results from the positive employment effect and the negative
wage effect.

Therefore, results from both the firm-level and individual-level analysis indicate that
no positive "spillovers” exist but negative ones do. However, higher-wage workers’ em-
ployment is also increased. Those two effects offset each other lead to the null change on
the higher-wage group’s real earnings. Hence, the minimum wage can only reduce the real
earnings inequality between the lowest-wage group and others. The reduction on the in-
equality do not spill over to other higher-wage workers. The results are obviously different
from studies estimating the wage distribution (Dinardo et al., 1996; Lee, 1999), and provide

a support to Autor et al. (2016), which questioned about the existence of the spillovers.
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2.5.2.2 Adjusted Estimates for The Affected Individuals

As the two groups actually have mixed compositions of different kinds of workers, the
findings above may be undermined. To solve this problem, the adjusted estimates for the
actual affected individuals by using Egs. (18) and (19) are presented in Table 18. All
the variances are calculated by using Eqgs. (20) and (21) with a 0 value for the covari-
ance between the direct and indirect effects. As discussed before, the variances should be
overestimated under this setting, hence the estimates would be actually significant if they
already are in the table.

First, regarding the employment effect, after ruling out the unobservable factors, the
actual bound workers have their employment increased in the shorter bandwidth, and the
effect on the females (3.8%) is higher than the effects on the males (0.9%). However, when
using the longer bandwidth, the males have a larger increase (3.8%) and the females have
a moderate decrease (-0.5%). On the other hand, the effects on the unbound workers with
slightly higher wages than the new minimum are not so significant when using the CER
bandwidth, but are significantly positive under the MER bandwidth (4.9% for the males
and 6.9% for the females). This means that even after adjusting the estimates, results still
show that there are moderately negative and even positive effects on the bound workers,
and positive effects on the unbound workers, although different bandwidths lead to strong
or weak estimated results.

Second, turning to the wage effect, the adjusted results clearly separate the opposite
effects on the two kinds of workers. If the specific time effects are not considered, the
bound workers’ nominal wages are increased by 5.1% to 7.5%. The effects still remain
at a range from 3.0% to 5.6% when cutting potential increases related to specific years
and months. Even deflated by the CPI, the effects are still positive, although reduced to
1.1% to 3.6%.7* On the contrary, even before controlling specific time effects, the unbound
workers” nominal wages have no significant change, and are significantly changed by -2.8%
to -4.7% when cutting off the wage increases they should have. When the inflation is also
considered, their wages are changed by -7.9% to -8.1%.

The clearer results reflect that the estimates on the two groups actually mix the two

opposite effects and make the story more definite: the lower-wage workers have their wages

54 Although the derived estimate of the real wage effect on the females is higher than the nominal one, it
only happens when controlling the specific time effects, and does not necessarily reflect the influence from
the fluctuation of the monthly CPI.
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increase higher than the potential increase and the inflation, while the higher-wage workers
have their wages stagnated and even decreased in the real value.

Finally, as to the real earnings, the adjusted estimates still show that there is no
significant change on the unbound workers, but a significant increase on the bound workers
by 4.1% to 4.8%. Therefore, it proves again that there are no spillovers on the inequality

effect of the minimum wage increase.
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2.5.2.3 Robustness Test by Adjusted Classification

Considering that only one month of information is used to classify workers, results may
be influenced by some particularity at that time. To make a further confirmation of the
results, this part uses three additional months of information. Workers only with wages
lower or just slightly higher than the minimum wage from January 2004 to April 2004 are
included in the respective groups. In other words, the new groups add workers out of work
in January 2004 but employed in any of the other three months, and subtract workers who
have higher wages in the additional three months. Compared to the original classification,
this method loosens the restriction of the time of employment but is more restrictive on
the wages.

Table 19 shows the estimated results for the two groups, and Table 20 shows the
adjusted estimates on the actual affected. The comparisons between the adjusted estimates
from the original and the adjusted classifications are shown in Figures 33, 34, and 35. To
simply sum up the comparisons, the adjusted classification method also leads to consistent
results; in particular, it has almost the same estimates for real earnings.

First, Figure 33 shows the adjusted estimates of the employment effects. Results from
the adjusted classification further confirm the positive employment effects on the bound and
unbound workers. By observing the 95% confidence intervals, the only obvious difference of
results between the two classifications is the employment effect on the female bound workers
(33(a)). Those workers classified by the original classification have a high employment
increase under the CER bandwidth and a slight decrease when using the MER one. But the
results turn to all positive and similar to the male’s when they are classified by the adjusted
classification. Considering that the original method is more restrictive on the employed
time, the result from the adjusted one should be closer to the fact. Another difference is
that the unbound workers classified by the adjusted classification have their employment
significantly increased in the shorter bandwidth, although the confidence intervals of results
from the two classifications have overlapped.

Second, Figure 34 shows the adjusted estimates of the nominal wage effects. It also
shows opposite effects on the two kinds of workers when using the adjusted classification.
Besides, the wage increase on the bound workers are higher when using the MER, the

longer bandwidth.
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Figure 33: Adjusted Estimates of Employment Effect

Notes: This figure shows the adjusted estimates of the employment effects on the directly
affected and indirectly affected individuals. All the estimates are made while controlling
the specific year and month effects. The CER bandwidths are around 5 months and the
MER bandwidths are around 10 months before and after the cutoff time. The vertical axis
shows the ratio of the adjusted estimates to the mean value in June 2007. The original
classification uses the wage information in Jan. 2004 to classify groups, while the adjusted
classification uses the wage information from Jan. 2004 to April 2004.
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Figure 34: Adjusted Estimates of Nominal Wage Effect

Notes: This figure shows the adjusted estimates of the nominal wage effects on the directly
affected and indirectly affected individuals. All the estimates are made while controlling
the specific year and month effects. The CER bandwidths are around 5 months and the
MER bandwidths are around 10 months before and after the cutoff time. The vertical axis
shows the ratio of the adjusted estimates to the mean value in June 2007. The original
classification uses the wage information in Jan. 2004 to classify groups, while the adjusted
classification uses the wage information from Jan. 2004 to April 2004.

Finally, Figure 35 shows the adjusted estimates of the real wage and real earnings
effects. As expected, the real wage effects on the two kinds of workers are still opposite. In

addition, the estimates of the real earnings effect from the two classifications are nearly the
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same. The fact that there are no spillovers on the earning inequality due to the minimum

wage increase is confirmed once again.
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Figure 35: Adjusted Estimates of Real Wage and Earning Effect

Notes: This figure shows the adjusted estimates of the real wage and real value effects on
the directly affected and indirectly affected individuals. All the estimates are made while
controlling the specific year and month effects. Because the fluctuation of the monthly
CPI may let the results be overestimated in a shorter bandwidth, the estimates in this
figure are all estimated from MER bandwidth, which is about 10 months before and after
the cutoff time. The vertical axis shows the ratio of the adjusted estimates to the mean
value in June 2007. The original classification uses the wage information in Jan. 2004 to
classify groups, while the adjusted classification uses the wage information from Jan. 2004
to April 2004.
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2.5.3 Estimate of Effects on The Difference

Even as the effects on the bound and unbound workers can be used to determine the
difference, a more direct way is to estimate their difference instead. Based on Eq. (22), the
RD estimates of the effects on the differences between the two groups classified by both
the original and adjusted methods are shown in Table 21. The advantage of estimating the
gap directly is to move out all the unobservable factors that influenced the two kinds of
workers at the same time, although the estimates for the individuals already control some
factors related to specific years and months. As the effects from the fluctuation of the
monthly CPI can be eliminated by the difference of the two groups, the estimates under
the CER bandwidth for the real value are also provided here.

The estimates are very robust under different classifications and under different band-
widths. Compared to the prior levels, the employment gap between the female groups is
significantly widened by about 7% under the CER bandwidth and 10% under the MER
bandwidth, while the male employment gap is only significantly widened by 9% under
the MER bandwidth. If we used the prior assumption that the unbound workers are not
affected by the minimum wage increase, we would be mislead to a wrong conclusion that
the bound workers experienced a significant disemployment effect, especially the females.
The misleading result is in line with the finding from studies using the triple difference,
such as Clemens and Wither (2014). However, based on the above findings, the results
here actually reflect the higher employment growth among the higher-wage group.

The gaps of the nominal wage and the real wage between the two groups are decreased
by about 20%. Based on the individual-level analysis above, the reduction should be not
only from the wage increase in the lower-wage group but also from the decrease in the
higher-wage group. Finally, combining the employment and wage effects, the gap of real
earnings decreases by 10%; there is not much difference between genders.

Unfortunaely, since the two groups actually contain workers on different wage levels,
the estimates here are not unbiased. Based on Eq. (22), the estimates here are the
(rh — ) By — (rh — r?)BL. As the first ratio difference is 18% for the males and 20% for
the females in the dataset, and the second ratio difference is 25% for the males and 30%
for the females, the estimates actually have a higher weighting on the effects on the bound

workers. Since the employment effect and the wage effect on the bound workers are all
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positive, it means that the widening employment gap is underestimated, and the reduction

on the wage gap is overestimated.

Table 21: RD Estimates of Effects on Gaps Between Two Groups

Original classification

Adjusted classification

Male Female Male Female
Panel A. CER optimal bandwidth estimator
Employment prob. -0.0001 0.0024*** 0.0006 0.0020**
(0.0010) (0.0009) (0.0010) (0.0009)
Nominal wage -2 K -351HH* -283HHk -339%K*
(23) (16) (22) (16)
Real wage -323%K* -4 3%k -319%K* -400***
(26) (18) (24) (7)
Real earnings -202%K* 249Kk -239%K* - 244K
(32) (25) (30) (23)
Panel B. MER optimal bandwidth estimator
Employment prob. -0.00056 0.0038*** 0.0025** 0.0036***
(0.0011) (0.0009) (0.0010) (0.0009)
Nominal wage -3207%%* -3 2HHk -319%H* -365%**
(23) (17) (22) (16)
Real wage -378*H* 442K -376*** -431%**
(26) (19) (24) (18)
Real earnings 285+ -24 3% -205%** -233 %%
(32) (25) (31) (24)
Mean value before the policy change
Employment prob. 0.0253 0.0347 0.0287 0.0351
Nominal wage 1,657 1,881 1,636 1,864
Real wage 1,842 2,090 1,818 2,072
Real earnings 1,973 2,371 2,012 2,342

Notes: The table reports estimates of the changes on the differences between the directly and
indirectly affected workers, which are classified by the wage information in Jan. 2004 or between
Jan. 2004 and Apr. 2004. The difference is calculated by the mean value of the higher-wage
group at time ¢ minus every single value of individuals from the lower-wage group. Since the
influence of the CPI’s variation is eliminated by the difference of the two groups, the estimates
under the CER bandwidth for the real value are also provided. The table reports RD treatment
effect estimators. All the estimators are bias—corrected RD estimates with robust variance under

controls for the industry sectors and location.
* Significant at the 10% level.

** Significant at the 5% level.

**% Significant at the 1% level.

Regardless of the biased estimates between the gap, the framework of the gap estimation

can provide a way to test if the unbound workers have any nominal wage increase due to the

minimum wage increase. Since the increased amount of the nominal wage to the bound
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workers (g, is decided by the new minimum wage, as long as all the ratios are known,
the only unknown part of Eq. (22) for the nominal wage gap is the Sr. Hence, we can
form a null hypothesis that g = 0 to test whether the actual estimates can reject the
hypothesis.>

Table 22 shows the difference between our estimates and the expected value. The
results are robust. No matter which classification and bandwidth are used, the nominal
wage gaps for both the males and the females actually are significantly reduced more than
expected. This means that rather than wage spillovers, the unbound workers had wage
decreased due to the minimum wage increase. It once again proves the above finding, in
line with the finding of Neumark et al. (2004) and opposite to the findings of Dube et al.
(2019) and Cengiz et al. (2018).

2.5.4 Effects on The Employment Flow

The above findings are robust to show that there are no spillovers on the earning inequality
effect due to the minimum wage increase. The result is from the employment and wage
increase on the bound workers, and the employment increase and the wage decrease on the
unbound workers. It raises a question of how those phenomena occur at the same time.
Although the finding on the unbound workers is the same as the finding of Neumark et al.
(2004), they also found a disemployment effect on the bound workers and inferred that to
the labor supply increase of the higher-wage workers mitigated the disemployment effect
on their family members. As the bound workers are not found to suffer in this study, the
inference of Neumark et al. (2004) does not apply here.

On the other hand, the effects on the bound workers are in line with recent studies
related to the search frictions in the labor market, such as Giuliano (2013) and Dube et al.
(2016). But those studies have not estimated the effects on the unbound workers. Hence,
a simple thinking is that if the dataset can also provide evidence of the traits of the search
friction in the labor market, then the effects on the unbound workers may be able to be

explained by the frictions. According to Dube et al. (2016), the related phenomenon to the

55 Even if there may be some unobservable factors affecting the two kinds of workers at the same time,
they are eliminated by differencing. Only the time trend can affect the estimate here. However, since the
time trend is reducing the wage gap, see Figure 30, the estimate should be the reduction from the nominal
minimum wage increase minus the time trend. In other words, if the time trend is strong and we only
subtract the mechanical minimum wage increase from the nominal wage gap, we actually overestimate the
increase of the unbound workers’ nominal wages. Hence, if the result still shows that the unbound workers
have no wage increase, then it would be true.
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Table 22: Test for The Indirect Nominal Wage Effect

Original classification Adjusted classification
Male Female Male Female
Panel A. CER optimal bandwidth estimator
Nominal wage gap SQRTHHH -3517H** -283%** -339%**
(23) (16) (22) (16)
Difference from expectation -G9FFF -85F** ST8HHE -84%F*
(t value) -2.98 -5.24 -3.61 -5.41
Panel B. MER optimal bandwidth estimator
Nominal wage gap -320%** -3 -319%** -365%H*
(23) (17) (22) (16)
Difference from expectation -1017%%* -107%F* -114%%% -110%**
(t value) -4.37 -6.44 -5.22 -6.95
Ezxpected change by the null hypothesis -218 -266 -205 -255

Notes: The table reports the test results of the indirect nominal wage effect. The wage gap
is the estimate of the change in the differences between the directly and indirectly affected
workers, which are classified by the wage information in Jan. 2004 or between Jan. 2004 and
Apr. 2004. The expected change by the null hypothesis is calculated by the bound workers’
mechanical wage increase due to the minimum wage increase, the ratios of composition, and the
zero indirect wage effect. The t value of the difference from the expectation is calculated by the
variance of estimates.

* Significant at the 10% level.

** Significant at the 5% level.

*** Significant at the 1% level.

search friction is the reduction on the employment flow after the minimum wage increase,
which is due to a decrease of layoffs and employees being less likely to transition to better
jobs. That is, due to the same reason, it is possible that the higher-wage workers may
be more likely than before the minimum wage increase to stay in the same firms even if
their nominal wages have not increased. To see if the hypothesis can be supported by the
dataset, the following parts provide estimates of the effects on the firms’ separation and

hire rates and the individual transitions between months.

2.5.4.1 Employment Flow on Firm Level

Based on the matched employee-employer dataset, the estimate on the separation and
hire rates of firms are shown in Table 23. Results for all firms and small scale firms are
close. Although there is a difference in the hire rate of full-time workers before controlling

the specific year and month effects, it is wiped out when controlling the time effects.
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Considering that the small scale firms are more exposed to the impacts of the minimum

wage increase, the following discusses the estimates on the subsample.

Table 23: RD Estimates of Effects on Employment Flow

All firms Low scale firms

(1) (2) (3) (4)
Panel A. CER optimal bandwidth estimator

Separation rate (FT) 0.00026 5.87e-06 0.00015 8.74e-05

(0.00022) (0.00022) (0.00023) (0.00021)

Hire rate (FT) 0.013%** 0.009%*** 0.001 0.013%#*
(0.003) (0.002) (0.002) (0.003)

Separation rate (PT) 0.029%** 0.030%** 0.037#** 0.037%**
(0.003) (0.003) (0.003) (0.003)

Hire rate (PT) 0.089%** 0.089%** 0.056%** 0.051%**
(0.009) (0.009) (0.009) (0.008)

Panel B. MER optimal bandwidth estimator

Separation rate (FT) 0.000966*** -0.000614%** 0.000864*** -0.000887#**

(0.00018) (0.00017) (0.00019) (0.00017)
Hire rate (FT) 0.0044** -0.0018 0.0025 -0.0014
(0.0018) (0.0039) (0.0017) (0.0040)
Separation rate (PT) 0.0437%** 0.045%** 0.037#** 0.0337%**
(0.002) (0.002) (0.002) (0.002)
Hire rate (PT) 0.072%%* 0.067*** 0.057#** 0.043%**
(0.007) (0.007) (0.007) (0.007)
Control:
Year & month effects No Yes No Yes
Mean value before the policy change
Separation rate (FT) 0.027 0.027
Hire rate (FT) 0.033 0.033
Separation rate (PT) 0.107 0.105
Hire rate (PT) 0.134 0.119

Notes: The table reports RD treatment effect estimators. Small scale firms are firms with
less than 30 employees. The separation rate at time t is the number of separations at time ¢
divided by the total number of workers observed at time ¢ — 1. The hire rate at time ¢ is the
number of new hires at time ¢ divided by the total number of workers observed at time ¢ — 1.
The CER bandwidths are around 5 months and the MER bandwidths are around 10 months
before and after the cutoff time. The real wage is deflated by the monthly CPI. Estimators are
bias—corrected RD estimates with robust variance under controls for the industry sectors and
location. The mean value before the policy change is the mean value in June 2007.

* Significant at the 10% level.

** Significant at the 5% level.

*** Significant at the 1% level.

First, regarding full-time employment, different bandwidths lead to different results.

Under the shorter bandwidth, the CER bandwidth, the separation rate has no significant
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change no matter whether the specific time effects are controlled or not. But the hire
rates is significantly raised by about 39% compared to the prior level after controlling the
specific time effects. However, the results are opposite when using the longer bandwidth,
the MER bandwidth. After ruling out unobservable factors related to the specific year and
month, the separation rate is significantly reduced by about 3%, but the hire rate has no
significant change.

Even the results are opposite under different bandwidths, both of them lead to an
increase of employment, which is in line with the finding above. But they lead to an
interesting fact that in the shorter period more full-time workers are newly hired, while in
a longer period there is no significant change on the new hires but the incumbents are less
likely to leave their jobs. Although the longer time effect is as expected by the model of
search frictions, the shorter period evidence gives questions to it.

Second, turning to part-time employment, estimates are all robust and strongly positive
on different settings. Compared to the prior level, their separation rates are increased by
a percent in the low 30s, and their hire rates are increased by a percent in the high 30s to
low 40s. In addition, the value of the change on the hire rate is higher than the one on
the separation rate, indicating employment growth, which is in line with above findings.
As the hourly minimum wage is increased by 44%, which is much higher than the monthly
minimum wage’s 9% increase, effects on the part-time employment should be more obvious.

But they show a stronger evidence against the findings from Dube et al. (2016).

2.5.4.2 Individual Transition

As the separation and hire rates are very divergent as shown in Figure 22, the RD estimates
may be questioned. Besides, the total employment flow in firms may mix the effects
on different levels of workers. To understand the actual transitions of different kinds of
workers, Figures 36, 37, 38, and 39 show transition matrixes of the males and females.
The transition matrix is composed of five employment statuses: full-time employed
with bound wages (FT bound), full-time employed with wages one to three levels higher
than the new minimum (FT above), full-time employed with much higher wages (FT high),
part-time employed (PT), and out of employment (Out). Between every two time periods,
the transitions can be classified to 25 kinds. As the adjusted classification is less restrictive

to the employed time compared to the original one, here I use the group of the directly

137 d0i:10.6342/NTU201901247



affected workers classified by the adjusted classification.’® All the percentages show the
probability of transiting to a status at time t + 1 conditional on a status at time ¢.°7
Different from the graphs before, these graphs show the changes between statuses. Every
bin contains different individuals. To notice that, compared to the RD graph, once workers
transit to another status, they will be counted as in that status in the next period, so it
would be just a one month change rather than a level shift.

The rows of the matrix show where the workers go. Workers in the status of "FT
bound", "FT above", and "FT high" at time t only have an obvious increased probability

58 Workers in the status of

to go to the status of "PT" right after the policy change.
"PT" have increased probabilities to the three "FT" statuses and the status of "Out" at
the second month after the policy change, and a decreased probability to stay in "PT"
correspondingly. Workers in the status of "Out" seem to have no obvious change. Based
on these findings, a few inferences are as follows.

First, no evidence shows the separation is declining, but the entry from non-employment
to full-time low-wage jobs may increase. There is no obvious separation change on the full-
time bound workers or the workers with wages slightly above the new minimum after the
policy change, as the "FT bound to FT bound" and "FT above to FT above" have no
obvious increase after the cutoff time. Hence, the above findings of the employment growth
of those two kinds of workers should reflect the entry from non-employment, which is in
line with the short-run findings in Table 23. Unfortunately, the inference cannot be directly
proved here, as the "Out" contains different kinds of workers and thus cannot show the
entry effect on potential low-wage workers.

Since the minimum wage increase raises the bound workers’ wages, the potentially
increased entry to them should reflect an increased labor supply. On the other hand, the
increased entry to the "F'T above" may be from an increased labor demand because of lower
relative wages, but also may be from an increased labor supply. Neumark et al. (2004)
found similar results but inferred the upward shift of the labor supply to be a complement
for their lower-wage family members’ disemployment. As the disemployment effect is not

found in this study, even if the increased entry to the "F'T above" is really from an increase

56 Actually, the transition matrix is not so different if the original classification is used.

57 For example, Figure 36(e) shows the probability of being "Out" at time ¢ 4+ 1, given they are "FT
bound" at time ¢. At any time, the sum of probabilities shown in Figure 36(a), 36(b), 36(c), 36(d), and
36(e) equals to 1.

58 There are three months at which "FT bound" transits to "FT above" or "FT high", and "FT above"
transits to "FT high". They reflect the wage increase.
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of the labor supply, the reason is unknown.

Second, it is clear that the much higher increase in the hourly minimum wage leads
full-time workers to transit to part-time jobs. As the hourly minimum wage has a 44%
increase and the monthly minimum wage only has a 9% change, the transition is more
likely to reflect that the part-time jobs become more appealing to some low-wage full-
time workers, rather than the workers being forced to become part-time employed by their
employers.?® But actually, the amount is too small to affect the whole employment change
of full-time workers, as the probabilities of maintaining the same full-time statuses have
no correspondingly huge change.

Third, the increased flow from part-time workers to full-time jobs at the second month
should reflect some full-time workers transiting back. To the employers, as the new hourly
minimum wage is the same as the monthly minimum wage divided by standard work-
ing hours, and the part-time employment still gives employers some flexibility, employers
should have no incentive to force part-time workers to be full-time employed. On the other
hand, the original part-time workers have higher wages than before, the policy change
would not give them higher incentive to transit to full-time jobs. Hence, the transition
should reflect the movement of workers who just transit to part-time jobs.

Therefore, all the results indicate that the minimum wage increase drives the employ-
ment flow rather than reduces it. In addition, the increased employment flow along with
the finding of employment growth should reflect that the minimum wage increase raises
the labor supply of part-time and full-time bound-wage jobs. Hence, the results are more
in line with the theory of the monoposony, in which the employment is constrained by the
upward labor supply Card and Krueger (1994). However, the increase in the number of
full-time jobs with wages slightly above the new minimum could be driven by the labor

demand or labor supply.

59 The new hourly minimum wage is the same as the monthly minimum wage divided by the standard
working hours, so the transition would not lead to higher hourly wage. Moreover, the transition may have
other benefits of part-time employment, such as working flexibility.
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2.5.5 Estimate of Effects on Occupational Injury

In addition to changing on the workers’ employment and compensation, it is possible that
firms have some other adjustments to mitigate the minimum wage hike. In a working
paper, Hradil (2018) found that workplace safety is reduced because of the minimum wage
increase. As the workplace safety would not only affect the workers who are bound by the
minimum wage, the safety effect would be another "spillover" effect on the workers who
already had higher wages. As shown in Figure 23, although the occupational injury rate
is around 0.1 percentage point and fluctuates between different months, it seems to have a
level shift after the minimum wage increase. To more accurately know the actual effects,
the RD estimate results are shown in Table 24.

Table 24: RD Estimates of Effects on Occupational Injury

All firms Small scale firms

(1)

(2)

(3)

(4)

Panel A. CER optimal bandwidth estimator

Occu. injury rate 3.73e-05 4.20e-05 3.33e-05 3.29e-05
(4.95e-05) (4.67e-05) (5.17e-05) (5.19¢e-05)

Occu. injury rate (restricted) 0.00015 0.00015 0.00015 0.00014
(0.00011) (0.00011) (0.00012) (0.00012)

Panel B. MER optimal bandwidth estimator

Occu. injury rate 0.00020%** 0.00018*** 0.00019%** 0.00021%**
(4.10e-05) (3.84e-05) (4.08e-05) (4.25e-05)

Occu. injury rate (restricted) 0.00042%** 0.00044%** 0.00043%** 0.00042%**
(8.72¢-05) (8.72¢-05) (9.43e-05) (9.27¢-05)

Control:

Year & month effects No Yes No Yes

Mean value before the policy change

Occu. injury rate 0.00090 0.00091

Occu. injury rate (restricted) 0.00135 0.00139

Notes: The table reports RD treatment effect estimators. Small scale firms are firms with less
than 30 employees. The restricted industries include manufacturing, construction, water supply
and remediation activities. The CER bandwidths are around 5 months and the MER bandwidths

are around 10 months before and after the cutoff time.

Estimators are bias—corrected RD

estimates with robust variance under controls for the industry sectors and location. The mean

value before the policy change is the mean value in June 2007.

* Significant at the 10% level.
** Significant at the 5% level.
*** Significant at the 1% level.

The results between all firms and the small scale firms are similar. Due to the fluc-
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tuation across months, the estimates under the shorter bandwidth, the CER bandwidth,
are not significant. But, no matter whether the specific time effect is controlled or not,
the occupational injury rate of firms from all industries is significantly increased by about
0.02 percentage point under the longer bandwidth, the MER bandwidth. Compared to
the mean value in June 2007, which is 0.09 percentage point, it is increased by about
23%. Considering the difference between industries, the estimates could be attenuated by
some less risky industries. After restricting to the most risky industries (manufacturing,
construction, water supply and remediation activities), the estimates become about 0.04
percentage point. Compared to the previous mean value of 0.14 percentage point, it is in-
creased by about 30% after the minimum wage increase. Hence, employers may cut some

security cost or force some unsafe production process due to the minimum wage increase.

2.6 Conclusion and Discussion

Different from previous studies using the wage distribution, this study provides the firm-
level and individual-level evidences to pin down the minimum wage effect on the earning
inequality. Considering all the controversial settings in the minimum wage literature,
including the methodology and the studied target, this study proposes a novel approach
that uses the regression discontinuity design to estimate effects on firms and specific workers
of different wage groups. This approach is based on exploiting the advantage of the monthly
personnel administrative data of Taiwan during a seven-year period in which there was
only one nationwide minimum wage increase. The key advantage of this approach is that
it allows clarification of the employment and wage effects on different kinds of workers
at the same time, which are neglected or mixed under the analysis of wage distribution,
without assuming any counterfactual. To examine the hypotheses related to the minimum
wage impacts, this study implements the proposed approach in a few parts. First, the
effects on the employment stocks and average wages in firms are estimated to initially see
if the equity effect or the substitution effect exists. Second, looking into the individual
level, the employment and wage effects are estimated on the bound and unbound workers
classified by the long period information. Third, the effects on the employment and wage
gaps between workers with different wage levels are estimated to directly see the effects
on inequality. Fourth, he employment flow in firms and the individual transition matrix is

used to infer the possible explanation of the estimated results. Finally, as a supplement,
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the effect on the occupational injury is estimated to see if there is another channel of
"spillover" effect.

The firm-level estimates show that firms actually have their employment increased after
the minimum wage increase, especially a 12% to 24% increase of the part-time employment;
although the average nominal wage is increased, the real value goes down. As the minimum
wage increases higher than the CPI, the wage decrease can only be from the unbound
workers. The opposite employment and wage effects lead the total payments for the full-
time employees to stay constant, while the part-time payments increased 14% to 23%. As
the hypothesis of the equity effect expects wage spillovers, our findings obviously opposes
it. On the other hand, the employment increase is also opposite to the expectation of
the substitution effect. Although the finding is striking, the evidence from the individual
level confirms it even more. My best estimates show that the employment of the full-
time workers bound by the minimum wage is significantly increased by 1% to 4% due
to the minimum wage increase, while their real wage is increased by 1% to 3%. On the
other hand, the employment of the workers who had wages slightly higher than the new
minimum wage is also increased by 3% to 7%, but their real wage is decreased by 6% to
11%. The decrease reflects that they lose their potential nominal wage increase and suffer
because of the hike of the CPI rather than having their wages cut. As a combining result
of the employment and wage effects, the bound workers have their real earnings increased
by 4% to 5% but the unbound workers have no significant change on their real earnings.
Hence, there are no spillovers to the slightly higher-wage workers. Furthermore, through
the estimate of the effects on the employment and wage differences, we can once again make
sure that the wage and earning gaps between these two groups of workers are reduced. In
addition, the nominal wage gap is reduced even more than the mechanical contribution
from the minimum wage increase, meaning that the unbound workers’ nominal wages are
lower than they whould be if there was no minimum wage increase.

Obviously, neither the hypothesis of the equity effect nor the substitution effect can
explain those findings. Moreover, the hypothesis of search frictions is also rejected by the
further analysis. The estimates of the effects on the employment flow show that under the
shorter bandwidth, the new hire rate on the full-time employment even has an increase by
39%. No matter what the bandwidth is, the separation rate and the hire rate on the part-

time employment are hugely increased by 31% to 35% and 36% to 43% respectively. Those
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results are opposite to the expectation of the search frictions, in which the employment flow
should be reduced by the minimum wage increase. Furthermore, the individual transition
matrix also shows that the full-time employment growth is not from reduced separation but
may be from the higher employment entry, and the high employment flow on the part-time
employment can be explained by that the full-time workers move to part-time jobs due to
the much higher increase in the hourly minimum wage, but some workers move back to
full-time jobs afterwards.

The higher entry to the full-time binding-wage jobs and the part-time jobs should reflect
the change on the labor supply rather than the labor demand, since to employers they
are more expensive than before. This finding matches the expectation of the traditional
monopsony model, in which the labor market is constrained by the upward labor supply,
hence higher wages lead to higher employment. However, the higher entry to the full-time
unbound jobs along with their declining wages still cannot be explained by the monopsony.
As one of the findings is that the firms’ total full-time wage payment has no significant
change, one possible explanation is that the employer suppresses the higher-wage workers’
wages to mitigate the cost pressure; at the same time the employer’s demand for the higher-
wage worker is still increased because they become relatively cheaper, but the elasticity of
labor supply may be huge and hence there is no wage increase even if the labor demand is
raised. Another explanation is the upward shift in the higher-wage workers’ labor supply,
but the reason is unknown. These two possible explanations should be studied more in the
future.

From this study, it is clear that there is no spillover effect. Another interesting finding
is that there is even a negative "spillover" due to the reduced workplace safety after the
minimum wage increase. The estimates show that firms in all the industries have their
occupational injury rate raised by 23% compared to the previous rate, and the firms in
more risky industries have their occupational injury rate raised by 30%. This effect also
applies to workers who are not bound by the minimum wage.

As the findings of this study are different from previous studies, the question is why
does it happen. The methodology should be a key source to the answer. Previous studies
used wage distributions to estimate. If we used the methodology introduced by Cengiz
et al. (2018), we would also find a slight spillover effect as shown in Figure 12. However,

the increased frequency on levels higher than the new minimum is not from wage spillovers
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but from higher employment of those kinds of workers, and actually they have a lower wage
than they would have had if there was no minimum wage increase. In addition, studies
using the density of wage distribution (Dinardo et al., 1996; Lee, 1999) need to assume
the medium wages are not affected by the minimum wage increase, but the medium wage
may be decreased when the low-wage workers has higher employment; This may lead to a
estimated result of the spillover effect on the wage inequality.

Second, as this study is based on Taiwanese data, the difference may just be because
of different countries. However, if this is the case, then it means that the minimum wage
effect is not universally the same but needs to be estimated on different backgrounds.
Therefore, the important question is "what kinds of conditions would cause what kinds of
outcomes?". It is beyond the question of "what is the effect of the minimum wage?".

A concern about this study is that the insurance data used in this study may be
problematic. It is possible that the employer makes the employee’s insured wage lower
than their actual wage to save the insurance fee. That is, there may be some workers
having high wages but being classified as low-wage workers, so the estimated results would
be mixed with others. More specifically, the estimates on the bound workers may include
effects on the unbound workers; the estimates on the slightly higher-wage workers may
include effects on the workers with much higher wages. As workers with much higher
wages should not be affected by the minimum wage increase, the effect on the slightly
higher-wage workers would be underestimated.

On the other hand, the wage effects on the bound workers should also be underestimated
because the estimate mixes the effect on the slightly higher-wage workers, which is opposite
to the estimate. However, it is not clear when it comes to the employment effect, since
the estimate has the same direction as the effect on the slightly higher-wage workers. It
could be the case that the actual employment effect on the bound workers is negative,
but because there is a large proportion of workers actually having slightly higher wages,
the estimated result becomes positive. However, this is less likely to happen due to two
reasons. First, employers have higher incentive to underreport the employee’s insured wage
if their wages are higher. If the actual wage of the employee is just slightly higher than the
minimum wage, the insurance fee that they can save would be too moderate to prompt the

employer to violate the law and ruin the relationship with the employee.®° Second, even if

50 The insurance fee for the labor and employment insurance is 6.5% of employees’ monthly insured wage,
and the employer has to pay 70% of the fee. For example, the total insurance fee for a minimum wage
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every wage level has the same probability to be underreported, workers who are reported
as the bound workers are more likely to be from other much higher wage levels, as the
slightly higher-wage workers just has a very small part in the wage distribution. Due to
the two reasons, the estimate of the employment effect on the bound workers is more likely
to be attenuated by the workers with much higher wages. Therefore, even if the data has

the problem of wage underreporting, it would just underestimate findings in this study.

worker earning 15,840 NTD per month is 1,030 NTD per month, the employer has to pay 721 NTD; the
total insurance fee for a worker with a wage of 18,300 NTD, which is slightly higher than the new minimum,
is 1,190 NTD, the employer has to pay 833 NTD. The difference between the two for the employer is only
112 NTD per month, which is less than 1% of the minimum wage.
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