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中文摘要 

 
    為普及未來自動駕駛車之應用，須建構可靠、低延遲的無線網路通信系統。近期

研究成果指出，引進霧或邊緣運算(Fog or Edge Computing)有利對自動駕駛之即時管

理 與 控 制 。 進 而 整 合 虛 擬 細 胞 (Virtual Cell) 概 念 、 開 路 通 訊 (Open-loop 

Communications)、主動式網路鏈結(Proactive Network Association)，可將通信延遲時

間降低至1毫秒(ms)，但鄰近細胞間(Virtual Cells)間的相互干擾卻難以避免。在開路通

訊(Open-loop Communications)中，為提升頻寬使用效率，通道資訊(Channel State 

Information, CSI)不會反饋至傳送端，傳統波束賦形 (Beamforming)或干擾對齊

(Interference Alignment)將無法使用，故下行鏈路的干擾須由接收端運用多用戶檢測

(Multiuser Detection, MUD)予以處理。 

   我們發現當使用最大似然多用戶檢測(Maximum-likelihood MUD, ML-MUD)時，位

元錯誤率(Bit Error Rate, BER)對干擾源的調變技術(Modulation)非常敏感。若干擾源使

用低階調變(Low-Order Modulation)，接收信號之位元錯誤率(Bit Error Rate, BER)仍可

接近理論上之理想值。但是，當干擾源採用高階調變(High-Order Modulation)時，位元

錯誤率則明顯地變差，我們的研究發現運用多天線技術可降低錯誤率對干擾源調變技

術的敏感程度。我們也提出兩個方法降低多用戶檢測運算複雜度。第一個方法係利用

下行鏈路的特性縮小所有可能解的信號空間(Solution Space)，稱為低運算最大似然多

用戶檢測(Reduced-Computation ML-MUD, R-ML-MUD)。第二個方法是一新型投影

接收機(Projection Receiver)，稱為一般化線性最小均方誤差等化法(Generalized Linear 

Minimum Mean Square Error Equalizer, GLMMSE)，其與傳統投影接收機(Projection 

Receiver)，相比，明顯有較佳的訊噪比(Signal-to-Noise Ratio, SNR)。 

  來自不同接取點(Access Points, APs)振盪器有著不相同的載波頻率偏移(Carrier 

Frequency Offset, CFO)，導致嚴重的子載波相互干擾(Inter-Carrier Interference, ICI)，

訊號干擾的情況更為糟糕。運用非同步多用戶檢測(Asynchronous MUD)及子載波干擾

白化技術(ICI Whitening)可獲得良好系統效能，然而白化技術需要干擾信號之共變異

矩陣，對下行鏈路接收機而言，此項資訊實際上難以獲得或估測。鑑於此，我們發展

一套兩階段干擾訊號抑制方法。第一階段為虛擬子載波干擾白化技術
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(Pseudo-ICI-Whitening, P-ICI-W)，該技術不須估測子載波干擾信號之共變異矩陣，故

適用於下行鏈路接收機。第二階段即為一般化線性最小均方誤差等化法(GLMMSE)，

對子載波干擾做更進一步的處理。此外我們將所發展的技術運用於時空編碼信號的干

擾處理，其中所考慮的時空編碼技術為Alamouti編碼和複雜交織正交設計(Complex 

Interleaved Orthogonal Design)，比較兩種編碼經由我們發展的信號處理後的效能。 

  最後，我們假設虛擬細胞的存取點(APs)運用合作式頻域編碼服務自駕車。即使子

載波干擾(ICI)可完美消除，載波頻率偏移(CFO)所仍會造成嚴重效能損失，我們提出

一簡單的存取點索引原則(AP Indexing Principle)解決此問題。我們也改善原本的編碼

技術，使得存取點(APs)在任意索引方式下，位元錯誤率(Bit Error Rate, BER)均不會明

顯提升，更有效地對抗頻率偏移(CFO)問題。 

   

 

 

 

關鍵字：多用戶檢測、干擾抑制、開路通訊、車用網路、虛擬細胞、超可靠和低延遲

通信、第五代移動通信技術 
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Abstract

To achieve ultra-low latency mobile networking, recent efforts to integrate virtual cell

with open-loop communications and proactive network association suggest the facili-

tation of new technological paradigm, but the interference from different co-locating

virtual cells is hard to handle. Open-loop transmissions make beam-forming/interference

alignment (IA) infeasible due to the need of channel state information (CSI) feedback.

Multiuser detection (MUD) is therefore employed to address downlink interference.

We note that the bit error rate (BER) of maximum-likelihood MUD (ML-MUD)

is sensitive to the modulation of interference. As the interferer uses low-order mod-

ulation, the BER of desired signal can approach the ideal case without interference.

But if the interferer adopts high-order modulation, the resultant BER is significantly

degraded. Our study shows that such modulation sensitivity can be eased by multi-

antenna technique. We also propose two methods to reduce the notorious compu-

tational complexity of MUD, particularly involving higher-order modulations. The

first scheme is termed reduced-computation ML-MUD (R-ML-MUD) that exploits

the characteristic of downlink to shrink the ML solution space, consequently lead-

ing to lower detection complexity. The second scheme is a new projection receiver,

called generalized linear minimum mean square error equalizer (GLMMSE) resulting

in notable signal-to-noise ratio (SNR) gain over the conventional projection method.

Nevertheless, losing perfect synchronization creates difficulty in tackling multiple

access interference (MAI). Multiple carrier frequency offsets (CFOs) due to differ-

ent oscillators at different access points (APs) incur serious inter-carrier interfer-

iv
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ence (ICI) to complicate downlink MAI. Asynchronous MUD with ICI-Whitening

was shown leading to satisfactory performance, but the whitening scheme needs the

covariance matrix of ICI that is practically hard to obtain for downlink receivers.

We therefore develop a two-stage ICI suppression method to resolve this challenge.

The first-stage processing is Pseudo-ICI-Whitening (P-ICI-W), which does not rely

on the estimation of ICI covariance and is suitable for asynchronous downlink. In

terms of post-processing signal-to-interference-plus-noise ratio (SINR) and BER, our

proposed mechanism can approach ICI-Whitening. The second-stage processing is

based on GLMMSE to further cancel some ICI terms. We also apply our scheme

to space-time-block-coded signals, considering Alamouti coding and Complex Inter-

leaved Orthogonal Design.

Finally, we assume that APs can coordinately allocate radio resource for the served

vehicles and enforce frequency-domain cooperative data encoding. Our analysis shows

that CFOs will still noticeably worsen the BER, even if ICI is well-addressed. Such

problem can be resolved by indexing APs according to the order of CFOs. Further-

more, we propose a robust encoding scheme that achieves satisfactory performance

and allows random AP indexing, thus CFO feedback can be avoided.

Keyword: Multiuser detection, interference suppression, open-loop com-

munications, vehicular networks, virtual cell, uRLLC, 5G
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Chapter 1

Introduction

5G networks contain three major components [1]: enhanced mobile broadband (eMBB),

massive machine-type communication (mMTC), and ultra-reliable low-latency com-

munication (uRLLC). eMBB aims at high data rates, and mMTC accommodates

connectivity of massive devices to enable the Internet of Things (IoT); meanwhile

uRLLC is expected to support a wide range of new services from industrial automa-

tion to augmented reality, which require both low latency and high reliability [2, 3].

Undoubtedly, due to safety concerns, vehicular networking is one of uRLLC applica-

tions with the most stringent latency and reliability restriction.

1.1 Ultra-Low Latency Vehicular Networking

To widely deploy autonomous vehicles (AVs), the common agreement of target end-

to-end networking latency should be at the order of 1 ms [4,5], far below the latency

of 100 ms in 4G systems. Due to the high mobility of AVs, the required technologies

can be even more challenging than Tactile Internet [6]. According to [7–10], such

kind of uRLLC can be promisingly realized by introducing fog/edge computing in

a heterogeneous network architecture, consisting of low-power access points (APs)

to enhance spectrum efficiency and high-power nodes (HPNs) to ensure ubiquitous

services. A group of APs are governed by an anchor node (AN) serving fog/edge

computing to warrant real-time management and control of AVs.

1
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To greatly curtail latency in radio access, the network architecture [10] revolution-

arily utilizes open-loop communications together with proactive network association

and anticipatory mobility management. In open-loop communications, receivers do

not provide transmitters with CSI and acknowledgment messages for physical layer

(PHY) transmissions to forward packets to higher layer as fast as possible [8]. For

better reliability, AVs communicate with the AN through multiple APs (multiple

paths). In the uplink, each AV proactively associates with appropriate APs to access

and proceed transmissions [9] while the grant-free transmissions [11, 12] are carried

out. The reliability can be guaranteed given that at least one of the multi-path trans-

missions succeeds. On the other hand, the AN with fog/edge computing can execute

anticipatory mobility management to predict the APs with which each vehicle is go-

ing to associate [13]. Consequently, the downlink packets can be sent from the AN

to appropriate APs and subsequently relayed to the vehicle in time.

The packet size is typically small in uRLLC [14]. Regarding short-packet trans-

missions, the achievable capacity has been derived in [15], and [16] gives a review

of recent information-theoretic works in communication with short packets. In [17],

the blocklength design to minimize the decoding error probability is proposed to sup-

port uRLLC-enabled unmanned aerial vehicle (UAV) system. As to the candidate

channel coding schemes including polar code, low density parity check (LDPC) code,

convolutional code, etc., the comparative investigations can be found in [14,18,19].

In traditional wireless networks, each mobile node (a vehicle in our context) is

served by one AP or base station (BS) with complicated closed-loop control signal-

ing, and handover is performed when nodes move across the coverage boundaries

of APs or BSs. Differently, in the discussed uRLLC vehicular network, each AV

is served by multiple APs, which virtually form a large cell, in addition, the con-

ventional time-consuming handover process is greatly simplified through proactive

network association and anticipatory mobility management. That is, in this vehicle-
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Figure 1.1: (Left) Each vehicle is served by multiple APs to form a virtual cell. With-
out central optimization of radio resource allocation, each AP may randomly select
RRUs to provide downlink services, incurring co-channel interference. Even worse,
such interference could also be from a HPN. (Right) Co-channel MAI in channel–1.

centric networking, there is only one AV in each virtual cell, and multiple APs serve

this mobile node. Each AP is designated as a network and radio slice [20, 21] to this

virtual cell, and simultaneously serves multiple virtual cells using other radio slices.

In order to facilitate this concept, APs and subsequently the AN must run network

virtualization in software defined networking (SDN) [7].

However, the holistic design of resource management remains technically challeng-

ing in uRLLC [22]. Due to the broadcast nature of wireless medium to incur inter-

ference, it seems that radio resource allocation should be globaly optimized across

APs and HPNs, requiring information from AVs and other user equipments (UEs).

Nevertheless, the overall processing time for global optimization plus collecting infor-

mation from different network entities could be too long to satisfy the dynamic vehicle

network. To ultimately save overhead and latency, each AP may just randomly se-
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lect radio resource units (RRUs) to serve AVs, making multiple access interference

(MAI) inevitable. From the receiver’s angle, in each of downlink channels, there will

be only one AP in the virtual cell to transmit the desired signal interfered by other

APs’ transmissions. Even worse, such MAI could be also from a HPN, as an inherent

challenge in heterogeneous networks [23,24]. For example, in the left part of Fig. 1.1,

there are two virtual cells centered at different colored cars. APs–1∼3 respectively

allocate channels–1∼3 to the green car, while these APs and the HPN serve other

vehicles/UEs via different RRUs to interfere with the green car’s packets receiving in

channel–1, as shown in the right part of Fig. 1.1. Although beam-forming [25,26] and

interference alignment (IA) [24,27] are known to suppress inter-cell interference, such

schemes do not fit open-loop communications due to the need of CSI at transmitters.

1.2 Signal Detection Schemes

As just indicated, MAI is hard to manage/suppress from network/transmitter side

because the required processing time may violate the latency constraint. Thus MAI

is supposed to be handled at the receiver side, and a more sophisticated receiver is

desirable. In this section, some well-known detection schemes against MAI are intro-

duced. To enhance receiving performance, the diversity technique shall be adopted.

Here we assume spatial diversity by multiple receiving antennas.

Suppose that the vehicle associates with N ≥2 APs to form a virtual cell. Using

multi-path transmissions, the AN sends the packets to the vehicle through the N

APs, which may randomly select radio channels to serve the vehicle. In the worst

case, the vehicle receives the packets from different APs and different channels. Like

the situation mentioned at Section 1.1 (Fig. 1.1), in each channel, only one AP sends

the desired signal, and other APs cause co-channel interference (CCI). Without loss

of generality, we look at the channel where AP–N relays the desired data of uRLLC

applications from the AN to the AV, and AP–1∼AP–(N − 1) are interferers (refer
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Figure 1.2: Downlink MAI scenario. Without loss of generality, we look at the channel
where AP–N relays the desired data of uRLLC applications from the AN to the AV,
and AP–1∼AP–(N − 1) are interferers.

to Fig. 1.2). For n = 1, · · · , N , Xn and Mn represent the transmitted symbol and

signal constellation of AP–n, and E
[
|Xn|2

]
= 1. Assume that each AP is equipped

with a single antenna, and the vehicle is equipped with Nrx antennas for Nrx ≥N ,

then the received signal y is

y =
N∑

n=1

√
AnhnXn + v. (1.1)

An is AP–n’s mean signal power received at the vehicle, hn=[H1n . . . HNrxn]
T is the

fading gain from AP–n to the vehicle, and v = [V1 . . . VNrx ]
T is the white noise at

the receiving antennas with v ∼CN (0, σ2
V INrx). Next, we give a brief summary of

conventional detection schemes in the following subsections.

1.2.1 Single-User Detection

A single-user detection for XN treats the interference term
∑N−1

n=1

√
AnhnXn in (1.1)

as noise, and estimate XN according to

X̂N = argmin
xN∈MN

∥∥∥y−
√
ANhNxN

∥∥∥2
2
. (1.2)

The detection works well only when the interfering signals from other APs are much

weaker than the desired signal from AP–N . If the interference from some AP, say
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AP–1, is stronger than the desired signal, the receiver can decode X1 first, subtract
√
A1h1X̂1 from y, and then decode XN by

X̂N = argmin
xN∈MN

∥∥∥y−
√
A1h1X̂1 −

√
ANhNxN

∥∥∥2
2
, (1.3)

X̂1 = argmin
x1∈M1

∥∥∥y−
√

A1h1x1

∥∥∥2
2
. (1.4)

Without losing generality, we assume that the interference from APs–1∼ K is weaker

than AP–N ’s signal, can be estimated according to the descending signal power order

A1 > A2 > · · · > AK by (1.4) and (1.5).

X̂n = argmin
xn∈Mn

∥∥∥∥∥y−
n−1∑
g=1

√
AghgX̂g −

√
Anhnxn

∥∥∥∥∥
2

2

for n = 2, . . . , K. (1.5)

Then the estimate of XN is obtained via

X̂N = argmin
xN∈MN

∥∥∥∥∥y−
K∑

n=1

√
AnhnX̂n −

√
ANhNxN

∥∥∥∥∥
2

2

. (1.6)

The method described in (1.4)∼(1.6) is called successive interference cancellation

(SIC), its effectiveness heavily depends on the significant differences in signal strengths.

1.2.2 Multiuser Detection

In MUD, the receiver may adopt individually optimum or jointly optimum strategies

[28]. The individually optimum decision is made according to maximum a posterior

(MAP) rule given in (1.7) to minimize the error probability Pr
{
X̂N ̸= XN

}
.

X̂N = argmin
xN∈MN

∑
(x1,...,xN−1)∈

∏N−1
n=1 Mn

Pr {X1 = x1, . . . , XN = xn} exp


−
∥∥∥∥y−

N∑
n=1

√
Anhnxn

∥∥∥∥2
2

σ2
V


(1.7)

= argmin
xN∈MN

∑
(x1,...,xN−1)∈

∏N−1
n=1 Mn

exp


−
∥∥∥∥y−

N∑
n=1

√
Anhnxn

∥∥∥∥2
2

σ2
V

 . (1.8)
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The equality in (1.8) holds when the constellation points xn in Mn are equiprobable

for any n.

On the other hand, the jointly optimum decisions are the maximum-likelihood

(ML) decisions
(
X̂1, . . . , X̂N

)
obtained by

(
X̂1, . . . , X̂N

)
= argmin

(x1,...,xN )∈
N∏

n=1
Mn

∥∥∥∥∥y−
N∑

n=1

√
AnhnXn

∥∥∥∥∥
2

2

. (1.9)

The operation of (1.9) is also called maximum likelihood sequence estimation (MLSE)

or ML-MUD.

In (1.8), if the SNR is not extremely low, the sum is dominated by the largest

term, the following approximation can be used [29,30].

∑
(x1,...,xN−1)∈

∏N−1
n=1 Mn

exp


−
∥∥∥∥y−

N∑
n=1

√
Anhnxn

∥∥∥∥2
2

σ2
V



≈ max
(x1,...,xN−1)∈

∏N−1
n=1 Mn

exp


−
∥∥∥∥y−

N∑
n=1

√
Anhnxn

∥∥∥∥2
2

σ2
V

 , (1.10)

whereby (1.8) is simplified as (1.9), both type of decisions will agree with very high

probability [28], and the difference between their performance is small, particularly

at high SNR [29].

SIC and MUD require the knowledge of modulation format of interferers and

interfering channel gains. The modulation information is usually encoded in the

preamble, so it can be decodable at the receiver even though the signals from APs–

1 ∼ (N − 1) are not intended for the vehicle in the discussed scenario (Fig. 1.2), and

the channel estimation is made possible by appropriate placement of pilots.
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1.2.3 ZF/LMMSE Detection

The complexity of MUD grows exponentially with the number of jointly detected

symbols N . In this subsection, we introduce two suboptimal detectors with the

complexity that grows linearly with N , and the method of SIC derived from them.

1) Zero-forcing (ZF) detection

Let HA =
[√

A1h1 · · ·
√
AnhN

]
and x = [X1 · · ·XN ]

T . The received signal y in

(1.1) is rewritten as

y = HAx+ v. (1.11)

Using ZF [31,32] to entirely eliminate MAI, the received signal is pre-multiplying by

the Moore-Penrose pseudo inverse of the channel matrix HA, leading to

ỹ =
(
HH

AHA

)−1
HH

Ay = x+
(
HH

AHA

)−1
HH

Av. (1.12)

Denote the Nth component of ỹ by ỸN , the desired data symbol is detected via

X̂N = argmin
XN∈MN

∣∣∣ỸN −XN

∣∣∣2 , (1.13)

where

ỸN = eHN ỹ = wH
ZFy (1.14)

wZF = HAC
−1eN , (1.15)

C = HH
AHA. (1.16)

In the above equations, eN is a N × 1 vector with the Nth entry replaced with one.

2) Linear minimum mean square error (LMMSE) detection

The LMMSE detection [31–33] is to estimate the desired signal by linearly com-

bining the weighted versions of received signals. The weighting vector is derived based
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on mean square error minimization (1.17) or SINR maximization (1.18) criterion.

wMMSE = argmin
w

= E
[∣∣wHy−XN

∣∣2] =√ANC
−1
y hN , (1.17)

wMaxSINR argmax
w

AN

∣∣wHhN

∣∣2
E

[∣∣∣wH
(∑N−1

n=1

√
AnhnXn + v

)∣∣∣2] =
√

ANC
−1
I hN . (1.18)

where

Cy = E
[
yyH

]
= CI + ANhNh

H
N , (1.19)

CI =
N−1∑
n=1

Anhnh
H
n + σ2

V INrx (1.20)

Using the matrix inversion lemma [28],

wMMSE =
√
AN

(
CI + ANhNh

H
N

)−1
hN

=
√
AN

(
C−1

I − C−1
I hNh

H
NC

−1
I

A−1
N + hH

NC
−1
I hN

)
hN

=
√
AN

(
C−1

I hN − C−1
I hNh

H
NC

−1
I hN

A−1
N + hH

NC
−1
I hN

)
=
√
AN

(
A−1

N

A−1
N + hH

NC
−1
I hN

)
C−1

I hN

=

(
A−1

N

A−1
N + hH

NC
−1
I hN

)
wMaxSINR, (1.21)

which shows that wMMSE and wMaxSINR are proportional to each other. Since mul-

tiplicative constants in weighting vectors do not change the resultant SINR, the two

criteria are equivalent. Thus, the LMMSE detection is to execute

X̂N = argmin
xN∈MN

∣∣∣wH
MMSE

(
y−

√
ANhNxN

)∣∣∣2 . (1.22)

3) LMMSE/ZF-Successive interference cancellation (LMMSE/ZF-SIC)

The receiver applies successive interference cancellation to recover the streams

(interfering signals or desired signals) one by one. At each step, the receiver esti-

mates one stream according ZF or LMMSE detection, then subtracts the estimated

component from the received signal. For example, after ℓ steps, the received signal is

ŷℓ = y−
ℓ∑

s=1

√
AnshnsX̂ns , (1.23)
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where ns is the index of cancelled signal at the sth step. In other words, this type

of detector tries to generate an identical copy of MAI by ZF/LMMSE-estimate of

Xn’s from interfering APs and cancel the associated interference successively until

the desired symbol is detected.

1.2.4 Projection Receiver

Multiuser projection receiver (PR) [35,36] partially eliminates MAI, then jointly de-

tects the remaining interference and desired signal in the following manner.

(
X̂K+1, . . . , X̂N

)
= argmin

(xK+1,...,xN )∈
N∏

n=K+1
Mn

∥∥∥∥∥P
(
y−

N∑
n=K+1

√
Anhnxn

)∥∥∥∥∥
2

2

, (1.24)

where

P = INrx −HI

(
HH

I HI

)−1
HH

I , (1.25)

HI =
[√

A1h1 · · ·
√

AKhK

]
. (1.26)

The operation of (1.24) means that the receiver jointly decodes XK+1, . . . , XN after

cancelling the interfering signals from APs–1 ∼ K.

When K = N − 1 in (1.26), we have

wZF =
[
HI

√
ANhN

]
C−1eN =

[
HI

√
ANhN

] [(
C−1

)
1N

· · ·
(
C−1

)
NN

]T
, (1.27)

HI =
[√

A1h1 · · ·
√

AKhN−1

]
, (1.28)

C = HH
AHA =

[
HH

I HI

√
ANH

H
I hN√

ANh
H
NHI ANh

H
NhN

]
. (1.29)

By the block-wise matrix inversion formula [34],[(
C−1

)
1N

· · ·
(
C−1

)
(N−1)N

]T
= −

√
AN

(
HH

I HI

)−1
HH

I hN

(
C−1

)
NN

. (1.30)

Substituting (1.30) into (1.27) leads to

wZF =
(
C−1

)
NN

(
INrx −HI

(
HH

I HI

)−1
HH

I

)(√
ANhN

)
. (1.31)

From (1.31) and (1.25), ZF equalizer can be deemed as a special case of PR.
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1.3 Joint Detection to Address Interference in the

Virtual Cell: Feasibility and Possible Issues

Please recall that ultra-low latency is achieved mainly by system architecture inno-

vation, networking protocols simplification, etc. As a matter of fact, the significant

gain in end-to-end networking latency does not come from signal detection in PHY;

however, proactive and open-loop communication contributes such latency deduc-

tion but also creates a new technology challenge to reliably detect and demodulate

signals [10]. In other words, the concern “how to receive the low-latency data trans-

missions reliably?” naturally arises in this innovative cross-layer system design, where

we adopt MUD to achieve the best possible BER performance that is closely related

to “reliability”.

MUD, the joint detection of multiple simultaneous transmissions, has been long

investigated in code division multiple access (CDMA) [28, 30] and multiple-input

multiple-output (MIMO) communications [32]. In CDMA, ML-MUD can effectively

overcome the near-far problem [37], in which a near user causes excess interference

to a far user. But the detection complexity grows exponentially as the number of

involved users increases, as a major obstacle to practical implementation. Likewise,

MIMO receivers suffer from high detection complexity for high-order modulation.

However, in our scenario, the number of neighboring APs is limited. In addition,

high-order modulation might not be necessary since the ultimate goal of our system

design is to achieve ultra-low latency rather than pursuing high data rate [14]. In other

words, we care about uRLLC traffic instead of eMBB traffic in this research. High

instantaneous data rate does not necessarily imply good uRLLC throughput if the

time for running networking protocols is considered. A great amount of latency can

be saved in layer-1 and layer-2 via proactive open-loop communications, the average

throughput can possibly meet the requirement of uRLLC by low-order modulation,

say BPSK or QPSK.
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Unfortunately, owing to lacking sufficient processing time for global radio resource

allocation, some high-order modulated signals generated from eMBB and other traffic

can still interfere with uRLLC in the PHY of air interface (see Fig. 1.1) [14,21]. The

threat from MAI particularly of high-order modulation is twofold: degrading BER

performance more and increasing detection complexity. By ML-MUD, it is possible to

approach the ideal detection performance as if no interferer was present, but the BER

is very sensitive to the modulation schemes of interferers. It is well-known that ML-

MUD in CDMA and general multiuser communication scenarios is “asymptotically”

near-far resistant and thus insensitive to interference power [37]. Nonetheless, in our

context that is not possible to enjoy the asymptotic behavior, ML-MUD is found still

suffering from the sensitivity to the modulations of interfering signals that is seldom

discussed in the traditional MUD literatures. Interferers using high-order modulations

obviously further deteriorate the joint detection especially for comparable received

power of desired signal and interference at the receiver. Luckily, we discover that

such sensitivity can be easily relieved by multi-antenna technique [38,39].

When the interfering signal with high-order modulation has weaker received power

than the desired signal (due to path loss and/or shadowing), the receiver may just

ignore it, but the BER will be poor if the interference is not weaker enough. ML-

MUD suffers from high-complexity concern, and ignoring the interference may lead to

bad performance. This dilemma suggests something in-between. Different from typ-

ical uplink MUD, the purpose of downlink MUD is to counter MAI, not to correctly

decode all the received signals from designated transmitter and interferers. Instead

of disregarding interference, we exploit this downlink distinction to propose a unique

realization of MUD, R-ML-MUD, treating high-order modulated interfering signal as

being lower-order modulated (which is equivalent to partially ignoring weak interfer-

ence), whereby the ML solution space shrinks substantially [38, 40]. The resulting

BER can be acceptable even when LMMSE does not ideally function. Although the
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complexity still grows exponentially with the increased number of interfering sources,

R-ML-MUD can practically lower the computation load down to a reasonable level

because of the limited number of neighboring APs, particularly if smart arrangement

of RRUs in use.

To entirely avoid the high complexity of ML-MUD, using ZF/LMMSE to cancel all

the interference is common, but leads to diversity loss [31,41]. Conventional projection

receiver (PR) [35, 36] to cancel just a portion of interference serves a compromise

between complexity and performance. The received signal is projected towards the

orthogonal complement of subspace spanned by some portion of interfering signals,

which can be totally removed. Nonetheless, the energy of desired signal could be lost

a lot after projection. Towards mitigating the drawback, we propose a generalization

of LMMSE (GLMMSE) [38] as a new type of projection detection structure to find

a subspace where there is some residue of suppressed interference after projection,

but more amount of energy will be retained in the desired signal. Compared to the

conventional PR, GLMMSE has noticeable SNR gain for multiple weaker interfering

signals being suppressed.

1.4 OFDMA-Based Virtual Cell Networks

Our research is conducted based on Orthogonal Frequency Division Multiple Ac-

cess (OFDMA), which has been widely used in many applications such as wire-

less local area Networks (WLAN), The Third Generation Partnership Project Long-

Term-Evolution (3GPP-LTE). In OFDMA-based virtual cell networks, the scenario

in Fig. 1.1 can be depicted as Fig. 1.3, where each AP allocates a RRU composed of

several resource elements (REs) for the served vehicle, and each RE is 1 subcarrier ×

1 OFDM symbol. In this section, we introduce the signal model of OFDM [42, 43],

and account for the challenge in asynchronous downlink.
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Figure 1.3: (Left) Each AP in the virtual cell allocates a RRU to serve a vehicle.
(Right) Co-channel MAI in RRU–1.

1.4.1 Signal Model in Perfect Synchronization

The discrete time-domain transmitted signal from AP–n during the zth OFDM sym-

bol duration is

xz
n,ℓ =

1

Nfft

Nfft−1∑
k=0

Xz
n,ke

j2πk(ℓ−Ncp−(z−1)(Nfft+Ncp))
Nfft , (z − 1) (Nfft +Ncp) ≤ ℓ ≤ z (Nfft +Ncp) ,

(1.32)

where ℓ is the sample index of time-domain signal, Xz
n,k is the kth subcarrier data

symbol of AP–n, Nfft and Ncp are the size of fast Fourier transform (FFT) and cyclic

prefix (CP) length. CP is a copy of the last Ncp samples appended in front of each

OFDM symbol. The channel impulse response (CIR) between AP–n and the vehicle’s

mth antenna is denoted by hm
n,τ , which is assumed to be time-invariant over several

OFDM symbol periods in uRLLC, where the latency requirement is typically shorter

than the channel coherence time [22, 44]. In addition, the CIR length Nch is smaller

than CP length, i.e. Nch < Ncp.

The signals from different APs reach the vehicle with different propagation delays,
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and ∆tn represents the discrete timing offset from AP–n’s signal relative to the first

arriving signal from some AP, say AP–1. For any n, suppose that Nch < Ncp −∆tn

and the receiver’s FFT window is precisely aligned with AP–1’s OFDM symbols, as

shown in Fig. 1.4(a). At the qth FFT output, AP–n’s signal received at the vehicle’s

mth antenna is

Y m
z,n,q =

Nfft−1∑
ℓ=0

[
Nch−1∑
τ=0

hm
n,τx

z
n,ℓ−τ−∆tn

]
e

−j2πqℓ
Nfft

=

Nfft−1∑
ℓ=0

[
Nch−1∑
τ=0

hm
n,τ

(
1

Nfft

Nfft−1∑
k=0

Xz
n,ke

j2πk(ℓ−τ−∆tn)
Nfft

)]
e

−j2πqℓ
Nfft

=

Nfft−1∑
k=0

[
Xz

n,ke
−j2πk∆tn

Nfft

(
Nch−1∑
τ=0

hm
n,τe

−j2πkτ
Nfft

)
1

Nfft

Nfft−1∑
ℓ=0

e
j2π(k−q)ℓ

Nfft

]

=

Nfft−1∑
k=0

Hm
n,kX

z
n,k

(
1

Nfft

Nfft−1∑
ℓ=0

e
j2π(k−q)ℓ

Nfft

)
= Hm

n,qX
z
n,q, (1.33)

where

Hm
n,k = e

−j2πk∆tn
Nfft

Nch−1∑
τ=0

hm
n,τe

−j2πkτ
Nfft . (1.34)

Taking the mean received signal power An into account, the qth FFT outputs

across different receiving antennas can be expressed as

yz,q =
N∑

n=1

√
Anhn,qX

z
n,q + vq, (1.35)

where hn,q =
[
H1

n,q · · ·HNrx
n,q

]T
and vq is the noise term. Without loss of generality,

we can consider only one OFDM symbol and one FFT output. Dropping the indices

z, q in (1.35) and letting Hm
n,q = Hmn, we obtain the signal model in (1.1).

However, if the time differences of arrival (TDOA) is not small enough such that

Nch ≥ Ncp −∆tn (see Fig. 1.4(b)) to cause inter-symbol interference (ISI) and inter-

carrier interference (ICI) [45], the signal model of (1.33) and (1.35) will not be applica-

ble. Whether such propagation delay-induced ISI/ICI occurs depends on the virtual

cell size (the number of serving AP in a virtual cell), AP density, and the CP length.

Using the well-known stochastic geometry modeling [46], we conduct a probabilistic
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Figure 1.4: The signals from different APs reach the vehicle with various delays,
and ∆tn represents the discrete timing offset for AP–n’s signal relative to the first-
arriving signal from some AP, say AP–1. (a) If Nch < Ncp −∆tn, there is no ISI. (b)
If Nch ≥ Ncp −∆tn, ISI and ICI occur.

analysis in Section 4.1.1, showing that the occurrence probability of TDOA-related

ISI/ICI can be little in small cell deployment if the CP length and the size of virtual

cell are properly designed.

1.4.2 CFO-Induced ICI

Refer to Fig. 1.4(a) and consider carrier frequency offset (CFO) resulting from oscilla-

tor mismatch to incur ICI. Let εn stand for the normalized CFO (w.r.t the subcarrier

spacing) between the vehicle and AP–n. If the oscillator precision tolerance is speci-

fied to be less than ±20 ppm, the CFO ranges between −40 ppm and +40 ppm. For

different subcarrier spacings and carrier frequencies, the maximum absolute values of

normalized CFO |εn| are listed in Table 1.1. ICI is caused by the fractional part of
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Table 1.1: The Maximum absolute value of CFO normalized w.r.t subcarrier spacing
for ±20 ppm oscillator frequency mismatch

Sucarrier spacing 15 kHz 30 kHz 60 kHz 120 kHz

Carrier frequency 1.9 GHz 5.0667 2.5333 1.2667 0.6333

Carrier frequency 2.4 GHz 6.4 3.2 1.6 0.8

Carrier frequency 5.9 GHz 15.7333 7.8667 3.9333 1.9667

CFO, thus we simply assume that |εn| ≤ 0.5, and derive the expression of Y m
z,n,q in

the following.

Y m
z,n,q =

√
An

Nfft−1∑
ℓ=0

[(
Nch−1∑
τ=0

hm
n,τx

z
n,ℓ−τ−∆tn

)
e

j2πεn[(z−1)(Nfft+Ncp)+Ncp+ℓ]
Nfft

]
e

−j2πqℓ
Nfft

= ej((z−1)ϕn+ρn)
√

An

Nfft−1∑
ℓ=0

[
Nch−1∑
τ=0

hm
n,τ

(
1

Nfft

Nfft−1∑
k=0

Xz
n,ke

j2πk(ℓ−τ−∆tn)
Nfft

)
e

j2πεnℓ
Nfft

]
e

−j2πqℓ
Nfft

= ej((z−1)ϕn+ρn)
√

An

Nfft−1∑
k=0

[
Xz

n,ke
−jγn,k

(
Nch−1∑
τ=0

hm
n,τe

−j2πkτ
Nfft

)
1

Nfft

Nfft−1∑
ℓ=0

e
j2π(k−q+εn)ℓ

Nfft

]

= ej(z−1)ϕn

Nfft−1∑
k=0

√
AnH

m
n,kX

z
n,k

(
1

Nfft

Nfft−1∑
ℓ=0

e
j2π(k−q+εn)ℓ

Nfft

)
(1.36)

= ej(z−1)ϕne
jπεn(Nfft−1)

Nfft
sin(πεn)

Nfft sin
(

πεn
Nfft

)√AnH
m
n,qX

z
n,q

+ ej(z−1)ϕn
∑
k ̸=q

e
jπ(k−q+εn)(Nfft−1)

Nfft
sin(π (k − q + εn))

Nfft sin
(

π(k−q+εn)
Nfft

)√AnH
m
n,kX

z
n,k (1.37)

with ϕn = 2π(Nfft+Ncp)εn
Nfft

, ρn = 2πNcpεn
Nfft

, γn,k =
2πk∆tn
Nfft

, and

Hm
n,k = ej(ρn−γn,k)

Nch−1∑
τ=0

hm
n,τe

−j2πkτ
Nfft .

The second term of (1.37) denotes the ICI, namely the signals from other subcarriers.

From the first term of (1.37), we also see that another effect of CFO is to cause

attenuation in magnitude, phase shift of the signal conveyed by the qth subcarrier.

Define the CFO matrix as

C(εn) = FD(εn)F
H (1.38)
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where D(εn) = diag
(
1, e

j 2π
Nfft

εn , . . . , e
j 2π
Nfft

(Nfft−1)εn
)
, and F is the Nfft × Nfft unitary

DFT matrix with (F)ql =
1√
Nfft

e
−j2πql
Nfft . For the matrices C(εn) ,F, and D(εn), the

row/column/entry indices begin with zero. The (q, k) entry of C(εn) is

(C(εn))qk =

Nfft−1∑
s=0

(F)qs
[
D(εn)F

H
]
sk

=

Nfft−1∑
s=0

(F)qs

Nfft−1∑
l=0

(D(εn))sl
(
FH
)
lk

=
1

Nfft

Nfft−1∑
s=0

e
−j2πqs
Nfft e

j2πεns
Nfft e

j2πks
Nfft =

1

Nfft

Nfft−1∑
ℓ=0

e
j2π(k−q+εn)ℓ

Nfft . (1.39)

By (1.36) and (1.39), AP–n’s frequency-domain signal received from the vehicle’s mth

antenna can be expressed as

[
Y m
z,n,0 · · ·Y m

z,n,Nfft−1

]T
= ej(z−1)ϕn

Nfft−1∑
k=0

√
AnH

m
n,kX

z
n,kck(εn) . (1.40)

In (1.40), ck(εn) is the kth column of C(εn), which is also known as the signature

waveform of AP–n’s kth subcarrier. Therefore, the overall frequency-domain received

signal can be written as

ym
z,F =

N∑
n=1

Nfft−1∑
k=0

ej(z−1)ϕn
√
AnH

m
n,kX

z
n,kck(εn) + vm

z,F. (1.41)

Here vm
z,F is the noise term.

1.4.3 Challenges in Asynchronous Downlink

Go back to Fig. 1.3, and let q denote the index of subcarrier on which the desired data

is transmitted from AP–1 to the green car. If synchronization is ideally achieved, at

the qth output of receiver’s FFT module, only the signals from different APs’ qth

subcarriers are superimposed without any interference from other subcarriers. The

receiver only needs to deal with co-channel interference (CCI) by performing MUD

or other interference cancellation schemes individually on each subcarrier.

Unfortunately, ICI rising from CFO makes the downlink MAI in Fig. 1.3 more dis-

astrous, as portrayed in Fig. 1.5, where we depict the superimposition of CCI and ICI

on the desired signal at the receiver’s qth FFT output. Different APs have different
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Figure 1.5: CFOs cause ICI. At the receiver’s qth FFT output, the desired data
symbol from the qth subcarrier of AP–1 are coupled with the signals from all the
subcarriers of APs–1∼3.

oscillators, resulting in various CFOs that may not be simultaneously compensable

at the vehicle even though their estimates are available by the schemes in [47–49]

and the references therein. Resolving this issue at transmitter sides, i.e. APs might

be infeasible because each AP probably belongs to multiple virtual cells, it is hard

to find a frequency offset value to pre-compensate that is universally suitable for all

vehicles in service.

Multi-CFO problem inherently exists in OFDMA uplink [50–55] and cooperative

communications [45,56–61] with a brief summary of recent works given in the follow-

ing. Reference [51] formulates a tri-linear signal model, whereby a subspace nulling

approach is invented to address CFO-induced MAI in uplink MIMO-OFDM systems.

For massive MIMO uplink, [54] proposes an angle-domain adaptive filtering scheme,

in which the beamformers for each user are constructed to enable separate CFO

estimation and data detection. In a downlink coordinated multi-point (CoMP) trans-
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mission scenario, [56] proposes a frequency-domain data-encoding scheme by base

stations (BSs), and derive a suboptimal CFO compensation value for the receiver

to improve SINR. In a relay network, [58] designs a cooperative Alamouti-coding

scheme, which nearly achieves full diversity under the consideration of oscillator fre-

quency offsets and Doppler shifts. In spatial modulation OFDM system with multiple

CFOs, a symbol-by-symbol-aided iterative detector and a LMMSE-based detector are

developed in [62] and [63].

In terms of BER, the optimal countermeasure against ICI is to jointly detect the

signals on all the subcarriers, but the complexity will be extremely high, not practi-

cal to implement. A reasonable compromise for the detection should include only the

dominant ICI terms that are the signals on several nearest neighboring subcarriers

from the one conveying the desired data. However, there will be an irreducible error

floor incurred by the far (or residual) ICI, which is supposed to be whitened before

signal detection to improve the performance [64]. Like general LMMSE equalization

schemes [45,55,57,59–61,63], ICI-Whitening (ICI-W) must rely on the knowledge of

ICI covariance matrix whose estimate is based on the channel conditions of the subcar-

riers, from which the residual ICI originates. In proactive uplink, it is normal for the

receiver to perform channel estimation on all the subcarriers, the whitening scheme is

practical. Nonetheless, in proactive open-loop downlink communications, it may be

unreasonable and very difficult to estimate channel gains on all the subcarriers that

do not belong to the radio slices allocated for the receiver, making ICI-W infeasible.

Such a problem unique to downlink receiver implementation about network/resource

slicing remains unknown in the existing literatures.
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1.5 Organization and Contributions of Disserta-

tion

Our objective is to investigate the transceiver design for ultra-low latency virtual-cell

network, and the research is conducted in the following steps:

1) Starting with the perfect synchronization assumption (i.e. no ISI/ICI), where the

serving APs allocate the RRUs randomly, and the vehicle decodes the desired data

from different paths (APs) separately (refer to Fig. 1.1 and Fig. 1.2), we look at

how high-order modulated interference affects MUD performance, which is relevant

to the coexistence of uRLLC and eMBB services. Two methods of lowering the MUD

complexity in this scenario are also proposed.

2) After that, a more complicated situation with multi-CFO problem (Fig. 1.5) is

considered. We investigate how to practically address ICI and perform MUD in

downlink.

3) Finally, we discuss the design of APs’ cooperative transmissions that is made

possible by the AN’s coordination, and the multi-CFO problem is still taken into

consideration.

The organization and contributions of this dissertation are sketched below (and

also summarized in Fig. 1.6).

• Chapter 2: The modulation sensitivity problem of MUD is analyzed under the

scenario of Fig. 1.2. We discovery that the BER performance of ML-MUD is

very sensitivity to the modulations of interfering signals, and such sensitivity

can be lessened by increasing antennas of receiver. The comparison of ML-

MUD and LMMSE/ZE detection is also given. In addition to mathematical

derivation and simulation study, we provide an easily understandable way to

view the distinction between different detection schemes.

• Chapter 3: This chapter proposes two new detection schemes based on the
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model of Chapter 2. Different than typical uplink MUD, the purpose of down-

link MUD is to combat against MAI, but not necessary to decode all the received

signals from the designated transmitter and interferers, and thus the detection

performance of packets from interfering APs is not worth attention. We there-

fore utilize this feature of downlink transmissions to propose a unique realization

of MUD, R-ML-MUD to reduce the complexity of detection, which is different

from traditional sphere decoding [65, 66] and deemed as a method scheme to

“partially ignore weak interference”. Furthermore, we note the drawback of con-

ventional multiuser projection receiver [35, 36] to propose GLMMSE as a new

type of projection detection structure that partially suppresses interference.

After that, we strike flexible trade-off between complexity and performance by

combining the two proposed methods.

• Chapter 4: Taking multi-CFO problem into account, we construct a two-stage

ICI suppression method that is more practical to downlink receiver in the sce-

nario described in Fig. 1.5. The first-stage processing is Pseudo-ICI-Whitening

(P-ICI-W) [67], which does not rely on the estimation of ICI covariance and is

thus suitable for asynchronous downlink. The proposed mechanism is shown

to approach ICI-Whitening in terms of post-processing SINR and BER. The

second-stage processing is to further cancel some ICI terms by GLMMSE devel-

oped in Chapter 3. Moreover, our proposed scheme is compatible with space-

time-block-coded signals, namely Alamouti [68] coding and Complex Interleaved

Orthogonal Design (CIOD) [69] to yield more reliable proactive wireless com-

munications.

• Chapter 5: We shift our focus onto transmission design according to the asyn-

chronous signal model used in Chapter 4. Under the coordination of AN, the

serving APs of virtual cell are assumed to be able to cooperatively encode trans-
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mitted data symbols across space-frequency domain. Our analysis reveals that

the multi-CFO issue will still result in serious performance loss, even though

ICI is perfectly addressed or does not exist. Such issue can be easily resolved

by our AP indexing principle. Moreover, we propose a robust encoding scheme

against CFOs that not only achieve better performance but also allow AN to

index APs randomly, eliminating the necessity of CFO feedback.

• Chapter 6: This chapter is devoted to the concluding remark. Additionally,

some future works towards developing virtual-cell networks are also suggested.
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Figure 1.6: Organization and contributions of dissertation.
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Chapter 2

Modulation Sensitivity in
Multiuser Detection

In this chapter, we discuss how MUD works in our virtual cell-based vehicular net-

works. The analysis is conducted based on the situation of Fig. 1.2 with perfect

synchronization. For better readability, the scenario is re-stated. The vehicle asso-

ciates with N ≥ 2 APs to form a virtual cell. In multi-path transmissions, the AN

sends the packets to the vehicle through the N APs, which randomly choose radio

channels to serve the vehicle. In the worst case, the vehicle receives the packets from

different APs and different channels. Without loss of generality, we look at the chan-

nel (or subcarrier ) where AP–N relays the desired data from the AN to the AV,

and AP–1∼AP–(N − 1) are interferers. As a MAI countermeasure, we analyze the

effectiveness of ML-MUD in terms of uncoded BER, comparing it with ZF/LMMSE.

In traditional MIMO systems where the spatial streams are usually assumed to

convey the data symbols with the same modulation format, and the detection perfor-

mance is evaluated across the data symbols from all the transmit antennas. However,

in our downlink scenario of Fig. 1.2, only the detection performance of AP–N ’s signal

is the receiver’s concern. Lacking global resource allocation and precise power control,

the signals from different APs may originate from different services, and are perhaps

differently modulated. Due to this particularity, it is necessary to figure out how the

characteristics of interfering signals such as modulation and power affect the BER of

25
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desired data, as the starting point of our research.

It is common sense that BER strongly depends on modulation schemes. We note

that in MUD higher modulation order of interference also adversely affect the desired

signal’s BER, although the interfering signals are not intended for the considered

receiver. This is what we call “modulation sensitivity” that gives rise to a serious

concern in our innovative system design especially when uRLLC coexists with eMBB

and other applications using high-order modulation. Fortunately, this modulation

sensitivity can be eased by increasing receiving antennas, as shown in this chapter.

2.1 Signal Model and Preliminaries

To facilitate the explanation of our idea, the signal model and ML-MUD are described

again, however, in more detail. For n = 1, · · · , N , Xn stands for the transmitted

symbol from AP–n, and E
[
|Xn|2

]
= 1. Assume that each AP has a single antenna,

and the vehicle is equipped with Nrx antennas for Nrx≥N , then the received signal

y is

y =
N∑

n=1

√
AnhnXn + v. (2.1)

An is AP–n’s mean signal power received at the vehicle, hn = [H1n . . . HNrxn]
T is

the fading gain from AP–n to the vehicle, and v= [V1 . . . VNrx ]
T is the noise at the

receiving antennas. The fading coefficients and the noise are zero-mean complex

Gaussian random variables with variances 1 and σ2
V , i.e., Hmn∼CN (0, 1) and Vm∼

CN (0, σ2
V ) for m = 1, . . . Nrx. An is the composite of transmission power, path

loss, and shadowing, which changes very slowly compared to the fading, thus being

treated as a constant. In small cell deployment, the received power of desired and

interfering signals may be comparable. The signal from a closer AP does not imply

stronger received power due to shadowing. Furthermore, in some downlink channels,

interfering signals are stronger than the desired signal at the receiver. Hence, we have

An ≥ AN or AN < An for n = 1, · · · , N − 1.
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By ML-MUD, the receiver jointly decodes the desired signal and interference ac-

cording to (
x̂−N , X̂N

)
= argmin

(x−N ,XN )∈
N∏

n=1
Mn

∥∥∥∥∥y−
N∑

n=1

√
AnhnXn

∥∥∥∥∥
2

2

, (2.2)

where Mn is the signal constellation of AP–n. For In-ary PAM,

Mn={±dn,±3dn, . . . ,± (In − 1) dn} , (2.3)

dn =
√
3
/
(I2n − 1). (2.4)

For Jn-ary QAM,

Mn = {sR + jsI} , (2.5)

sR, sI ∈
{
±dn,±3dn, . . . ,±

(√
Jn − 1

)
dn

}
, (2.6)

dn =
√

3/2 (Jn − 1). (2.7)

Here x−N = (X1, . . . , XN−1), and x̂−N is defined similarly. In order to perform (2.2),

the vehicle has to spend extra effort to estimate
√
Anhn for n = 1, · · · , N − 1 that is

also the inherent cost of beam-forming and IA, but does not need to feedback CSI.

The information regardingM1, . . .MN is supposed to be provided by the AN through

control channels or to be encoded in the preambles of data packets. Please note that

the vehicle only cares about the correctness of X̂N despite XN and x−N being jointly

decoded. We focus on how the interference
∑N−1

n=1

√
AnhnXn affects the detection of

XN and take the performance of ideal single-user detection (SUD) (simply called the

ideal detection) as the benchmark.

Lemmas 1 ∼ 3 are re-stated respectively from [70], [31,71], giving deep insight to

our research.

Lemma 1. Let H= [h1 · · ·hN ] and denote its QR-decomposition by H=QR. The

entries of R are independent, the square of diagonal entries follow Gamma distribu-

tion, i.e., R2
nn∼Gamma (Nrx − n+ 1, 1) for n = 1, . . . , N , and the off-diagonal entry



doi:10.6342/NTU201902343

CHAPTER 2. MODULATION SENSITIVITY IN MULTIUSER DETECTION 28

Rji for i > j is a zero-mean complex Gaussian random variable with unit variance,

that is, Rji∼CN (0, 1).

Lemma 2. The output SNR of the desired signal at ZF equalizer is

SNRZF =
AN

σ2
V

R2
NN . (2.8)

Lemma 3. The output signal-to-interference-plus-noise ratio (SINR) of the desired

signal at LMMSE equalizer is

SINRLMMSE =
AN

σ2
V

R̃2
NN − 1. (2.9)

Here R̃NN is the (N,N)-th entry of R̃ obtained by QR-decomposition

H̃ =
[
h̃1 · · · h̃N

]
=

[
H
D

]
= Q̃R̃, (2.10)

where

D = diag

(√
σ2

A1

, . . . ,

√
σ2

AN

)
. (2.11)

2.2 The Impact of Modulation of Interference on

BER

For clear depiction, we initially examine the 2-AP case that AP–1 and AP–2 use

2-PAM/4-PAM and 2-PAM, respectively. Express h1 and h2 as h1 = R11q1 and

h2=R12q1+R22q2, where qn is the nth column of Q in Lemma 1. Taking A1, A2, h1,

and h2 into account, the composite constellation of AP–1 and AP–2 is

M =
{√

A1R11X1q1 +
√

A2X2h2

∣∣∣X1 ∈ M1, X2 ∈ M2

}
. (2.12)

Conditioning on some realization of fading that R11=r11, R12=r12, and R22=r22, the

constellations M1 and M2 are scaled and rotated by
√
A1h1 and

√
A2h2, as shown in

Fig. 2.1(a), where the red and blue arrows point the direction of h1 and h2, and the

spacings of adjacent constellation points of AP–1 and AP–2 become ∆1, 2
√
A1r11d1

and 2
√
A2 ∥h2∥2 d2 while the resultant M, defined in (2.12), is shown in Fig. 2.1(b).
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Figure 2.1: (a) M1 and M2 are rotated and scaled by
√
A1h1 and

√
A2h2 with

the spacings of adjacent constellation points becoming ∆1 , 2
√
A1r11d1 and

2
√
A2 ∥h2∥2 d2. (b) The receiver searches the ML solution from a composite constel-

lation under 2-PAM (Left) / 4-PAM (Right) interference. When x is the transmitted
sequence, the most likely error is decoding x as x̃, and the distance between them
is DML. The constellation points of AP–1 act like quantization levels to quantize
2
√
A2r12d2q1.

The bit error event corresponds to the pairwise error between the transmitted

sequence x = (X1, X2) and some other sequence x̃ =
(
X̃1, X̃2

)
for X2 ̸= X̃2. Let’s

first consider the situation in the left part of Fig. 2.1(b), in which x = (−d1, d2) is

enclosed by the dashed blue circle. The most likely error is that x is decoded as x̃
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with X̃2 = −d2, whose squared distance to x is

D2
ML = min

X̃1∈M1

∥∥∥(√A2X2h2 +
√
A1X1h1

)
−
(√

A2X̃2h2 +
√
A1X̃1h1

)∥∥∥2
2

= min
X̃1∈M1

∥∥∥√A2

(
X2 − X̃2

)
h2 +

√
A1

(
X1 − X̃1

)
h1

∥∥∥2
2

= min
X̃1∈M1

∥∥∥∥∥2√A2d2 (r12q1 + r22q2)− 2
√

A1r11d1
X̃1 −X1

2d1
q1

∥∥∥∥∥
2

2

=
(
2
√

A2d2r22

)2
+ min

X̃1∈M1

∥∥∥∥∥
(
2
√
A2r12d2 −∆1

X̃1 −X1

2d1

)
q1

∥∥∥∥∥
2

2

, (2.13)

where the last equality follows from ∆1 = 2
√
A1r11d1 as well as the orthogonal-

ity between q1 and q2. We define DZF , 2
√
A2r22d2 (the length of dashed blue

arrow in Fig. 2.1) as the spacing between adjacent constellation points of AP–2

when ZF is applied (see Lemma 2). In the second term of (2.13), we may view

LX1 =
{
∆1

X̃1−X1

2d1
q1

∣∣∣ X̃1∈M1

}
as the quantization levels with quantization interval ∆1

to quantize 2
√
A1r12d2q1. Let QLX1

[·] denote the quantization operation, and

QLX1

[
2
√

A2r12d2q1

]
= ∆1

X̂1 −X1

2d1
q1, (2.14)

X̂1 = argmin
X̃1∈M1

∥∥∥∥∥
(
2
√

A2r12d2 −∆1
X̃1 −X1

2d1

)
q1

∥∥∥∥∥
2

2

. (2.15)

Then the second term of (2.13) is the square of quantization error, and D2
ML can be

expressed as

D2
ML = D2

ZF + ∥equa∥22 , (2.16)

where

equa = 2
√

A2r12d2q1 −QLX1

[
2
√
A2r12d2q1

]
= equaq1. (2.17)

Specifically, in our discussed case,

equa = Re (equa) + j2
√
A2Im (r12) d2, (2.18)

|Re (equa)| = min
X̃1∈M1

∣∣∣∣∣2√A2Re (r12) d2 −∆1
X̃1 −X1

2d1

∣∣∣∣∣ , (2.19)
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where Re (·) and Im (·) stand for the real and imaginary parts. The squared distance

between (X1, d2) and
(
X̃1,−d2

)
with X1 = X̃1 is 4A2 ∥h2∥22 d22 = D2

ZF + 4A2 |r12|2 d22,

whose component in span(h1) is totally removed by the ZF equalizer. However, in

ML-MUD, some “distance gain” can be obtained from span(h1) that is the quan-

tization error ∥equa∥2, as seen from (2.16). Finer quantization levels generally lead

to smaller quantization error, consequently smaller D2
ML, which manifests that high-

order modulated interference results in worse BER because ∆1 is proportional to 2d1,

the spacing of constellation points of interference (see the right part of Fig. 2.1(b)).

Additionally, ∆1 is also in proportion to
√
A1, then ML-MUD generally has better

performance under stronger interference.

When ∆1 is large enough such that∣∣∣2√A2Re(r12) d2

∣∣∣ < 1

2
∆1, (2.20)

2
√
A2r12d2q1 will be quantized as zero. Accordingly, the pairwise error probability

(PEP) is

pML {x → x̃} = Q

(√
D2

ML

2σ2
V

)
= Q

√2A2 ∥h2∥22 d22
σ2
V

 , (2.21)

which is the BER of ideal detection. Hence the more likely that (2.20) holds, the

closer the average BER of ML-MUD (averaged over fading gain) approaches to the

ideal detection performance. The condition for (2.21) can be written as

|Re(R12)|
R11

<
1

2

√
A1

A2

d1
d2

. (2.22)

By Lemma 1, R2
11 ∼ Gamma (Nrx, 1). As the number of receiving antennas increases

from Nrx to Nrx+1, R2
11 ∼ Gamma (Nrx + 1, 1), but it remains that R12 ∼ CN (0, 1).

Then |Re(R12)|/R11 will be statistically smaller, making (2.22) hold with higher prob-

ability. Hence increasing receiving antennas bridges the performance gap between

ML-MUD and ideal detection in terms of average BER. However, the gap always

exists when ZF is applied because the potential gain from span(h1) is lost.
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Now we generalize the preceding analysis for N > 2. Denote the transmitted

sequence by x = (x−N , XN). In the bit/symbol error event XN ̸= X̃N , the most

likely situation is that x is decoded as x̃ =
(
x̃−N , X̃N

)
, whose squared distance to x

is expressed as

D2
ML = min

x̃−N∈
N−1∏
n=1

Mn

∥∥∥∥∥√AN

(
XN − X̃N

)
hN +

N−1∑
n=1

√
An

(
Xn − X̃n

)
hn

∥∥∥∥∥
2

2

= D2
ZF + ∥equa∥22 , (2.23)

where

D2
ZF = ANR

2
NN

∣∣∣Xn − X̃n

∣∣∣2 , (2.24)

∥equa∥2 = min
x̃−N∈

N−1∏
n=1

Mn

∥∥∥∥∥∥∥∥
N−1∑
n=1

(√
AN

(
XN − X̃N

)
R

′
nN − ∆n(X̃n−Xn)

2dn

)
hn

∥hn∥2

∥∥∥∥∥∥∥∥
2

2

, (2.25)

R
′

nN =

RnN +

N−1∑
m=n+1

cof (RIS)mn RmN∏
i̸=n

Rii


(

n∑
k=1

|Rkn|2

R2
nn

)1
2

. (2.26)

The proof of (2.23) is given in Appendix A. In (2.26), RIS is the (N − 1)× (N − 1)

matrix obtained from R by deleting its Nth row and Nth column, and cof (RIS)mn is

the (m,n)-th cofactor of RIS. In (2.25),
∑N−1

n=1

√
An

(
XN − X̃N

)
R

′
nN

hn

∥hn∥2
is the or-

thogonal projection of
√
AN

(
XN − X̃N

)
hn to span(h1, . . . ,hN−1) (see Appendix A),

and

Lx−N
=

∑N−1

n=1

∆n

(
X̃n −Xn

)
2dn

hn

∥hn∥2

∣∣∣∣∣∣ x̃−N ∈
∏N−1

n=1
Mn


are the quantization levels with ∆n = 2

√
An∥hn∥2dn, which is proportional to

√
An

and dn, implying that (i) for fixed
√
An, higher-order modulated interference, which

makes quantization levels finer and leads to smaller quantization error, is more harm-

ful to the BER performance; (ii) for the same modulation order, stronger interference,

resulting in coarse quantization levels, is generally less detrimental. Additionally, by
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Lemma 1, as the number of antennas increases, R
′
nN is closer to RnN in average, ∆n is

statistically larger, thus
∑N−1

n=1

√
AN

(
XN − X̃N

)
R

′
nN

hn

∥hn∥2
is quantized as zero with

higher probability, meaning that the gap of average BER between ML-MUD and ideal

detection will be bridged.

2.3 Comparison with LMMSE

Now we make a comparison with LMMSE. Likewise, our analysis begins with the case

of N = 2. By Lemmas 2∼3,

ηSNR , SINRLMMSE − SNRZF =
A2

σ2
V

R̃2
22 − 1− A2

σ2
V

R2
22. (2.27)

From (2.10), the (2, 2)-th entry of R̃ can be expressed as

R̃2
22

(c)
= ∥h2∥22 +

σ2
V

A2

−
∣∣∣R̃12

∣∣∣2 (d)
= |R12|2 +R2

22 +
σ2
V

A2

−
∣∣∣R̃12

∣∣∣2 . (2.28)

The norm of second column of H̃ (or H) is equal to that of R̃ (or R), thus (c) and

(d) in (2.28) hold. Besides,

∣∣∣R̃12

∣∣∣2 =
∣∣∣h̃H

1 h̃2

∣∣∣2∥∥∥h̃1

∥∥∥2
2

=

∣∣hH
1 h2

∣∣2
∥h1∥22 +

σ2
V

A1

=
|R12|2 R2

11

R2
11 +

σ2
V

A1

. (2.29)

By (2.27)∼(2.29), we obtain

ηSNR =
A2

σ2
V

(
|R12|2 +R2

22 +
σ2
V

A2

−
∣∣∣R̃12

∣∣∣2)− 1− A2

σ2
V

R2
22

=
A2

σ2
V

(
|R12|2 −

∣∣∣R̃12

∣∣∣2) =
A2

σ2
V

|R12|2
1− R2

11

R2
11 +

σ2
V

A1


=

|R12|2

A1

A2
R2

11 +
σ2
V

A2

. (2.30)

Approximating the sum of interference and noise as being Gaussian [31], the BER of

LMMSE is approximated as

pLMMSE

{
X2 → X̃2

}
≈ Q

(√
2 (SNRZF + ηSNR) d22

)
. (2.31)
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Like ML-MUD, LMMSE can obtain some equivalent “distance gain” from span(h1),

as shown in (2.30). However, ηSNR is smaller for larger A1, that is, the distance gain

will diminish as the interference power becomes stronger and stronger, being opposite

to ML-MUD. On the other hand, by the same reasoning to explain the performance

gap reduction between ML-MUD and ideal detection, increasing the receiving anten-

nas makes ηSNR smaller in average, then the performance of LMMSE and ZF will be

closer to each other.

Generalizing the analysis to the case of N > 2, it can be shown that

lim
AN
σ2
V

→∞
ηSNR =

∥∥RNNΓNr
−
NS

∥∥2
2
, (2.32)

where

ΓN = diag

(√
AN

A1

, . . . ,

√
AN

AN−1

)
, (2.33)

r−NS =
[(
R−1

)
1N

, . . . ,
(
R−1

)
(N−1)N

]T
. (2.34)

From (2.32) (proven in Appendix B), it is easy to draw the conclusion that (i)

stronger interference yields smaller ηSNR; (ii) more antennas makes SINRLMMSE closer

to SNRZF averagely.

2.4 Simulation Results

We carry out simulations in 2-AP case, where AP–2 uses QPSK to transmit the

desired data being interfered by AP–1’s signal. In the left part of Fig. 2.2, we show

the simulation results for Nrx = 2. As the interference is BPSK modulated, the

average BER of ML-MUD is very close to that of the ideal detection, achieving 10−3

when A2

σ2
V
is approximately 14 dB. However, if the interference is 16-QAM or 64-QAM

modulated, A2

σ2
V
needs to be about 18 dB or higher to achieve the same average BER. In

the right part of Fig. 2.2, the results with Nrx = 3 are reported. For identical average

BER, the values of A2

σ2
V
for the ideal detection and ML-MUD with BPSK interference
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Figure 2.2: (Left) Nrx = 2. (Right) Nrx = 3. AP–2 uses QPSK to transmit the desired
data while A2

A1
= 0 dB. The average BERs under different modulated interference are

plotted.

are close to each other. At average BER 10−3 or 10−4, the difference of A2

σ2
V
between

the ideal detection and ML-MUD with 16-QAM (or 64-QAM) interference is about

2 (or 3.5) dB. Hence, ML-MUD is possible to approach the ideal detection, but its

performance is very sensitive to the modulation of interference, and increasing the

number of antennas can relieve such sensitivity. The above observation is consistent

with the analysis in Section 2.2. In a lower SNR regime, the constellation points

of high order modulation are closely situated in the subspace span(h1), leading to

very small quantization error, which is only a little more than the “distance gain”

of LMMSE (refer to (2.27)). We therefore can see that ML-MUD with 64-QAM

interference is close to LMMSE for SNR smaller than 14 dB in Fig. 2.2.

For 16-QAM interference and signal-to-interference ratio (SIR) A2

A1
= ±3 dB, the

average BERs of desired data are plotted in Fig. 2.3. In the left part of Fig. 2.3 with
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Figure 2.3: (Left) Nrx = 2. (Right) Nrx = 3. AP–2 uses QPSK to transmit the desired
data being interfered by AP–1’s 16-QAM modulated signal. The average BERs are
plotted for A2

A1
= ±3 dB.

Nrx = 2, LMMSE and ZF are closer to each other under stronger interference. At

average BER 10−3, the value of A2

σ2
V
for ML-MUD is around 18 dB when A2

A1
= −3 dB.

As A2

A1
= 3 dB, ML-MUD requires A2

σ2
V
to be about 19 dB for the same performance.

This result indicates that stronger interference is less detrimental to ML-MUD. In

right part of Fig. 2.3 with Nrx = 3, the analogous observation is obtained. Moreover,

from Fig. 2.2 and Fig. 2.3, we also observe that increasing antennas reduces the per-

formance gap betwen ZF and LMMSE, corresponding with the analysis in Section 2.3.

The average BERs of 3-AP case with respect to different modulated interference and

SIRs can be found in [39] that shows similar results.
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2.5 Summary

Traditional beam-forming and IA are not suitable for ultra-low latency vehicular

networking. Open-loop communication and proactive network association suggest

the necessity of MUD to deal with downlink inference at receivers. We find that

the performance of ML-MUD is very sensitivity to the modulations of interferers,

and such sensitivity is shown to be relieved by multi-antenna technique. Another

interesting observation is that the performance of LMMSE is closer to ZF under

stronger interference, which is generally in favor of ML-MUD implementation. This

discovery also gives us insight regarding which interfering signals to cancel when we

introduce GLMMSE in Chapter 3.
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Chapter 3

Low-Complexity Multiuser
Detection

On the basis of the system model in Chapter 2, we propose two methods to reduce

the notorious computational complexity of MUD in this chapter. The first scheme

is termed reduced-computation ML-MUD (R-ML-MUD) that exploits the charac-

teristic of downlink to shrink the ML solution space, consequently leading to lower

detection complexity. The second scheme is a new projection receiver, called gen-

eralized LMMSE (GLMMSE) that yields notable SNR gain over the conventional

projection method. Besides, a comprehensive simulation study is also provided to

compare different detection schemes.

3.1 Comparison between SUD and ML-MUD

For the sake of holistic comparison, we review the impact of interference on SUD in

our 2-AP case, where AP–1 and AP–2 use 4-PAM and 2-PAM. This review also help

readers better understand the idea behind our proposed scheme.

Assume that the interference from AP–1 has weaker received power than the

desired signal from AP–2. The receiver disregards the interference and performs

maximal ratio combing (MRC), then the received signal becomes

Ỹmrc =
hH
2

∥h2∥2
y =

√
A2 ∥h2∥2 X2 +

√
A1

hH
2 h1

∥h2∥2
X1 +

hH
2 v

∥h2∥2
. (3.1)

39
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Figure 3.1: M1 and M2 are rotated and scaled by channel gains, becoming M̃1

and M̃2 with the spacings of adjacent constellation points, ∆1 , 2
√
A1 ∥h1∥2 d1 and

2
√
A2 ∥h2∥2 d2. MRC projects interference to span(h2), deviating the transmitted

symbol from its original position. DSUD = 2
√
A2 ∥h2∥2 d2 − (I1 − 1) ∆̃1, and I1 = 4.

Referring to Fig. 3.1, from the second term of (3.1), MRC projects interference to

span(h2) such that the transmitted symbol is displaced to be closer to or further

away from the decision boundary of SUD (the green dashed line in the right part of

Fig. 3.1). If X2 = −d2 and Re
(
hH
2 h1

∥h2∥2

)
> 0, then (3.1) can be written as

Ỹmrc = −
√
A2 ∥h2∥2 d2 +

X1

2d1
∆̃1 + j

√
A1Im

(
hH
2 h1

∥h2∥2

)
X1 +

hH
2 v

∥h2∥2
, (3.2)

where ∆̃1 , 2
√
A1

∣∣∣Re(hH
2 h1

∥h2∥2

)∣∣∣ d1, and −
√
A2 ∥h2∥2 d2 + X1

2d1
∆̃1 is the position of

transmitted symbol shifted by interference. For instance, X1 = ±3d1 corresponds to

the rightmost/leftmost white point in Fig. 3.1. Then the BER is

BERSUD =
1

I1

I1−1∑
k=0

p

{
Re

(
hH
2 v

∥h2∥2

)
>

1

2
DSUD + k∆̃1

}

=
1

I1

I1−1∑
k=0

Q


√√√√(DSUD + 2k∆̃1

)2
2σ2

V

, (3.3)

where I1 = 4, and 1
2
DSUD =

√
A2 ∥h2∥2 d2 − (I1 − 1) ∆̃1

2
is the distance between the

decision boundary and the white point closest to it. The Q-function can be bounded
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by Q (x) < 1√
2π

1
x
e

−x2

2 , which is tight as x > 1.5 [28]. At high SNR, we therefore

approximate BERSUD as follows.

BERSUD ≈ 1

I1

I1−1∑
k=0

1√
2π

√√√√ 2σ2
V(

DSUD + 2k∆̃1

)2 exp

−
(
DSUD + 2k∆̃1

)2
4σ2

V


=

 1

I1

I1−1∑
k=0

√√√√ D2
SUD(

DSUD + 2k∆̃1

)2 exp
D2

SUD −
(
DSUD + 2k∆̃1

)2
4σ2

V




1√
2π

√
2σ2

V

D2
SUD

exp

(
−D2

SUD

4σ2
V

)

=
ρSUD√
2π

√
2σ2

V

D2
SUD

exp

(
−D2

SUD

4σ2
V

)

≈ ρSUDQ

(√
D2

SUD

2σ2
V

)
, (3.4)

ρSUD =
1

I1

I1−1∑
k=0

DSUD

DSUD + 2k∆̃1

exp

D2
SUD −

(
DSUD + 2k∆̃1

)2
4σ2

V

. (3.5)

From (3.4), the BER is dominated by DSUD. Hence, SUD will work poorly if DSUD is

not large enough. In other words, it is not possible to achieve acceptable BER unless

the interference is much weaker than the desired signal in received power.

In ML-MUD, the detection error occurs when the transmitted sequence x =

(X1, X2) is decoded as x̃ =
(
X̃1, X̃2

)
for X2 ̸= X̃2, as shown in Fig. 3.2, where

x = (−3d1, d2). From Fig. 3.2, it is not difficult to see that BER of ML-MUD can be

bounded as follows.

BERML <
1

I1

I1−1∑
i=0

I1−1+i∑
k=i

Q

√D2
ZF +∆2

k,qua + 4A2 |Im (r12) d2|2

2σ2
V

, (3.6)

where ∆k,qua = |Re (equa)|+ k∆1. By the same approximation of Q-function used in
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Figure 3.2: The receiver searches the ML solution from a composite constellation
M. When x is the transmitted sequence, the most likely error is decoding x as x̃,
and the distance between them is DML. DSUD = 2

√
A2 ∥h2∥2 d2 − (I1 − 1) ∆̃1 and

DZF = 2
√
A2r22d2 account for the detection performance of SUD and ZF.

(3.4), as SNR is high, we obtain a similar expression for the upper bound of BERML.

BERML < ρMLQ

(√
D2

ML

2σ2
V

)
, (3.7)

ρML =
1

I1

I1−1∑
i=0

I1−1+i∑
k=i

DML exp

(
|Re(equa)|2−∆2

k,qua

4σ2
V

)
√(

D2
ZF +∆2

k,qua + 4A2 |Im (r12) d2|2
) . (3.8)

The derivation of (3.7) implicitly assumes that
∣∣2√A2Re (r12) d2

∣∣ ≥ (I1 − 1)∆1

(see Fig. 3.2), however, for
∣∣2√A2Re (r12) d2

∣∣ < (I1 − 1)∆1, we still can have the

same expression for the upper bound of BERML with ρML being defined differently,

which does not change the fact that BERML is dominated by DML. In Fig. 3.2, the

distances DZF and DSUD are also marked, providing a clear view of the distinction

between different detection schemes. From (3.4) and (3.7), as well as the observation

of DSUD and DML in Fig. 3.2, it is easy to see the effectiveness of ML-MUD to combat

against MAI, but at the expense of higher detection complexity.
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3.2 Reduced-Computation ML-MUD

In uplink MUD, the receiver (AP or BS) has to correctly decode the signals from

all the transmitters. However, the purpose of downlink MUD is mainly to lessen

the affection of interference, the detection performance of packets from interferers

is actually not worth caring. Therefore, the exhaustive search of ML estimate over

the constellation M is not necessary anymore, suggesting a unique way to relieve

practical computation load.

The receiver may treat the interference of high-order modulation as being lower-

order modulated. In our example, the vehicle can presume thatX1 is a 2-PAM symbol

from Mr
1 = {±2d1} (as shown in Fig. 3.3(a)), to execute

(
X̂r

1 , X̂2

)
= argmin

(Xr
1 ,X2)∈Mr

1×M2

∥∥∥y−
√

A1h1X
r
1 −

√
A2h2X2

∥∥∥2
2
. (3.9)

The operation of (3.9) is call “reduced-computation ML-MUD” (R-ML-MUD), and

Mr
1 is termed “reduced-order constellation”. Accordingly, the received signal is writ-

ten as

y =
√
A2h2X2 +

√
A1h1X

r
1 +

√
A1h1 (X1 −Xr

1) + v. (3.10)

Obviously, the solution space shrinks, implying less computation for detection, but

bringing some extra interference that is the third term of (3.10) to shift the trans-

mitted sequence. For instance, in Fig. 3.3(b), X1 = −d1,−3d1 and X2 = d2, the

transmitted sequence in Mr
1 × M2 is (Xr

1 , X2) = (−2d1, d2), then (3.10) becomes

that

y =
√
A2h2d2 − 2

√
A1h1d1 ±

√
A1h1d1 + v. (3.11)

The extra interference ±
√
A1h1d1 in (3.11) displaces the transmitted sequence along

the direction ±q1 by ∆1/2, increasing the PEP for each pair of sequences inMr
1×M2.

We individually examine the effect of extra interference on the pairwise errors.

Let’s first consider the pair of sequences (−2d1, d2) and (−2d1,−d2). Please refer
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Figure 3.3: (a) The receiver treats the 4–PAM interference as being 2–PAM modu-
lated. (b) The composite constellation space gets smaller while some extra interfer-
ence is introduced to shift the transmitted sequence along ±q1. DRML and eR,qua are
defined similarly. The extra interference makes the transmitted sequence (−2d1, d2)
closer to or further away from the dashed purple/green line.
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to Fig. 3.3(c). The PEP is determined by the minimum distance between the green

point and the dashed purple line, which plays the role similar to the decision bound-

ary in SUD. The extra interference ±
√
A1h1d1 causes (−2d1, d2) to be closer to or

further away from the purple dashed boundary only by ∆̃1/2, while the deviation of

transmitted symbol towards the decision boundary in SUD can be up to 3∆̃1/2 (see

Fig. 3.1).

Next, we look into the pair of sequences, (−2d1, d2) and (2d1,−d2), in Fig. 3.3(d).

The vector from (2d1,−d2) to (−2d1, d2) is dRML = eR,quaq1+DZFq2, where eR,quaq1,

defined similarly, is the difference between 2
√
A2r12d2q1 and the output of quantiza-

tion operation by the levels stemming from Mr
1. In the worst case, the extra inter-

ference makes (−2d1, d2) closer to the green dashed boundary by ∆RML, expressed

as

∆RML =

∣∣Re (dH
RML

(√
A1h1d1

))∣∣
∥dRML∥2

=

√
A1

∣∣∣Re((eR,quaq1 +DZFq2)
H q1

)∣∣∣ r11d1√
|eR,qua|2 +D2

ZF

=

√
A1 |Re (eR,qua)| r11d1√

|eR,qua|2 +D2
ZF

. (3.12)

Then the distance between the deviated sequence and the green dashed boundary in

Fig. 3.3(d) is

DRML

2
−∆RML =

√
|eR,qua|2 +D2

ZF

2
−

√
A1 |Re (eR,qua)| r11d1√

|eR,qua|2 +D2
ZF

, (3.13)

where the definition of DRML is similar to (2.13) with X1 and M1 replaced by Xr
1

and Mr
1. The above analysis reveals that the extra interference does not affect the

R-ML-MUD as much as the interference impacts on SUD. In SUD, the interference is

totally disregarded, while in R-ML-MUD, the receiver partially ignores the interfering

signal (which in our example is
√
A1h1 (X1 −Xr

1)).
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Figure 3.4: AP–3 uses BPSK to transmit the desired signal. The average BERs of R-
ML-MUD with different detection complexity are plotted. The 64-QAM interference
from AP–1 is ignored or treated as being 16–QAM/QPSK modulated. Nrx = 3,
A3

A2
= −5 dB, and A3

A1
= 5 dB.

By the same way, we are able to shrink the constellation of two-dimensional mod-

ulation such as 16-QAM shrunk to QPSK and 64-QAM shrunk to 16-QAM or QPSK,

as listed in Table 3.1.

We conduct simulations in 3-AP case, in which AP–3 transmits the desired signal.

AP–3, AP–2, and AP–1 use BPSK, QPSK, and 64-QAM/16-QAM, respectively. At

the receiver, the interference from AP–2/AP–1 has 5 dB stronger/weaker power than

the desired signal, that is, A3

A2
= −5 dB and A3

A1
= 5 dB. According to Table 3.1, the

receiver shrinks the constellation of interference from AP–1. In Fig. 3.4, AP–1’s signal

is 64-QAM modulated. Cutting the actual computation by 75%, R-ML-MUD with

Mr
1 of 16-QAM and ML-MUD are close to each other for A3

σ2
V

< 12 dB. At average
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Table 3.1: The reduced-order constellation of 16-QAM and 64-QAM

Original Reduced-order Constellation
dn

Modulation Mr
n = {srR + jsrI}

16-QAM QPSK: srR, s
r
I ∈ {±2dn} 1√

10

64-QAM
16-QAM: srR, s

r
I ∈ {±2dn,±6dn} 1√

42
QPSK: srR, s

r
I ∈ {±4dn}

BER 10−4, the difference of A3

σ2
V
between the two detection methods is merely about

1 dB. For the computational burden further reduced by a factor of 16 (i.e. Mr
1 of

QPSK), more amount of extra interference will be introduced. R-ML-MUD is thus

much worse than ML-MUD, but it is still obviously better than LMMSE in a wide

range of SNR. It is also seen that the performance of ignoring AP–1’s signal is very

poor even though the interference is weaker than the desired signal by 5 dB at the

receiver.

For AP–1’s signal being 16-QAM modulated, the average BERs of different de-

tection schemes are reported in Fig. 3.5, where R-ML-MUD shows similar behavior.

For more simulation results with different parameter setting, please refer to [40].
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Figure 3.5: AP–3 uses BPSK to transmit the desired signal. The average BERs of R-
ML-MUD with different detection complexity are plotted. The 16-QAM interference
from AP–1 is ignored or treated as being QPSK modulated. Nrx = 3, A3

A2
= −5 dB,

and A3

A1
= 5 dB.
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3.3 Generalized LMMSE

Alternatively, the conventional projection receiver (PR) [35, 36] can be utilized to

cancel a portion of interference so as to have a smaller solution space. We rewrite

(2.1) as

y =
K∑

m=1

√
AmhmXm +

N∑
n=K+1

√
AnhnXn + v, (3.14)

where
√
AmhmXm’s for m = 1, . . . , K are the interfering signals to be cancelled. The

conventional PR projects y to span(h1, . . . ,hK)
⊥, and then implements MUD, that

is, to execute the following.(
X̂K+1, . . . , X̂N

)
= argmin

(XK+1,...,XN )∈
N∏

n=K+1
Mn

∥∥∥∥∥P
(
y−

N∑
n=K+1

√
AnhnXn

)∥∥∥∥∥
2

2

, (3.15)

where

P = INrx −HI

(
HH

I HI

)−1
HH

I , (3.16)

HI =
[√

A1h1 · · ·
√

AKhK

]
. (3.17)

The main drawback of conventional PR is that the desired signal’s power will

greatly lost when multiple interfering APs’ signals are cancelled. For the signal taken

into the operation of (3.15), the lost power due to projection is Anh
H
n (INrx −P)hn,

being irrelevant to Am form = 1, . . . , K. In other words, the amount of reduced signal

power after this projection method is identical for different values of Am’s. This is,

executing (3.15) may cost a large portion of power in the desired signal even though

the interfering signals to be removed are much weaker. From this observation, it seems

that the traditional PR is not a reasonable approach to cancel weak interference.

Let us temporarily consider a simple scenario where there are only APs–1∼K and

AP–n in the virtual cell. The received signal is expressed as

yK,n =
√

AnhnXn + ṽ for n = K + 1, . . . , N, (3.18)

ṽ =
K∑

m=1

√
AmhmXm + v. (3.19)
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Applying ZF on (3.18), the output SNR of the nth signal is

SNRZF,(K,n) =
Anh

H
n Phn

σ2
V

, (3.20)

which is also the resultant SNR of the nth signal after taking projection P on (3.18),

denoted by SNRP,(K,n) Thus, we write

SNRP,(K,n) = SNRZF,(K,n), (3.21)

and think of ZF as a special case of the conventional projection to cancel all interfering

signals
√
AmhmXm’s for m = 1, . . . , K. On the other hand, we can also view LMMSE

as a special case of some other projection. When LMMSE is applied to (3.18), the

weighting vector wn for
√
AnhnXn is

wn =
√

AnC
−1
ṽ hn, (3.22)

Cṽ = HIH
H
I + σ2

V INrx . (3.23)

After LMMSE, AP–n’s signal has SINR

SINRLMMSE,(K,n) =
Anw

H
n hnh

H
n wn

wH
n Cṽwn

. (3.24)

Define a new projection matrix G , wn

(
wH

n wn

)−1
wH

n . Suppressing
√
AmhmXm’s

by G leads to

GyK,n =
wH

n yK,n

∥wn∥22
wn. (3.25)

Then the SINR of the nth signal, denoted by SINRG,(K,n), is

SINRG,(K,n) =
E
[∥∥√AnGhnXn

∥∥2
2

]
E
[
∥Gṽ∥22

] = SINRLMMSE,(K,n). (3.26)

From (3.21) and (3.26), the resultant SNR difference between the projections P and

G is equal to the output SNR gap between ZF and LMMSE, which is larger for higher

values of An

Am
’s, as indicated in Section 2.3 (refer to (2.32)). G projects the received

signal towards span(wn), where there is some residue of interference from APs–1∼K,
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but the amount of energy will be retained in AP–n’s signal more. In addition, from

(3.22) and (3.23), the new projection method adjusts span(wn) according to the values

of A1, A2, . . . , AK to yield better SINR than the conventional projection P does.

Now we go back to (3.14), the situation of interest. In order to suppress
K∑

m=1

√
AmhmXm

while retaining more energy in APs–(K + 1) ∼ N ’s signals, we define

G , W
(
WHW

)−1
WH , (3.27)

W = [wK+1wK+2 · · ·wN ] , (3.28)

where wn has already been given in (3.22). With G, the receiver searches solution

via

(
X̂K+1, . . . , X̂N

)
= argmin

(XK+1,...,XN )∈
N∏

n=K+1
Mn

∥∥∥∥∥G
(
y−

N∑
n=K+1

√
AnhnXn

)∥∥∥∥∥
2

2

. (3.29)

From now on, the multiplication of G is termed “GLMMSE” to stand for the general-

ization of LMMSE, and the conventional PR is called “PR” for brevity. Let d̃ be any

unit vector in span(wK+1wK+2 · · ·wN), then d̃ can be expressed as d̃ =
∑N

n=K+1 tnwn

with
∥∥∥d̃∥∥∥

2
= 1. After GLMMSE, the interference from APs–1∼K plus noise in the

direction of any d̃ has power

E

{∣∣∣d̃H
Gṽ
∣∣∣2} = E

{
d̃
H
ṽ ṽHd

}
=

(
N∑

n=K+1

tnwn

)H

Cṽ

(
N∑

ℓ=K+1

tℓwℓ

)

=
N∑

n=K+1

N∑
ℓ=K+1

t∗ntℓw
H
n Cṽwℓ. (3.30)

Besides,

∣∣wH
n Cṽwl

∣∣2 ≤ ∥∥∥C 1
2
ṽ
wn

∥∥∥2
2

∥∥∥C 1
2
ṽ
wl

∥∥∥2
2
=
(
wH

n Cṽwn

) (
wH

l Cṽwl

)
, (3.31)

where the inequality follows from Cauchy-Schwarz inequality. In (3.18), LMMSE

selects the weighting vector wn to maximum the SINR of AP–n’s signal [28, 33].

When SINRLMMSE,(K,n) is sufficiently high, wH
n Cṽwn will be very small compared
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Figure 3.6: The average BERs are plotted for PR and GLMMSE. The desired signal
from AP–5 is QPSK-modulated while APs–1∼4 use BPSK. Nrx = 6, and A5

A4
= A5

A3
=

A5

A2
= A5

A1
= 0 dB.

to Anw
H
n hnh

H
n wn. Therefore, from (3.31), E

{∣∣∣d̃H
Gṽ
∣∣∣2} can be small compared to

AP–n’s signal power Anh
H
n Ghn.

Now we investigate the behavior of GLMMSE via simulations of 5-AP case. The

desired signal from AP–5 is QPSK modulated while APs–1∼4 adopt BPSK. We

observe the performance of PR and GLMMSE that suppress different numbers of

APs’ signals under different values of SIRs, A5

A1
, . . . , A5

A4
. The average BERs with

A5

An
= 0 dB for n = 1 ∼ 4 are plotted in Fig. 3.6, where GLMMSE is close to PR if

only the interference from AP–1 or APs–1∼2 is suppressed. For the interference from

APs–1∼3 or APs–1∼4 being suppressed, GLMMSE is clearly better than PR. If the

interfering signals are weaker than the desired signal at the receiver, the performance
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Figure 3.7: The average BERs are plotted for PR and GLMMSE. The desired signal
from AP–5 is QPSK-modulated while APs–1∼4 use BPSK. Nrx = 6, and A5

A4
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=
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gap will be more noticeable, and gets wider when suppressing more interfering APs’

signals, as shown in Fig. 3.7, where A5

An
= 5 dB for n = 1 ∼ 4.

In the same 5-AP case with A5

A4
= 0 dB and A5

A3
= A5

A2
= A5

A1
= 0, 3, 6 dB, we report

the results in Fig. 3.8, where the receiver cancels the interference from APs–1∼3.

It can be seen that the weaker the cancelled interference is, the better GLMMSE

behaves. However, the performance of PR remains unchanged. This exhibits that

the advantage of GLMMSE over PR is similar to the advantage of LMMSE over ZF.
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Figure 3.8: The average BERs are plotted for PR and GLMMSE. The desired signal
from AP–5 is QPSK-modulated while APs–1∼4 use BPSK. Nrx = 6, and A5
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and A5

A3
= A5

A2
= A5

A1
= 0, 3, 6 dB.
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3.4 Case Study by Simulations

Further simulations are conducted to compare different schemes, including ML-MUD,

R-ML-MUD, GLMMSE, PR, LMMSE, and LMMSE-SIC, in which the symbols from

interfering APs are detected and subtracted from the received signal successively in

the order of decreasing received power. In 3∼5-AP cases, we examine the receiving

performance of QPSK signals, corresponding to the ultra-low latency transmissions

of desired data.
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LMMSE
LMMSE−SIC (cancel interference from AP−2 first)
PR (cancel strong interference from AP−2)
GLMMSE (supress strong interference from AP−2)
PR (cancel weak interference from AP−1)
GLMMSE (supress weak interference from AP−1)
R−ML−MUD (AP−1: 16−QAM => QPSK)
ML−MUD

Figure 3.9: The average BERs are plotted for different detection schemes. The desired
signal from AP–3 is QPSK modulated while both AP–1 and AP–2 use 16-QAM.
Nrx = 3, A3

A2
= −5 dB, and A3

A1
= 5 dB.

First of all, in 3-AP case, where AP–3 transmits the desired data that is interfered

by 16-QAM signals from AP–1 and AP–2. Other parameters are set as Nrx = 3,

A3

A2
= −5 dB, and A3

A1
= 5 dB. As shown in Fig. 3.9, applying R-ML-MUD to AP–1’s
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Nrx=4, A4/A3=−3 dB, A4/A2=3 dB, A4/A1=6 dB

 AP−4:QPSK, AP−3:BPSK, AP−2:64−QAM, AP−1: 64−QAM 

LMMSE
LMMSE−SIC (cancel interference from AP−3 first)
PR (cancel interference from APs−1~2)
GLMMSE (cancel interference from APs−1~2)
R−ML−MUD (AP−1: 64−QAM => QPSK,
                  AP−2: 64−QAM => 16−QAM)
R−ML−MUD (AP−1: 64−QAM => QPSK)
R−ML−MUD (APs−1~2: 64−QAM => 16−QAM)

Figure 3.10: The average BERs is plotted for different detection schemes. The desired
signal from AP–4 is QPSK modulated while both AP–1/2 and AP–3 use 64-QAM
and BPSK, respectively. Nrx = 4, A4

A3
= −3 dB, A4

A2
= 3 dB, and A4

A1
= 6 dB.

signal does not lead to satisfactory performance because this 16-QAM interference is

not weak enough and treating it as QPSK signal brings too much extra interference.

If the weak interfering signal is suppressed by GLMMSE or PR, the performance is

much better. From the green curves in Fig 3.9, we can see the SNR gain of GLMMSE

over PR, however, there is almost no difference between these two methods when the

strong interference from AP–2 is suppressed (see the blue curves). As indicated in

Section 2.2, for identical modulation, stronger interference is generally less harmful

to ML-MUD, hence it is better to suppress weak interference from AP–1 rather than

strong interference from AP–2, as observed from the blue and green curves in Fig 3.9.

Next, we investigate 4-AP case, where the desired signal is from AP–4. The signals

from AP–1 and AP–2 are 64-QAM modulated, and weaker than the desired signal
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R−ML−MUD (AP−1: 64−QAM => QPSK)
R−ML−MUD (APs−1~2: 64−QAM => 16−QAM)

Figure 3.11: The average BERs are plotted for different detection schemes. The
desired signal from AP–4 is QPSK modulated while both AP–1/2 and AP–3 use 64-
QAM and BPSK, respectively. Nrx = 4, A4

A3
= 3 dB, A4

A2
= −3 dB, and A4

A1
= 6 dB.

respectively by 6 dB and 3 dB at the receiver side, i.e. A4

A1
= 6 dB and A4

A2
= 3 dB. The

BPSK signal from AP–3 is stronger than the desired signal by 3 dB, that is, A4

A3
= −3

dB. From Fig. 3.10, we note that LMMSE-SIC is better than our proposed methods.

Nevertheless, as shown in Fig. 3.11, when the 64-QAM/BPSK interference from AP–

2/AP–3 is stronger/weaker than the desired signal by 3 dB (A4

A2
= −3 dB and A4

A3
= 3

dB), LMMSE-SIC is not well-behaved and even worse than LMMSE. From Fig. 3.10

and Fig. 3.11, it is clear that LMMSE-SIC is sensitive to the modulation of stronger

interference if the detection order is determined only based on the received power or

SINRs, as the general LMMSE-SIC implementation.

Finally, we design a 5-AP scenario with only 4 receiving antennas, and the desired
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Figure 3.12: The average BERs are plotted for different detection schemes. The
desired signal from AP–5 is QPSK modulated while both APs–1∼2 and APs–3∼4
adopt BPSK and 64-QAM, respectively. Nrx = 4, A5
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signal is from AP–5. APs–1∼2 and APs–3∼4 adopt 64-QAM and BPSK, respectively.

SIRs are set as A5

A4
= A5

A3
= 0 dB, A5

A2
= 6 dB, and A5

A1
= 8 dB. In Fig. 3.12, we report

the average BERs of R-ML-MUD with different reduced-order constellations, which

are all better than LMMSE-SIC. It also reveals that ignoring the interference from

APs–1∼2 or applying LMMSE is poor. The average BERs of GLMMSE and PR that

suppress the interference from APs-1∼2 are plotted in Fig. 3.13. Since the receiver

has only has 4 antennas, G is constructed from W=
[
w4 w5

]
to project the signal

towards a subspace of dimension 2, and the advantage of GLMMSE over PR is seen

again. We also show the results of the integration of GLMMSE/PR with R-ML-MUD
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that cancels AP–2’s signal and shrinks M1 to Mr
1 of 16-QAM, and the performance

can be closer to R-ML-MUD with the solution space shrunk merely by a factor of 16

(the blue curve in Fig. 3.13).
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Figure 3.13: The average BERs are plotted for different detection schemes. The
desired signal from AP–5 is QPSK modulated while both APs–1∼2 and APs–3∼4
adopt BPSK and 64-QAM, respectively. Nrx = 4, A5
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3.5 Summary

Leveraging the feature of downlink transmissions, R-ML-MUD is proposed to reduced

the complexity of MUD by partially ignoring interference. The saving in computation

depends on the extent to which the interference is ignored. For instance, if a 64-QAM

interfering signal is treated as being 16-QAM or QPSK, the computation burden is
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decreased by a factor of 4 or 16, in other words, the actual computation is cut down

by 75% or 93.75% for each desired data symbol to be estimated.

Another proposed method is GLMMSE to partially suppress interference, which

has obvious SNR gain over PR. The computation saving in MUD operation is easily

derived from the number and modulation orders of suppressed interfering signals. The

question “Which interfering signals to cancel?” is equivalent to “Which interfering

signals to jointly detect with the desired signal?”. From Chapter 2, we know that it

is generally better to cancel weak interference and include strong interference in the

execution of MUD.

The proposed methods and their combination provide flexible trade-off between

complexity and performance, and are shown to yield satisfactory performance even

when LMMSE and LMMSE-SIC can not function well. To end this chapter, we

suggest several extended works in the following.

1) Extension from R-ML-MUD

Similar to the concept of interference-ignorant SUD or power-domain non-orthogonal

multiple access (NOMA) [72], R-ML-MUD exploits the significant differences in re-

ceived signal powers. To some extent, we may say that R-ML-MUD partially ignore

the weak interference. Compared to SUD or power-domain NOMA, R-ML-MUD has

higher detection complexity, but the strict received power ratio constraint can be

relaxed. The detailed analysis of applying R-ML-MUD to 5G NOMA scenario will

be interesting.

As a well-known complexity reduction method, sphere decoding [65, 66] searches

ML solution from a subset of a large composite constellation space. Differently, R-ML-

MUD shrinks the large solution space to a smaller one. Combing the two methods,

the receiver can reduce the modulation order of interference first, then apply sphere

decoding. That is, the integration of R-ML-MUD and sphere decoding searches the

solution from a subset of a smaller solution space to save more detection computation
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in downlink, which serves a future research.

2) Extension from GLMMSE

R-ML-MUD will not be applicable if the desired signal is weaker than interference,

and the performance of GLMMSE to cancel strong interference may not be good

enough. In this situation, we can generalize the concept of LMMSE-SIC. That is,

the receiver first decodes several stronger interfering signals via GLMMSE detection,

subtract their estimates from the received signal, then decode the desired signal by

ML-MUD. We name this scheme GLMMSE-SIC, and further investigation is required

to demonstrate its effectiveness.
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Chapter 4

Two-Stage Inter-Carrier
Interference Suppression

Our work in Chapter 2 and Chapter 3 is implicitly based on the assumption of perfect

synchronization . In this chapter, we take time and frequency asynchronous issues into

consideration. The signals from different APs experience different propagation delays

to reach the receiver on the vehicle. The time differences of arrival (TDOA) may cause

ISI and ICI [45]. By the commonly applied stochastic geometry modelling [46], we

first show that the probability that TDOA-induced ISI/ICI occurs can be very small,

and our probabilistic analysis also helps with the future system parameter design.

Indeed, the CFO creates serious concerns. Different APs have different oscillators,

leading to multiple CFOs that can not be compensated simultaneously at the vehicle,

bringing serious ICI.

In downlink, it is not reasonable and difficult to infer channel conditions of sub-

carriers not allocated for the receiver. Hence it is not feasible to suppress ICI by

conventional LMMSE or whitening technique that needs knowing ICI covariance.

The methods to address ICI terms originating inside and outside the allocated radio

slices should be different. We therefore propose a two-stage ICI suppression scheme

to separately deal with them.

In this chapter, we develop a method to resolve ICI challenge in a more practical

way. Without the need to estimate the covariance of far ICI, we construct a pseudo

63
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covariance matrix using CFOs estimate to replace the true ICI covariance matrix.

The proposed operation is called Pseudo-ICI-W (P-ICI-W) [67] and followed by the

joint detection of desired signal and several dominant ICI terms. Via simulations, we

show that P-ICI-W can approach the ideal whitening technique in terms of SINR and

BER. After P-ICI-W, the remaining dominant ICI terms from multiple associated APs

can collectively make the joint detection very computationally demanding. Sphere

decoding is capable of reducing detection complexity substantially, but the complexity

of sphere decoding still grows exponentially with the number of jointly detected data

symbols [73], thus further suppressing some of remaining ICI terms is desirable, and

can be implemented by GLMMSE [38] or PR [35, 36]. Overall, the proposed signal

processing has two stages: (i) P-ICI-W to tackle far/residual ICI (ii) GLMMSE or

PR to partially suppress the dominant ICI terms that remain after pseudo-whitening.

Finally, we demonstrate the application of proposed scheme to the scenario that

APs adopt space-time block codes (STBCs) to strengthen the reliability of uRLLC

services. In addition to Alamouti coding [68], Complex Interleaved Orthogonal De-

sign (CIOD) [69] suitable for asynchronous transmissions is taken into the two-stage

processing and evaluated via simulations to complete downlink uRLLC design.

4.1 Asynchronous Modelling

Unlike the conventional cellular system where the arrival times of uplink signals can be

made approximately aligned at the base station (BS) by adjusting transmit timing

of each user equipment (UE). But in our downlink scenario, it seems not possible

to implement a transmission-timing control across different APs that serve multiple

virtual cells because the amount of transmission-timing offset for one vehicle may not

applicable to another. Likewise, it is very challenging to pre-compensate CFOs from

APs.

In Subsection 4.1.1, we derive the probability of TDOA-related ISI/ICI, which
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can be little in small cell deployment. So we focus on CFO-induced ICI in this

dissertation. Subsection 4.1.2 reviews the signal model with CFOs, based on which

our technique is developed.

4.1.1 Probabilistic Analysis of TDOA-Induced ISI

The distances between APs and the vehicle are different, thus the signals from serving

APs of virtual cell arrive with various propagation delays. If the TDOA together with

the lengths of channel impulse responses (CIRs) exceed the cyclic prefix (CP) length,

ISI and ICI will occur [45]. The probability of this event depends on the dimension

of virtual cell (i.e. the number of APs serving in a virtual cell), AP density, and the

CP length. Next we derive this probability based on the widely adopted stochastic

geometry model [46].

Taking the snapshot at any time instant, assume that the vehicle’s position is

the origin of R2, and APs are distributed as a two-dimensional homogeneous Poisson

point process (PPP) with density λap. Suppose that the vehicle is served by the N

nearest APs whose distances to the vehicle are U1, . . . , UN . Let U(1) = min1≤n≤N Un

and U(N) = max1≤n≤N Un. ISI and ICI will happen if

U(N) − U(1) > ∆d, (4.1)

where ∆d = c (tcp − tch), c is the light speed, tcp and tch are the lengths of CP and

CIR. The probability density function (PDF) of U(N) is

fU(N)

(
u(N)

)
=

2

Γ (N)
(λapπ)

N u2N−1
(N) e−λapπu2

(N) . (4.2)

Let U be the distance between the vehicle and any AP, which is closer to the

vehicle than the furthest serving AP. The cumulative distribution function (CDF) of

U and PDF of U(1) conditioned on U(N) = u(N) are given as follows.
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FU|U(N)

(
u
∣∣u(N)

)
=

u2

u2
(N)

,

fU(1)|U(N)

(
u(1)

∣∣u(N)

)
=

d

du(1)

1−(1− u2
(1)

u2
(N)

)N−1
 = (N − 1)

2u(1)

u2
(N)

(
1−

u2
(1)

u2
(N)

)N−2

.

(4.3)

From (4.2) and (4.3), the joint PDF of U(1) and U(N) is

fU(1)U(N)

(
u(1), u(N)

)
= fU(1)|U(N)

(
u(1)

∣∣u(N)

)
fU(N)

(
u(N)

)
=

4 (λapπ)
N

Γ (N − 1)
u(1)u(N)

(
u2
(N) − u2

(1)

)N−2
e−λapπu2

(N) . (4.4)

The probability of U(N) − U(1) > ∆d can be derived as

p
{
U(N) − U(1) > ∆d

}
=

∫ ∞

∆d

∫ u(N)−∆d

0

fU(1)U(N)

(
u(1), u(N)

)
du(1)du(N)

=
4 (λapπ)

N

Γ (N − 1)

∫ ∞

∆d

u(N)e
−λapπu2

(N)

∫ u(N)−∆d

0

u(1)

(
u2
(N) − u2

(1)

)N−2
du(1)du(N)

=
4 (λapπ)

N

Γ (N − 1)

∫ ∞

∆d

u(N)e
−λapπu2

(N)

∫ u(N)−∆d

0

u(1)

[
N−2∑
k=0

(
N − 2

k

)
(−1)ku2k

(1)u
2N−4−2k
(N)

]
du(1)du(N)

=
4 (λapπ)

N

Γ (N − 1)

N−2∑
k=0

(
N−2
k

)
(−1)k

2k + 2

∫ ∞

∆d

u2N−3−2k
(N)

(
u(N) −∆d

)2k+2
e−λapπu2

(N)du(N)

=
2(λapπ)

N(∆d)2

Γ (N − 1)

N−2∑
k=0

2k+2∑
j=0

(
N−2
k

)(
2k+2
j

)
(−1)k−j(∆d)2k−j

k + 1

∫ ∞

∆d

u2N−3−2k+j
(N) e−λapπu2

(N)du(N).

(4.5)

Using the change of variable by z = λapπu
2
(N), the integral of (4.5) becomes

1

2
(λapπ)

k−N+1− j
2

∫ ∞

λapπ(∆d)2
zN−k−2+ j

2 e−zdz

=
1

2
(λapπ)

−N Bk,j

∫ ∞

λapπ(∆d)2

z(N−k−1+ j
2)−1e−z

Γ
(
N − k − 1 + j

2

)dz, (4.6)

where

Bk,j = (λapπ)
k+1− j

2 Γ

(
N − k − 1 +

j

2

)
. (4.7)
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Figure 4.1: (Left) tcp = 0.59µs. (Right) tcp = 1.19µs. The probability of U(N)−U(1) >

∆d is plotted for different N and λap. We set that tch = tcp
2
.

The integrand in (4.6) is the PDF of Gamma random variable, thus the integration re-

sults in F̄
(
λapπ (∆d)2 ; 2N−2k−2+j

2
, 1
)
, where F̄

(
·; 2N−2k−2+j

2
, 1
)
is the complementary

CDF (CCDF) of Gamma
(
2N−2k−2+j

2
, 1
)
. From (4.5) and (4.6),

p
{
U(N) − U(1) > ∆d

}
=

(∆d)2

Γ (N − 1)

N−2∑
k=0

2k+2∑
j=0

(
N−2
k

)(
2k+2
j

)
(−1)k−j (∆d)2k−j

k + 1

Bk,jF̄

(
λapπ (∆d)2 ;

2N − 2k − 2 + j

2
, 1

)
. (4.8)

We validate the above analysis through simulations, where we set tcp = 0.59, 1.19

µs [44], tch = tcp
2
, and λap = 5 × 10−5 ∼ 10−4 (1/m2). The simulation results as well

as the numerical values obtained from (4.8) are plotted in Fig. 4.1, which shows that

the probability of (4.1) decreases as either or both of λap and tcp increase. ISI and ICI

due to time aynchronization rarely occurs in small cell deployment (dense deployment

of APs) if the CP length and the dimension of virtual cell are carefully selected.
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4.1.2 Signal Model for Multi-CFO Issue

For better readability, we recap the OFDM signal model considering CFO, according

to which, our proposed scheme is constructed.

Suppose that the vehicle associates with N ≥ 2 APs forming a virtual cell. Via

multi-path cooperative transmissions, the AN sends the packets to the vehicle through

the N APs, which may allocate radio resources imperfectly to incur MAI. In the worst

case, the vehicle receives data from different APs and different RRUs like the situation

shown in Fig. 1.5. Assume that each AP is equipped with a single antenna, and the

vehicle is equipped with Nrx antennas for N ≥ Nrx. Let Xz
n,k expresses the data

symbol that AP–n transmits on the zth OFDM symbol’s kth subcarrier. The data

symbols are independent across different indices n, z, k, and E
[∣∣Xz

n,k

∣∣2] = 1. The

FFT size and CP length are respectively Nfft and Ncp. The normalized CFO (w.r.t

the subcarrier spacing) between AP–n and the vehicle is εn. Since ICI is caused by

the fractional part of CFO, we simply assume that |εn| ≤ 0.5.

In uRLLC, the latency requirement is typically shorter than the channel coherence

time [22,44], the CIR between AP–n and vehicle’s mth antenna, hm
n,τ , is considered to

be time-invariant over several OFDM symbol durations. Taking the discrete Fourier

transform (DFT) of hm
n,τ yields H̄m

n,k =
∑Nch−1

τ=0 hm
n,τe

−j2πkτ
Nfft , where Nch is the channel

length and Nch < Ncp. Moreover, hm
n,τ is a zero-mean complex Gaussian random

variable with variance σ2
τ , i.e., h

m
n,τ ∼ CN (0, σ2

τ ), and
∑Nch−1

τ=0 σ2
τ = 1 (The sum of

variances is normalized to be one). It is also assumed that

σ2
τ =

1− e
−1
σh

1− e
−Nch
σh

e
−τ
σh for τ = 0, 1, . . . , Nch − 1, (4.9)

σh = −Nch − 1

ln (0.01)
. (4.10)
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The signals from different APs reach the vehicle with various delays, and ∆tn

denotes the discrete timing offset for AP–n’s signal relative to the first-arriving signal

(from some AP). When ∆tn > Ncp − Nch, inter-symbol interference (ISI) occurs.

In small cell deployment, the probability that ∆tn > Ncp − Nch can be small with

carefully selected CP length and APs’ number in the virtual cell [38], so we focus on

ISI-free situation.

At the m receiving antenna, the frequency-domain signal of zth OFDM symbol is

expressed as [50–52]

ym
z,F =

N∑
n=1

Nfft−1∑
k=0

√
Ane

j((z−1)ϕn+ρn−γn,k)H̄m
n,kX

z
n,kck (εn) + vm

z,F, (4.11)

where An is AP–n’s mean signal power received at the vehicle, which is the composite

of transmission power, path loss, and shadowing effect; ϕn = 2π (Nfft+Ncp)

Nfft
εn, ρn =

2πNcp

Nfft
εn, and γn,k = 2π k∆tn

Nfft
account for the phase rotations induced by CFO and

timing offset; vm
z,F =

[
V m
z,0 · · ·V m

z,Nfft−1

]T
is the frequency-domain white noise with

V m
z,k ∼ CN (0, σ2

V ).

Besides, ck(εn), known as signature waveform, is the kth column of CFO matrix

C(εn) = FD(εn)F
H , that is, ck(εn) = C(εn) ek, where F is the Nfft × Nfft unitary

DFT matrix, D(εn) = diag
(
1, e

j 2π
Nfft

εn , . . . , e
j 2π
Nfft

(Nfft−1)εn
)
, and ek is a Nfft × 1 zero

vector with kth entry replaced by one. In this chapter, the row/column/entry indices

of matrices/vectors begin with zero.
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The inner product between ck1(εn1) and ck2(εn2) is

cHk1(εn1) ck2(εn2) = eHk1FD
H(εn1)F

HFD(εn2)F
Hek2 = eHk1FD(εn2 − εn1)F

Hek2

= [C(εn2 − εn1)]k1k2 =

Nfft−1∑
s=0

(F)k1s [D(εn2)− εn1 ]sk2

=

Nfft−1∑
s=0

(F)k1s

Nfft−1∑
ℓ=0

[C(εn2 − εn1)]sℓ
(
FH
)
ℓk2

=
1

Nfft

Nfft−1∑
s=0

e
−j

2πk1s
Nfft e

j
2π(εn2−εn1 )s

Nfft e
j
2πk2s
Nfft

=
1

Nfft

Nfft−1∑
s=0

e
j
2π(k2−k1+εn2−εn1 )s

Nfft =
1

Nfft

1− ej2π(k2−k1+εn2−εn1)

1− e
j
2π(k2−k1+εn2−εn1 )

Nfft

=
1

Nfft

e
jπ(Nfft−1)(k2−k1+εn2−εn1 )

Nfft
e−jπ(k2−k1+εn2−εn1) − ejπ(k2−k1+εn2−εn1)

e
j
−π(k2−k1+εn2−εn1 )

Nfft − e
j
π(k2−k1+εn2−εn1 )

Nfft

= (−1)k2−k1 e
jπ(Nfft−1)(k2−k1+εn2−εn1 )

Nfft
sin (π (εn2 − εn1))

Nfft sin

(
π(k2−k1+εn2−εn1)

Nfft

) ,

(4.12)

which is also the (k1, k2)th entry of C(εn2 − εn1) and leads to the following properties

that are helpful in our research.

Property 1. For any k and n,

∥ck(εn)∥22 = eHk FD
H(εn)F

HFD(εn)F
Hek = 1. (4.13)

This property means that CFO does not decrease the received signal power, but

spreads the power over frequency domain.

Property 2. For k1 ̸= k2, c
H
k1
(εn) ck2(εn) = 0, which implies the signature waveforms

from the same AP are mutually orthogonal. That is to say, CFO does not destroy

the orthogonality among the subcarriers of the same AP if we observe the receiver’s

overall FFT outputs.
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Property 3. For 0 < |εn2 − εn1 | < 0.5,

∣∣cHk1(εn1) ck2(εn2)
∣∣ =

∣∣∣∣∣∣∣∣
sin (π (εn2 − εn1))

Nfft sin

(
π(k2−k1+εn2−εn1)

Nfft

)
∣∣∣∣∣∣∣∣ , (4.14)

which decreases as ∆k increases. Here ∆k = min{⟨± (k2 − k1)⟩Nfft
} and ⟨·⟩Nfft

repre-

sents the modulo-Nfft operation.

In general, not all of the subcarriers are utilized. Denoting the set of indices of

used subcarriers by B and absorbing the phase rotation ρn − γn,k into H̄m
n,k, (4.11) is

simplified as

ym
z,F =

N∑
n=1

∑
k∈B

√
AnH

m
n,kck(εn) e

j(z−1)ϕnXz
n,k + vm

z,F, (4.15)

with Hm
n,k = ej(ρn−γn,k)H̄m

n,k. It is straightforward to generalize the model (4.15) to

the case, where APs have multiple antennas. This generalization will be given in

Section 4.4, considering STBCs.

4.2 First-Stage Processing

Without loss of generality, we study the detection of Xz
r,q that is the desired data sym-

bol conveyed on the zth OFDM symbol’s qth subcarrier of AP–r. Like the situation

in Fig. 1.5, the desired data symbol is coupled with CCI and ICI. Let

qn =

{
q if n = r,
q − sgn(εn − εr)1(|εn − εr|>0.5) if n ̸= r.

(4.16)

ε̃n =

{
εn − εr if |εn − εr| ≤ 0.5,
εn − εr − sgn(εn − εr) if |εn − εr| > 0.5,

(4.17)

where sgn(·) and 1(·) are sign function and indicator function. The interference from

qnth subcarrier of AP–n with n ̸= r is the term closest to AP–r’s qth subcarrier

in frequency domain, and called CCI for Xz
r,q. The normalized frequency difference

(w.r.t the subcarrier spacing) between the subcarriers of desired data and CCI is ε̃n.

The interference from any AP’s kth subcarrier with k ̸= qn is defined as ICI.
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4.2.1 Pseudo Whitening

Let β be an integer satisfying 0 ≤ β ≤ ⌊Nfft−1
2

⌋ and Ωn,q = {⟨qn − β⟩Nfft
, . . . , ⟨qn +

β⟩Nfft
}. For n ̸= r, AP–n’s subcarriers with indices from Ωn,q are 2β + 1 ICI/CCI

terms closest to AP–r’s qth subcarrier. To combat against CCI and ICI, the data

symbols Xz
n,k’s for k ∈ Ωn,q are jointly decoded. The ICI terms that originate from

the subcarriers with indices belonging to B \Ωn,q and Ωn,q\qn are respectively named

as far ICI and dominant ICI terms. The far ICI plus noise is

vm
z,−q =

N∑
n=1

∑
k∈B\Ωn,q

√
AnH

m
n,kck(εn) e

j(z−1)ϕnXz
n,k + vm

z,F. (4.18)

The subscript “−q” of vm
z,−q means that the term is defined from the angle of AP–r’s

qth subcarrier. For better performance, vm
z,−q is first whitened [64] via pre-multiplying

ym
z,F by

(
Φm

−q

)−1
2 , where Φm

−q=E
[
vm
z,−q

(
vm
z,−q

)H]
is the covariance matrix of far ICI plus

noise, and expressed as

Φm
−q =

N∑
n=1

∑
k∈B\Ωn,q

An

∣∣Hm
n,k

∣∣2 ck(εn) cHk (εn) + σ2
V INfft

= C−qD
m
−qC

H
−q + σ2

V INfft
. (4.19)

For n ∈ {1, . . . , N} and k ∈ B \Ωn,q, ck(εn)’s constitute the columns of C−q, and Dm
−q

is a diagonal matrix with the diagonal entries An

∣∣Hm
n,k

∣∣2’s at the locations correspond-
ing to the columns of C−q. The pre-multiplication of

(
Φm

−q

)−1
2 is called ICI-Whitening

(ICI-W). After ICI-W, the qth subcarrier of AP-r has the whitened signature wave-

form c̃q(εr) =
(
Φm

−q

)−1
2 cq(εr), and the component of

(
Φm

−q

)−1
2 vm

−q (whitened far ICI

plus noise) in the direction of c̃q(εr) is c̃Hq (εr)
(
Φm

−q

)−1
2 vm

−q/∥c̃q(εr) ∥2, where ∥ · ∥2

stands for the ℓ2-norm. The post-whitening SINR is

SINRW,r,q =
Ar

∣∣Hm
r,q

∣∣2∥c̃q(εr) ∥22
E

[∣∣∣ c̃Hq (εr)

∥c̃q(εr)∥2

(
Φm

−q

)−1
2 vm

−q

∣∣∣2] =
Ar

∣∣Hm
r,q

∣∣2∥c̃q(εr) ∥42
c̃Hq (εr)

(
Φm

−q

)−1
2 Φm

−q

(
Φm

−q

)−1
2 c̃q(εr)

=
Ar

∣∣Hm
r,q

∣∣2 (cHq (εr) (Φm
−q

)−1
cq(εr)

)2
cHq (εr)

(
Φm

−q

)−1
Φm

−q

(
Φm

−q

)−1
cq(εr)

=
Ar

∣∣Hm
r,qw

H
r,qcq(εr)

∣∣2
wH

r,qΦ
m
−qwr,q

, (4.20)



doi:10.6342/NTU201902343

CHAPTER 4. TWO-STAGE INTER-CARRIER INTERFERENCE SUPPRESSION73

where

wr,q =
(
Φm

−q

)−1
cq(εr) =

(
C−qD

m
−qC

H
−q + σ2

V INfft

)−1
cq(εr) (4.21)

ICI-W requires estimating Φm
−q, which depends on Hm

n,k’s for k ∈ B\Ωn,q. Recall from

Subsection 1.4.3 that the channel estimation on all subcarriers may not be available in

our uRLLC downlink scenario, but by (4.19), the structure of Φm
−q can still be known

from the estimate of CFOs. From the numerical analysis using (4.12),
∣∣cHk (εn) cq(εr)∣∣

is less than 0.15 for k ∈ B\Ωn,q with min{⟨± (k − q)⟩Nfft
} > 2. That is, most of far ICI

terms are nearly orthogonal to cq(εr), yielding a conjecture that the post-processing

SINR will not be significantly degraded even if the whitening operation is modified

by replacing An

∣∣Hm
n,k

∣∣2’s in (4.19) with positive real numbers Gn’s, whose values are

chosen based on some more easily obtainable information and discussed later.

Construct a pseudo ICI-plus-noise covariance matrix as

Ψ−q = C−qD̄−qC
H
−q + σ2

V INfft
, (4.22)

where D̄−q is the matrix obtained from Dm
−q with the diagonal entries An

∣∣Hm
n,k

∣∣2’s
replaced by Gn’s. We propose Pseudo-ICI-W (P-ICI-W) to pre-multiplying ym

z,F by

(Ψ−q)
−1
2 . Let c̄k(εn) = (Ψ−q)

−1
2 ck(εn) denote the pseudo-whitened signature wave-

form. Next we analyze the difference between ICI-W and P-ICI-W in terms of post-

processing SINR to observe how closely P-ICI-W can approach ICI-W. Likewise, we

have

SINRPW,r,q =
Ar

∣∣Hm
r,q

∣∣2∥c̄q(εr) ∥22
E

[∣∣∣ c̄Hq (εr)

∥c̄q(εr)∥2

(
Ψm

−q

)−1
2 vm

−q

∣∣∣2] =
Ar

∣∣Hm
r,q

∣∣2∥c̄q(εr) ∥42
c̄Hq (εr)

(
Ψm

−q

)−1
2 Φm

−q

(
Ψm

−q

)−1
2 c̄q(εr)

=
Ar

∣∣Hm
r,q

∣∣2 (cHq (εr) (Ψm
−q

)−1
cq(εr)

)2
cHq (εr)

(
Ψm

−q

)−1
Φm

−q

(
Ψm

−q

)−1
cq(εr)

=
Ar

∣∣Hm
r,qw̄

H
r,qcq(εr)

∣∣2
w̄H

r,qΦ
m
−qw̄r,q

, (4.23)

w̄r,q = Ψ−1
−q cq(εr) =

(
C−qD̄−qC

H
−q + σ2

V INfft

)−1
cq(εr) , (4.24)

where SINRPW,r,q is the SINR after P-ICI-W. From (4.20) and (4.23), SINRPW,r,q ≈
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SINRW,r,q if w̄r,q ≈ wr,q. By (4.21) and (4.24),

wr,q − w̄r,q =
[(
Φm

−q

)−1 −Ψ−1
−q

]
cq(εr)

=
{(

C−qD
m
−qC

H
−q + σ2

V INfft

)−1 −
(
C−qD̄−qC

H
−q + σ2

V INfft

)−1
}
cq(εr)

=
1

σ2
V

{[
INfft

−C−q

(
CH

−qC−q + σ2
V

(
Dm

−q

)−1
)−1

CH
−q

]
−
[
INfft

−C−q

(
CH

−qC−q + σ2
V D̄

−1
−q

)−1

CH
−q

]}
cq(εr)

= C−qΠqC
H
−q

cq(εr)

σ2
V

, (4.25)

Πq =
(
CH

−qC−q + σ2
V D̄

−1
−q

)−1

−
(
CH

−qC−q + σ2
V

(
Dm

−q

)−1
)−1

. (4.26)

The third equality of (4.25) follows from the matrix inversion lemma [28]. Thus we

have

∥wr,q − w̄r,q∥2
∥wr,q∥2

≤
∥C−q∥F∥Πq∥F∥CH

−qcq(εr) ∥2
σ2
V ∥wr,q∥2

, (4.27)

where ∥ · ∥F stands for Frobenius norm, and the entries of CH
−qcq(εr) are the inner

products between cq(εr) and ck(εn)’s for k ∈ B \ Ωn,q. The upper bound in (4.27) is

dominated by ∥CH
−qcq(εr) ∥2, which decreases as β increases (see Property 3). There-

fore, ∥wr,q − w̄r,q∥2/∥wr,q∥2 can be made small such that SINRPW,r,q ≈ SINRW,r,q

via adjusting β that determines the number of dominant ICI terms remaining after

P-ICI-W.

When the synchronization is ideal (i.e. there are no CFOs), at the mth receiving

antenna, the SINR of signal conveyed on the qth subcarrier of AP-r is SINRideal,r,q =

Ar

∣∣Hm
r,q

∣∣2 /σ2
V , against which the average SINR loss from ICI-W and P-ICI-W can be

stated as the ratios:

LW,r,q = E

[
10log10

(
SINRideal,r,q

SINRW,r,q

)]
. (4.28)

LPW,r,q = E

[
10log10

(
SINRideal,r,q

SINRPW,r,q

)]
, (4.29)

where the expectation is taken w.r.t fading gains Hm
n,k’. We simulate 2-AP case to

observe the average SINR loss on the qth subcarrier of AP-2 (i.e LW,2,q and LPW,2,q).
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In addition to the parameters given in Table 4.1, we set that ε2 = 0 and the CFO

difference ∆ε = ε1 − ε2 ranges from 0 to 0.5.

Table 4.1: Parameters/Notations

Parameter Value

FFT size Nfft = 64

CP length Nfft/4

Channel Length Nch = 11

Indices of used subcarriers B = {1, . . . , 26, 38, . . . , 63}
Index of observed subcarrier q = 20

Number of associated APs N

Number of receiving antennas Nrx
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Figure 4.2: (Left) β = 1. (Right) β = 2. The average SINR loss of ICI-W and P-ICI-
W versus CFO difference ∆ε is plotted. The parameters are set as A2

σ2
V
= A1

σ2
V
= 10 dB,

and Gn

An
= 0,±2,±5 dB for n = 1, 2.

The results for different values of Gn are plotted in Fig. 4.2, where A2

σ2
V
= A1

σ2
V
= 10

dB. In the left part of Fig. 4.2, β = 1, LW,2,q and LPW,2,q increase as ∆ε increases. For
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∆ε = 0.5, the difference between LW,2,q and LPW,2,q with Gn

An
= 0 dB is less than 0.2

dB. Even though Gn

An
= ±5 dB, LPW,2,q −LW,2,q is no more than 0.4 dB. When β = 2,

LW,2,q, LPW,2,q, and LPW,2,q − LW,2,q shrink, as shown in the right part of Fig. 4.2,

where we note that the difference between LW,2,q and LPW,2,q for
Gn

An
= ±5 dB is only

around 0.2 dB for ∆ε = 0.5. Without actually estimating Φm
−q, the SINR degradation

from using Ψ−q can be made little if we set Gn

An
= 0 dB. However, the closeness of

LPW,2,q to LW,2,q for different Gn

An
’s reveals that P-ICI-W is insensitive to Gn’s. The

above observation tells that it may not be worth performing ICI-W or estimating the

true ICI covariance matrix, the gain from which is very limited.

Before collecting the pseudo-whitened signals from different antennas for detection

or further processing, (Ψ−q)
−1
2 ym

z,F is projected to the subspace spanned by c̄k(εr)’s

for k ∈ Ωr,q (the pseudo-whitened signature waveforms of AP–r), whereby the signal’s

length can be shortened and is in favor of later operation. Let CΩ express the matrix

with columns ck(εr)’s for k ∈ Ωr,q, that is, CΩ =
[
c⟨q−β⟩Nfft

(εr) · · · c⟨q+β⟩Nfft
(εr)

]
, and

denote the reduced QR-decomposition of (Ψ−q)
−1
2 CΩ by

(Ψ−q)
−1
2 CΩ = QF,qRF,q, (4.30)

where the sizes of QF,q and RF,q are Nfft × (2β + 1) and (2β + 1) × (2β + 1), re-

spectively. The processing including P-ICI-W and the aforementioned projection is

equivalent to

ȳm
z,F , QH

F,q (Ψ−q)
−1
2 ym

z,F =
N∑

n=1

∑
k∈Ωn,q

√
AnH

m
n,kfk(εn) e

j(z−1)ϕnXz
n,k + v̄m

z,−q, (4.31)

fk(εn) = QH
F,q(Ψ−q)

−1
2 ck(εn) , (4.32)

v̄m
z,−q = QH

F,q (Ψ−q)
−1
2 vm

z,−q. (4.33)

The above frequency-domain processing is identical for the signals received from dif-

ferent antennas and does not depend on fading gains, and thus updating QF,q, Ψ−q,

and fk(εn) once every period of channel coherence time is not necessary.
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Ψ−q is a Nfft × Nfft matrix, calculating (Ψ−q)
−1
2 costs a great amount of compu-

tation for large Nfft. To avoid this, Pseudo-Truncate ICI-W (PT-ICI-W) is proposed.

For any Nfft × 1 column vector b = [B0 · · ·BNfft−1]
T and integer α satisfying 0 ≤ α ≤

⌊Nfft−1
2

⌋, let Tα
q (·) be an operation to truncate b such that only its ⟨q − α⟩Nfft

th, . . . ,

⟨q + α⟩Nfft
th entries are retained, i.e., Tα

q (b) =
[
B⟨q−α⟩Nfft

· · ·B⟨q+α⟩Nfft

]T
. Taking the

truncation, ym
z,tF , Tα

q

(
ym
z,F

)
, ct,k(εn) , Tα

q (ck(εn)), the column-truncated version of

C−q is denoted by Ct,−q, and the pseudo-truncate covariance matrix Ψt,−q is obtained

from substituting Ct,−q and I2α+1 respectively for C−q and INfft
in (4.22). Following

the same procedure from (4.30) to (4.33), the signal processing is modified as

ȳm
z,tF , QH

tF,q (Ψt,−q)
−1
2 ym

z,tF, (4.34)

ft,k(εn) = QH
tF,q (Ψt,−q)

−1
2 ct,k(εn) , (4.35)

(Ψt,−q)
−1
2

[
ct,⟨q−β⟩Nfft

(εr) · · · ct,⟨q+β⟩Nfft
(εr)

]
= QtF,qRtF,q, (4.36)

v̄m
z,t,−q = QH

tF,q (Ψt,−q)
−1
2 Tα

q

(
vm
z,−q

)
. (4.37)

From (4.12), the inner product of ct,k(εn) and ct,q(εr) is

cHt,k (εn) ct,q(εr)

=
∑
l∈Nα

q

(C(εn))
H
lk (C(εr))lq

=
∑
l∈Nα

q

e
jπ(Nfft−1)(q−l+εr)

Nfft
(−1)q−l sin(πεr)

Nfft sin
(
π(q−l+εr)

Nfft

)e jπ(Nfft−1)(−k+l−εn)

Nfft
(−1)k−l sin(πεn)

Nfft sin
(
π(k−l+εn)

Nfft

)
= e

jπ(Nfft−1)(q−k+εr−εn)

Nfft
(−1)q+ksin(πεn) sin(πεr)

N2
fft

α∑
l=−α

[
sin

(
π(l+εr)

Nfft

)
sin

(
π(k− q+l+εn)

Nfft

)]−1

, (4.38)

where N α
q = {⟨q − α⟩Nfft

, . . . , ⟨q + α⟩Nfft
} . Exploiting (4.38), we observe that the

numerical value of
∣∣cHt,k(εn) ct,q(εr)∣∣ is also able to be made small through controlling

β. Hence, by the same argument, the post-processing SINR of PT-ICI-W can be

close to that of Truncate-ICI-W (T-ICI-W), which is similar to PT-ICI-W, the only
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difference between them is that T-ICI-W exploits the covariance matrix of truncated

far ICI plus noise.

The parameter α that determines the lengths of truncated frequency-domain sig-

nals/signature waveforms can be selected according to how much energy loss from

truncation is tolerated. By Property 4.13 and (4.38), the energy loss of AP–n’s kth

subcarrier due to truncation can be calculated as

∥ck(εn) ∥22
∥ct,k(εn) ∥22

=
1

cHt,k(εn) ct,k(εn)
=

N2
fft

sin2(πεn)
∑α

l=−α

[
sin2

(
π(l+εn)
Nfft

)]−1 . (4.39)

Once the maximum tolerated energy loss is set, α is decided by (4.39).

4.2.2 Joint Detection

After performing (4.31), ȳm
z,F’s from different receiving antennas are arranged as a

vector ȳz,S that can be expressed as

ȳz,S =
∑

(n,k)∈Ω

sk(εn) e
j(z−1)ϕnXz

n,k + v̄z,S, (4.40)

where

Ω =
N∪

n=1

{
{n} × Ωn,q

}
, (4.41)

sk(εn) =
√
Anhn,k ⊗ fk(εn) , (4.42)

hn,k =
[
H1

n,k · · ·HNrx
n,k

]T
, (4.43)

v̄T
z,S =

[(
v̄1
z,−q

)T · · ·
(
v̄Nrx
z,−q

)T]
. (4.44)

Here {n} denotes the set with only one element “n”, and ⊗ stands for Kronecker

product. Let Mn,k be the signal constellation used on the kth subcarrier of AP-n.

The desired signal, CCI, and dominant ICI terms are jointly decoded by

(
x̂z
1,q, . . . x̂

z
N,q

)
= argmin

(xz
1,q ,...,x

z
N,q)∈

∏
(n,k)∈Ω

Mn,k

∥∥∥∥∥∥ȳz,S −
∑

(n,k)∈Ω

sk(εn) e
j(z−1)ϕnXz

n,k

∥∥∥∥∥∥
2

, (4.45)
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Figure 4.3: (Left) β = 1. (Right) β = 2. In 2-AP case, the average BERs of the
qth subcarrier of AP–2 are plotted w.r.t ∆ε. The parameters are set as ε2 = 0,
∆ε = ε1 − ε2, q = 20, Nrx = 2, A2

σ2
V
= A1

σ2
V
= 13 dB, and Gn

An
= 0 dB for n = 1, 2.

where xz
n,q =

(
Xz

n,⟨qn−β⟩Nfft
, . . . , Xz

n,⟨qn+β⟩Nfft

)
, and x̂z

n,q is its estimate. If the frequency-

domain processing is based on PT-ICI-W, the operation of (4.45) is revised by sub-

stituting ȳz,tS for ȳz,S, and st,k(εn) for sk(εn), where

ȳz,tS =
∑

(n,k)∈Ω

st,k(εn) e
j(z−1)ϕnXz

n,k + v̄z,tS, (4.46)

st,k(εn) =
√

Anhn,k ⊗ ft,k(εn) , (4.47)

v̄T
z,tS =

[(
v̄1
z,t,−q

)T · · ·
(
v̄Nrx
z,t,−q

)T]
. (4.48)

We compare different schemes, Without-Whitening, P-ICI-W, PT-ICI-W, and T-

ICI-W. Without-Whitening means that the truncated frequency-domain signals, with

the truncation parameter α = β, are directly collected from the receiving antennas

without whitening or pseudo-whitening. Assuming ideal estimates of CFOs, BPSK

on all the used subcarries, and the parameters in Table 4.1, we conduct simulations
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Figure 4.4: (Left) α = 2. (Right) α = 6. In 2-AP case, the average BERs of the
qth subcarrier of AP–2 are plotted w.r.t ∆ε. The parameters are set as ε2 = 0,
∆ε = ε1 − ε2, q = 20, Nrx = 2, A2

σ2
V
= A1

σ2
V
= 13 dB, and Gn

An
= 0,±5 dB for n = 1, 2.

to observe the average (uncoded) BERs of (4.45) as well as its counterparts based on

different frequency-domain processing.

Fig. 4.3 shows the average BER on AP–2’s qth subcarrier in 2-AP case with

Nrx = 2, A2

σ2
V
= A1

σ2
V
= 13 dB, and Gn

An
= 0 dB. Without-Whitening is evidently worse

than all the schemes. For β = 1 (the left part of Fig. 4.3), the average BERs of

PT-ICI-W/P-ICI-W are higher for larger CFO difference ∆ = ε1 − ε2, and T-ICI-W

is slightly better than P-ICI-W and PT-ICI-W with α = 6. However, when β = 2

(the right part of Fig. 4.3), the performance gap between T-ICI-W and PT-ICI-W

(P-ICI-W) reduces, furthermore, the average BERs of different whitening schemes

does not become obviously worse as ∆ε increases, the values are roughly between

5.4 × 10−4 and 6.84 × 10−4 for ∆ε ∈ [0, 0.5]. With Gn

An
= 0,±5 dB and β = 1, 2, the
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results of PT-ICI-W for α = 2 and α = 6 are respectively plotted in the left and right

parts of Fig. 4.4, from which it is suggested to set Gn = An to achieve lowest average

BER. Nonetheless, the performance of Gn

An
= ±5 dB can be close to that of Gn

An
= 0

dB, especially for β = 2.

4.3 Second-Stage Processing

MUD is an effective countermeasure against MAI [28,29,38], however, the complexity

of computing (4.45) may be too high if the number of jointly detected data sym-

bols Njd = (2β + 1)N is large. To reduce the complexity of joint detection, some of

CCI and dominant ICI terms can be further suppressed. That is, the signal process-

ing is facilitated by two stages: (i) P-ICI-W or PT-ICI-W in frequency domain (ii)

interference suppression in space-frequency domain derived from (4.40) or (4.46).

4.3.1 ICI Suppression by Projection Method

We formulate the second-stage processing based on PT-ICI-W in the first-stage pro-

cessing, which outputs ȳz,tS that has been expressed in (4.46). Let Λn,q represent

the set of indices of AP–n’s subcarriers, the signals from which are retained after

the second-stage processing, and the sum of signals from the subcarriers with indices

belonging to Ωn,q\Λn,q is suppressed and denoted by v̄z,NI. Then (4.46) is rewritten

as

ȳz,tS =
∑

(n,k)∈Λ

st,k(εn) e
j(z−1)ϕnXz

n,k + v̄z,NI + v̄z,tS, (4.49)

where

Λ =
N∪

n=1

{
{n} × Λn,q

}
, (4.50)

v̄z,NI =
∑

(n,k)∈Ω\Λ

st,k(εn) e
j(z−1)ϕnXz

n,k. (4.51)

The receiver may use the conventional PR [35, 36] projecting ȳz,tS towards the

orthogonal complement of subspace spanned by the vectors st,k(εn)’s in (4.51), then
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performs detection, that is, to implement the following.

(
x̂z
1,Λ, . . . x̂

z
N,Λ

)
= argmin(

xz
1,Λ,...,x

z
N,Λ

)
∈

∏
(n,k)∈Λ

Mn,k

∥∥∥∥∥∥PC

ȳz,tS −
∑

(n,k)∈Λ

st,k(εn) e
j(z−1)ϕnXz

n,k

∥∥∥∥∥∥
2

,

(4.52)

PC = INrx(2β+1) − SI

(
SH
I SI

)−1
SH
I , (4.53)

where SI is the matrix whose columns are composed of st,k(εn)’s (appearing in (4.51))

for (n, k) ∈ Ω \Λ, xz
n,Λ = {Xz

n,k} ( x̂z
n,Λ = {X̂z

n,k} ) with k running over the index set

Λn,q. If Λn,q is an empty set, so are xz
n,Λ = {Xz

n,k} and x̂z
n,Λ = {X̂z

n,k}, and they are

not present in (4.52).

Alternatively, the second-stage processing can be developed based on GLMMSE

[38]. The covariance matrix of v̄z,NI+v̄z,tS is SIS
H
I +E

[
v̄z,tSv̄

H
z,tS

]
. Applying GLMMSE

to this context, ȳz,tS is projected to the column space of
(
SIS

H
I + E

[
v̄z,tSv̄

H
z,tS

])−1
Sd,

where Sd is the matrix whose columns are constituted by st,k(εn)’s for (n, k) ∈ Λ

(appearing in the summation of (4.49)). Since the covariance of far ICI plus noise is

not estimated, E
[
v̄z,tSv̄

H
z,tS

]
is actually unknown to the receiver, so it is replaced by

INrx(2β+1). In other words, the pseudo-truncate whitened far ICI plus noise is treated

as white noise. The above-mentioned projection is equivalent to pre-multiplying ȳz,tS

by the matrix PG = QH
Λ , which is obtained from the QR-decomposition below.

(
SIS

H
I + INrx(2β+1)

)−1
Sd = QΛRΛ. (4.54)

Then the joint detection (4.52) is amended by replacing PC with PG accordingly.

4.3.2 Compare Different ICI-Suppression Alternatives by Sim-
ulations

In this subsection, we conduct simulations of 3-AP and 4-AP cases, where the per-

formance AP–r’s qth subcarrier (r = 2, q = 20) is observed. In addition to the pa-

rameters in Table 4.1, BPSK is assumed. To facilitate the illustration of simulation

results, the following are defined/recalled:
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• Self-adjacent ICI: The ICI from the kth subcarrier of AP–r for k = q ± 1.

• Near-adjacent ICI: The ICI from AP–n’s (n ̸= r) subcarrier with the index

qn − sgn(ε̃n) (see (4.17) for the definition of ε̃n). For ε̃n < 0 or ε̃n > 0, the ICI

from the (qn + 1)th or (qn − 1)th of AP–n is closest to AP–r’s qth subcarrier in

frequency domain.

• Far-adjacent ICI: The ICI from AP–n’s subcarrier with the index qn + sgn(ε̃n)

for n ̸= r.

• Adjacent ICI: Self-, near-, and far-adjacent ICI terms are collectively termed

adjacent ICI.

• Far ICI: The ICI from the kth subcarrier of any AP for k ∈ B\Ωn,q, which is

suppressed in the first-stage processing.

• Neighboring ICI: The ICI terms from the kth subcarrier of any AP for k ∈

Ωn,q\{qn, qn ± 1}, which are the ICI remaining after the first-stage processing

and not adjacent to the desired signal. This term is defined only when β > 1.

• CCI: The interference from qnth subcarrier of AP–n with n ̸= r.

In 3-AP case, one-stage and two-stage ICI suppression schemes based on PT-ICI-

W/T-ICI-W are compared. The CFO difference ∆ε = ε1 − ε2 = ε2 − ε3 ranges from

0 to 0.5, ε2 = 0, Nrx = 3, An

σ2
V
= 10 dB, Gn

An
= 0 dB for n = 1, 2, 3. The parameter β

determines the number of remaining ICI terms after PT-ICI-W/T-ICI-W, CCI terms,

and the desired signal, which totals (2β + 1)N . In the one-stage processing, β = 1,

i.e. Ωn,q = {qn, qn ± 1}; in the two-stage processing, β = 2, 3, Λn,q = {qn, qn ± 1} (i.e

Ωn,q \ Λn,q = {qn ± 2} for β = 2 and Ωn,q \ Λn,q = {qn ± 2, qn ± 3} for β = 3), which

means that neighboring ICI terms are suppressed in the second-stage processing. As

shown in Fig. 4.5, the two-stage processing is better than the one-stage processing,
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Figure 4.5: In 3-AP case, the average BERs of the qth subcarrier of AP–2 are plotted
w.r.t ∆ε. The parameters are set as α = 10, Nrx = 3, ε2 = 0, ∆ε = ε1 − ε2 = ε2 − ε3,
An

σ2
V
= 10 dB, and Gn

An
= 0 dB for n = 1, 2, 3. The two-stage processing is implemented

as PT-ICI-W + GLMMSE/PR.

and its performance is improved by increasing β. Additionally, the second-stage ICI

suppression by GLMMSE behaves better than that by PR.

Fig. 4.6 shows the results of two-stage processing for different Gn

An
’s. In the upper

part of Fig. 4.6 with β = 2, the behaviors of PT-ICI-W plus GLMMSE for Gn

An
= 0,±5

dB do not have prominent difference, the average BERs are between 3.4× 10−4 and

4.3 × 10−4 when ∆ε ≥ 0.3, while in the lower part of Fig. 4.6 with β = 3, the

average BERs for different ratios Gn

An
fall within the interval (2.9× 10−4, 3.7× 10−4)

as ∆ε ≥ 0.3, revealing the insensitivity of PT-ICI-W to the value of Gn. In Fig. 4.6,

we also observe that the performance of PT-ICI-W plus GLMMSE is slightly inferior

to T-ICI-W plus GLMMSE, but please recall that T-ICI-W needs far ICI covariance

estimation that may not be feasible in downlink.
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Figure 4.6: (Upper) β = 2. (Lower) β = 3. In 3-AP case, the average BERs of the qth
subcarrier of AP–2 are plotted w.r.t ∆ε. The parameters are set as α = 10, Nrx = 3,
ε2 = 0, ∆ε = ε1 − ε2 = ε2 − ε3,

An

σ2
V
= 10 dB, and Gn

An
= 0,±5 dB for n = 1, 2, 3. One

stage-processing is based on PT-ICI-W, and two-stage processing is implemented as
PT-ICI-W + GLMMSE.

In addition to neighboring ICI, one may want to include more ICI/CCI terms to

suppress by GLMMSE or PR. Different alternatives for second-stage processing are

considered:

• Alternative–1: Cancel neighboring ICI, i.e. jointly detect the desired signal,

CCI, and adjacent ICI terms (Λn,q = {qn, qn ± 1} for n = 1, . . . , N).

• Alternative–2: Cancel neighboring and far-adjacent ICI, i.e. jointly detect the

desired signal, CCI, and near-adjacent ICI terms (Λr,q = {q, q ± 1} and Λn,q =

{qn, qn − sgn(ε̃n)} for n ̸= r).

• Alternative–3: Cancel neighboring and self-adjacent ICI, i.e. Λr,q = {q} and

Λn,q = {qn, qn ± 1} for n ̸= r.
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• Alternative–4: Cancel neighboring and near-adjacent ICI, i.e. Λr,q ={q, q ± 1}

and Λn,q={qn, qn + sgn(ε̃n)} for n ̸= r.
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Alternative−2: Cancel neighboring and far−adjacent ICI (β=2)

Alternative−2: Cancel neighboring and far−adjacent ICI (β=3)

Alternative−1: Cancel neighboring ICI (β=2)

Alternative−1: Cancel neighboring ICI (β=3)

Figure 4.7: In 3-AP case, the average BERs of the qth subcarrier of AP–2 are plotted
w.r.t ∆ε. The parameters are set as α = 10, Nrx = 3, ε2 = 0, ∆ε = ε1 − ε2 = ε2 − ε3,
An

σ2
V
= 10 dB, and Gn

An
= 0 dB for n = 1, 2, 3. The two-stage processing is implemented

as PT-ICI-W + GLMMSE.

Applying the two-stage processing “PT-ICI-W + GLMMSE” to the 3-AP case of

Fig. 4.5, the average BERs of cancelling neighboring ICI plus two more ICI terms

according to different alternatives are plotted in Fig. 4.7, where we notice that sup-

pressing near-adjacent ICI degrades the BER most and the far-adjacent ICI is least

harmful to cancel among all adjacent ICI terms. For “PT-ICI-W + PR”, the average

BERs of different alternatives are reported in Fig. 4.8, which also shows the serious

BER degradation of suppressing near-adjacent ICI, moreover, increasing β does not

yield obvious improvement. Comparing Fig. 4.7 with Fig. 4.8, we see that GLMMSE

works better than PR, particularly for Alternatives–2∼3 and ∆ε > 0.3.
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Figure 4.8: In 3-AP case, the average BERs of the qth subcarrier of AP–2 are plotted
w.r.t ∆ε. The parameters are set as α = 10, Nrx = 3, ε2 = 0, ∆ε = ε1 − ε2 = ε2 − ε3,
An

σ2
V
= 10 dB, and Gn

An
= 0 dB for n = 1, 2, 3. The two-stage processing is implemented

as PT-ICI-W + PR.

The performance of PT-ICI-W + GLMMSE with Alternative–2 for Gn

An
= 0,±5 dB

is reported in Fig. 4.9, in which the average BERs for β = 2 and β = 3 respectively fall

within the intervals (4.1× 10−4, 6.3× 10−4) and (3.4× 10−4, 5.2× 10−4) as ∆ε > 0.2.

From the results in Fig. 4.2, Fig. 4.4, Fig. 4.6, and Fig. 4.9, it is better to set Gn = An,

implying the need to estimate An (AP–n’s mean signal power), however, those results

also reveal that poor estimation of An (e.g. Gn

An
= ±5 dB) does not deteriorate the

performance seriously, demonstrating the robustness of our method.

In Fig. 4.10, we report the performance of PT-ICI-W + GLMMSE (α = 10,

β = 2, 3, and Gn

An
= 0 dB) of 4-AP case, where Nrx = 4, ε2 = 0.35, ε1 = 0.45,

ε3 = ε2 − ∆ε, ε4 = ε2 − ∆ε − 0.02, A2

σ2
V
= 7 dB, A1

A2
= 3 dB, A3

A2
= −3 dB, A4

A2
= −5

dB. In this case, Alternative–2 and Alternative–3 leads to almost identical BERs,
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and the consequence of taking Alternative–4 is still terrible, even worse than that of

suppressing neighboring, far- and self-adjacent ICI (Alternative–5).
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Figure 4.9: (Upper) β = 2. (Lower) β = 3. In 3-AP case, the average BERs of the qth
subcarrier of AP–2 are plotted w.r.t ∆ε. The parameters are set as α = 10, Nrx = 3,
ε2 = 0, ∆ε = ε1 − ε2 = ε2 − ε3,

An

σ2
V
= 10 dB, and Gn

An
= 0,±5 dB for n = 1, 2, 3. The

two-stage processing is implemented as PT-ICI-W + GLMMSE with Alternative–2.



doi:10.6342/NTU201902343

CHAPTER 4. TWO-STAGE INTER-CARRIER INTERFERENCE SUPPRESSION89

0.1 0.2 0.3 0.4 0.475
10

−4

10
−3

∆ε

A
ve

ra
ge

 B
E

R

β=2

0.1 0.2 0.3 0.4 0.475
10

−4

10
−3

∆ε

A
ve

ra
ge

 B
E

R

β=3

Alternative−4

Alternative−5

Alternative−3

Alternative−2

Alternative−4

Alternative−5

Alternative−3

Alternative−2

Figure 4.10: (Left) β = 2. (Right) β = 3. In 4-AP case, the average BERs of the qth
subcarrier of AP–2 are plotted w.r.t ∆ε. The two-stage processing is implemented
as PT-ICI-W + GLMMSE with α = 10 and and Gn

An
= 0 dB for n = 1, 2, 3, 4. The

parameters are set as , Nrx = 4, ε2 = 0.35, ε1 = 0.45, ε3 = ε2−∆ε, ε4 = ε2−∆ε−0.02,
A2

σ2
V
= 7 dB, A1

A2
= 3 dB, A3

A2
= −3 dB, A4

A2
= −5 dB. Alternative–5 means suppressing

neighboring, far- and self-adjacent ICI.
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4.4 Generalization to the Case with STBC

Our formulation of PT-ICI-W and GLMMSE can be generalized to the scenario, in

which each AP has Ntx antennas. The first-stage processed signal is obtained by

modifying (4.46) as

ȳz,tS =
∑

(n,k)∈Ω

Ntx∑
b=1

1√
Ntx

st,b,k(εn) e
j(z−1)ϕnXz

n,k,b + v̄z,tS, (4.55)

st,b,k(εn) =
√
Anhn,k,b ⊗ ft,k(εn) , (4.56)

hn,k,b =
[
H1

n,k,b, . . . , H
Nrx
n,b,k

]
. (4.57)

Here Xz
n,k,b is the data symbol sent from AP–n’s bth antenna on the kth subcarrier of

zth OFDM symbol, and Hm
n,k,b is the kth subcarrier’s fading gain from the bth antenna

of AP-n to the mth antenna of vehicle. For more reliable uRLLC transmissions, we

assume that APs employ STBCs, considering Complex Interleaved Orthogonal Design

(CIOD) [69] and Alamouti scheme [68].

4.4.1 Complex Interleaved Orthogonal Design

Let’s first review CIOD for Ntx = 2 [69]. Suppose that X̄n,k,1 and X̄n,k,2 are the trans-

mitted QAM-symbols from AP–n’s kth subcarrier over two OFDM symbol periods.

Rotating the constellation counterclockwise by an angle θ yields Un,k,1 = ejθX̄n,k,1

and Un,k,2 = ejθX̄n,k,2, whose imaginary parts are swapped to obtain

Ū z
n,k = Re (Un,k,1) + jIm (Un,k,2)

=
(
Re(X̄n,k,1) cos θ − Im(X̄n,k,1) sin θ

)
+ j

(
Re(X̄n,k,2) sin θ + Im(X̄n,k,2) cos θ

)
,

(4.58)

Ū z+1
n,k = Re (Un,k,2) + jIm (Un,k,1)

=
(
Re(X̄n,k,2) cos θ − Im(X̄n,k,2) sin θ

)
+ j

(
Re(X̄n,k,1) sin θ + Im(X̄n,k,1) cos θ

)
.

(4.59)

The notations Re(·) and Im(·) express the real and imaginary parts. In the zth OFDM

symbol duration Ū z
n,k is sent via the first antenna and the second antenna is inactive;
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in the (z+1)th OFDM symbol duration Ū z+1
n,k is sent via the second antenna and the

first antenna is inactive. The angle of rotation is set as θ = arctan(2)
2

to achieve the

maximum coding gain [74].

Amending (4.55), the first-stage processed signals over two OFDM symbol periods

are

ȳz,tS =
∑

(n,k)∈Ω

st,1,k(εn) e
j(z−1)ϕnŪ z

n,k + v̄z,tS (4.60)

ȳz+1,tS =
∑

(n,k)∈Ω

st,2,k(εn) e
jzϕnŪ z+1

n,k + v̄z+1,tS, (4.61)

which are combined into a vector ỹz,CI written as

ỹz,CI =
∑

(n,k)∈Ω

ej(z−1)ϕn

(
sCI,1,k(εn) Ū

z
n,k + sCI,2,k(εn) Ū

z+1
n,k

)
+ ṽz,CI, (4.62)

sTCI,1,k(εn) =
[
sTt,1,k(εn) 01×Nrx(2β+1)

]
, (4.63)

sTCI,2,k(εn) =
[
01×Nrx(2β+1) ejϕnsTt,2,k(εn)

]
, (4.64)

ṽT
z,CI =

[
v̄T
z,tS v̄T

z+1,tS

]
. (4.65)

01×Nrx(2β+1) is a 1 × Nrx(2β + 1) zero vector. Exploiting (4.62), we are now capable

of deriving the operation of second-stage processing. From (4.58), (4.59), and (4.62),

sCI,1,k(εn) and sCI,2,k(εn) carry the same information of two symbols X̄n,k,1 and X̄n,k,2.

Therefore, Njd (the number of data symbols taken into joint detection) is only de-

creased by cancelling both of sCI,1,k(εn) and sCI,2,k(εn) (not by cancelling just either

of them) for any index pair (n, k).

An equivalent expression of ỹz,CI is given in (4.66), which we prove in Appendix C.

ỹz,CI =
∑

(n,k,b)∈Ω̃

s̃CI,b,k(εn) e
j(z−1)ϕnX̃n,k,b + ṽz,CI, (4.66)



doi:10.6342/NTU201902343

CHAPTER 4. TWO-STAGE INTER-CARRIER INTERFERENCE SUPPRESSION92

where

s̃TCI,1,k(εn) =
[
sTt,1,k(εn) cos θ jejϕnsTt,2,k(εn) sin θ

]
, (4.67)

s̃TCI,2,k(εn) =
[
jsTt,1,k(εn) sin θ ejϕnsTt,2,k(εn) cos θ

]
, (4.68)

X̃n,k,1 = Re(X̄n,k,1) + jIm(X̄n,k,2), (4.69)

X̃n,k,2 = Re(X̄n,k,2) + jIm(X̄n,k,1), (4.70)

Ω̃ = Ω× {1, 2}. (4.71)

X̃n,k,1 and X̃n,k,2 are also QAM-symbols from the same constellation of X̄n,k,1 and

X̄n,k,2, so using (4.66) does not bring any significant change in decoding operation.

The estimate of X̄n,k,1 and X̄n,k,2 are easily obtained by swapping the imaginary

parts of the estimates of X̃n,k,1 and X̃n,k,2. Furthermore, s̃CI,1,k(εn) and s̃CI,2,k(εn),

called “streams” thereafter, carry different information, thus Njd is able to be reduced

by suppressing either or both of them, leading to more flexible alternatives for ICI

suppression.

Let Λ̃ be the set of triplets to index the symbols taken into joint detection, then

(4.66) is rewritten as (4.72) (that is similar to (4.49)).

ỹz,CI =
∑

(n,k,b)∈Λ̃

s̃CI,b,k(εn) e
j(z−1)ϕnX̃n,k,b +

∑
(n,k,b)∈Ω̃\Λ̃

s̃CI,b,k(εn) e
j(z−1)ϕnX̃n,k,b + ṽz,CI.

(4.72)

Following the same procedure introduced in Subsection 4.3.1, GLMMSE is derived

from (4.72). The projection matrix is obtained by revising (4.54) as(
S̃IS̃

H

I + I2Nrx(2β+1)

)−1

S̃d = QΛ̃RΛ̃, (4.73)

where S̃d and S̃I are the matrices consisting of s̃CI,b,k(εn)’s with the indices respectively

from Λ̃ and Ω̃ \ Λ̃ as their columns.

4.4.2 Alamouti Coding

Next, we look into Alamouti scheme in our asynchronous scenario. At the zth OFDM

symbol duration, X̄n,k,1 is sent from AP–n’s first antenna and X̄n,k,2 is sent from
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the second antenna. During the next symbol time interval, −X̄∗
n,k,2 and X̄∗

n,k,1 are

respectively transmitted from the first and second antennas of AP–n. The received

signals after the first-stage processing are

ȳz,tS =
∑

(n,k)∈Ω

1√
2
ej(z−1)ϕn

(
st,1,k(εn) X̄n,k,1 + st,2,k(εn) X̄n,k,2

)
+ v̄z,tS, (4.74)

ȳz+1,tS =
∑

(n,k)∈Ω

1√
2
ejzϕn

(
st,1,k(εn)

(
−X̄∗

n,k,2

)
+ st,2,k(εn) X̄

∗
n,k,1

)
+ v̄z+1,tS. (4.75)

Likewise ȳz,tS and ȳ∗
z+1,tS are arranged as a vector yz,AL,

yz,AL =

[
ȳz,tS

ȳ∗
z+1,tS

]
=

∑
(n,k,b)∈Λ̃

sAL,b,k(εn) X̄n,k,b +
∑

(n,k,b)∈Ω̃\Λ̃

sAL,b,k(εn) X̄n,k,b + vz,AL,

(4.76)

where

sTAL,1,k(εn) =
1√
2

[
ej(z−1)ϕnsTt,1,k(εn) e−jzϕnsHt,2,k(εn)

]
, (4.77)

sTAL,2,k(εn) =
1√
2

[
ej(z−1)ϕnsTt,2,k(εn) −e−jzϕnsHt,1,k(εn)

]
, (4.78)

vT
z,AL =

[
v̄T
z,tS v̄H

z+1,tS

]
. (4.79)

From (4.76), GLMMSE is ready to be executed, and the projection matrix is yielded

in the same way similar as (4.73). Nevertheless, due to CFO-induced phase rotation

±zϕn, sAL,1,k(εn) and sAL,2,k(εn) vary with the OFDM symbol index z (refer to (4.77)

and (4.78)), so does the covariance matrix of ICI terms that are chosen to be sup-

pressed by GLMMSE. It entails re-calculating the projection matrix very frequently

(once every two OFDM symbol periods). This nature of Alamouti-coded interference

causes similar trouble to PR and general zero-forcing/LMMSE filtering methods.

To eliminate the CFO-related trouble, we separate the real and imaginary parts

of X̄n,k,b, and combine (4.74) and (4.75) to obtain

ỹz,AL =
∑

(n,k,b)∈Ω̃

ej(z−1)ϕn

(
s̃AR,b,k(εn) Re(X̄n,k,b)+s̃AI,b,k(εn) Im(X̄n,k,b)

)
+ṽz,AL, (4.80)
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where

s̃TAR,1,k(εn) =
1√
2

[
sTt,1,k(εn) ejϕnsTt,2,k(εn)

]
, (4.81)

s̃TAI,1,k(εn) =
1√
2

[
jsTt,1,k(εn) − jejϕnsTt,2,k(εn)

]
, (4.82)

s̃TAR,2,k(εn) =
1√
2

[
sTt,2,k(εn) − ejϕnsTt,1,k(εn)

]
, (4.83)

s̃TAI,2,k(εn) =
1√
2

[
jsTt,2,k(εn) jejϕnsTt,1,k(εn)

]
, (4.84)

ṽT
z,AL =

[
v̄T
z,tS v̄T

z+1,tS

]
. (4.85)

The expressions of streams s̃AR,b,k(εn) and s̃AI,b,k(εn) do not involve the term ±zϕn,

thus frequent update of projection matrix is not needed if GLMMSE is derived from

(4.80).

4.4.3 Performance Comparison

In 2-AP case with Nrx = 2 and QPSK on all used subcarriers, we compare CIOD and

Alamouti coding when applying PT-ICI-W + GLMMSE, in which α = 8, β = 2, and

Gn

An
= 0 dB. The performance of interest is the BERs of data symbols conveyed by the

streams of AP–2’s qth subcarrier. Two ICI suppression alternatives for GLMMSE

are taken in simulations:

• Alternative–5: Λ̃ =
∪2

n=1

∪2
b=1 {(n, qn, b)} = Λ̃AL5, which implies cancellation of

interfering streams from all ICI terms and joint decoding of desired signal and

CCI.

• Alternative–6: Joint detection of desired signal, CCI, near-adjacdnt ICI, and the

stream(s) with b = 1 from self-adjacent ICI, i.e. Λ̃ =
∪2

b=1 {(1, q1 − sgn(ε̃1) , b)}∪

Λ̃AL5 ∪ {(2, q − 1, 1)}.

The ICI suppression processes for Alamouti-coded signals based on (4.76) and (4.80)

are labelled by “Alamouti–GL1” and “Alamouti–GL2”, respectively. In Alamouti–

GL2 (using (4.80)), the projection matrix is obtained by (4.73) with some modification
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Figure 4.11: (Left) Alternative–5. (Right) Alternative–6. In 2-AP case, the average
BERs of the qth subcarrier of AP–2 are plotted w.r.t ∆ε. The two-stage processing is
implemented as PT-ICI-W (α = 8, β = 2, and Gn

An
= 0dB for n = 1, 2) + GLMMSE.

Other parameters are ε2 = 0, ∆ε = ε1 − ε2 ∈ [0, 0.5], Nrx = 2, A2

σ2
V

= 13 dB, and
A1

A2
= −3 dB.

where the columns of S̃I are s̃AR,b,k(εn)’s and s̃AI,b,k(εn)’s for (n, k, b) ∈ Ω̃ \ Λ̃. To

avoid retaining too much power of interfering streams after projection, we limit the

dimension of subspace, towards which ỹz,AL is projected, setting S̃d = S̃d,AL5 for

Alternative–5 and S̃d = S̃d,AL6 for Alternative–6, where

S̃d,AL5 =
[
s̃AR,1,q(ε2) s̃AI,1,q(ε2) s̃AR,2,q(ε2) s̃AI,2,q(ε2)

]
, (4.86)

S̃d,AL6 =
[
S̃d,AL5 s̃AR,1,q−1(ε2) s̃AI,1,q−1(ε2)

]
. (4.87)

The simulation results of the above alternatives as well as Without-Whitening

with α = β = 0 (i.e. jointly decoding the desired signal and CCI while ignoring ICI)

are given in Fig. 4.11, where ε2 = 0, ∆ε = ε1 − ε2 ∈ [0, 0.5], Nrx = 2, A2

σ2
V
= 13 dB,

and A1

A2
= −3 dB. Clearly, “Ignoring ICI” works very poorly. Compared to CIOD,
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Alamouti-GL1 achieves lower BER but is accompanied with highly dynamic ICI co-

variance to bring the aforementioned trouble, which can be avoided by Alamouti–GL2,

however, at the expense of performance deterioration, as seen from the blue and pur-

ple curves in Fig. 4.11. We also notice that the average BERs of Alamouti–GL2

ascend more steeply than CIOD as the CFO difference, ∆ε, increases.

The results of Alternative–6 versus signal-to-noise ratio (SNR) A2

σ2
V
are plotted in

Fig. 4.12. At identical average BER (say 10−3 or less), the difference of A2

σ2
V
between

CIOD and Alamouti–GL1 is roughly 1 dB for different ∆ε. When ∆ε = 0.2, there is

no clear distinction between the performance of CIOD and Alamouti–GL2 over the

observed SNR range. However, at ∆ε = 0.3, 0.5 (see the lower parts of Fig. 4.12), in

order to achieve the same BER of Alamouti–GL1, e. g. 10−3, Alamouti-GL2 requires

additional 2 dB of SNR or more.

Alamouti-coded interference creates the dilemma between intensive re-calculation

of projection matrix and serious BER degradation, especially for highly asynchronous

situations. In spite of having lower coding gain than Alamouti scheme, CIOD with

Ntx = 2 serves a compromise to prevent such dilemma, hence is preferable to Alamouti

coding and recommended for asynchronous transmissions to facilitate receiver design.
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Figure 4.12: (Upper-Left) ∆ε = 0. (Upper-Right) ∆ε = 0.2. (Lower-Left) ∆ε = 0.3.
(Lower-Right) ∆ε = 0.5. In 2-AP case, the average BERs of Alternative–6 versus
SNR A2

σ2
V
are plotted. The two-stage processing is implemented as PT-ICI-W (α = 8,

β = 2, and Gn

An
= 0 dB for n = 1, 2) + GLMMSE. Other parameters are ε2 = 0,

∆ε = ε1 − ε2, Nrx = 2, and A1

A2
= −3 dB.
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4.5 Summary

Multi-CFO issue makes downlink MAI more serious, where the receiver faces both

CCI and ICI. Whitening ICI prior to MUD can yield good performance, but such

scheme does not fit downlink transmissions. Analyzing the inner products of signa-

ture waveforms, we discover that the estimation of far ICI covariance is not neces-

sary, consequently proposing P-ICI-W and PT-ICI-W as the first-stage processing,

which can approach traditional whitening scheme. For the second-stage processing,

GLMMSE achieves better performance than PR, and the simulation studies also point

out the serious BER aggravation of cancelling near-adjacent ICI. We also show how to

decode received signals by our two-stage processing when APs use Alamouti coding

or CIOD. Although CIOD has smaller coding gain, its projection matrix does not

require frequent update, which practically is more suitable for proactive open-loop

downlink uRLLC multiple access.
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Chapter 5

Cooperative Coding in Frequency
Domain

In the previous chapters, we focus on the receiver design in the worst case that the

serving APs of the virtual randomly allocate the RRUs without using any PHY coop-

erative transmission schemes. In this chapter, we assume that, under the coordination

of anchor node (AN), the APs allocate the same RRUs for the vehicle in service and

are able to cooperatively encode the data symbols to gain the transmit diversity, as

shown Fig. 5.1. With the multi-CFO issue still being included, we develop an easy

principle for the AN to index the serving APs of virtual cell to achieve better per-

formance. On the other hand, allowing the AN to index APs randomly, a robust

cooperative encoding scheme is also proposed to counter against CFO problem. The

signal model of this chapter is the same with that of Chapter 4, and the simulation

parameters in Table 4.1 with q = 15 are adopted.

The encoding can be performed over either or both of time and frequency domains.

For simplicity, we adopt the coding scheme in just one domain. Due to CFOs, some

of adjacent ICI terms should be included into MUD to achieve better performance,

as indicated from Chapter 4. If time-domain encoding is taken, the receiver will

need to jointly decode the data symbols across both time and frequency domains.

Considering the practical detection complexity, this coding strategy is not favored in

general N -AP case. Hence, we adopt cooperative coding in frequency domain.

99
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Figure 5.1: The serving APs in virtual cell are coordinated by the AN to allocate
the same RRU for the green car and enforce cooperative transmissions. The blanks
between different RRUs are intended for guard bands or pilots. Due to CFO issue,
the ICI from other RRUs will interfere with green car’s data receiving from RRU–1.

5.1 Cooperative Encoding and MRC

In OFDMA, we consider a virtual cell of N APs, which are coordinated by the AN to

allocate the same η subcarriers for the vehicle, where η ≥ N and the set of subcarriers

indices is Bq,η = {q, . . . , q + η − 1}. Recall that Xz
n,k represents the data symbol from

AP–n’s kth subcarrier of zth OFDM symbol. Using the coding scheme introduced

in [75], AP–n’s transmitted data sequence over the allocated subcarriers is as follows.

xz
n,q =

[
Xz

n,k · · ·Xz
n,q+η−1

]T
= Mn−1

η

[
X̄z

q · · · X̄z
q+η−1

]T
, (5.1)

where

Mη =

[
01×(η−1) γ
I(η−1) 0(η−1)×1

]
. (5.2)

Two examples are given in Fig. 5.2, where AP–(n+ 1)’s transmitted sequence

is obtained via circularly shifting xz
n,q as well as multiplying the first component
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Figure 5.2: Illustration of frequency domain cooperative encoding.

of shifted sequence by γ. The number γ is the coding design parameter, and in this

research we adopt γ = i as the special case of [75]. This encoding is straightforward for

the AN to instruct the serving APs the placement of data symbols over the allocated

subcarriers. But, the question is “how to index APs?”, that is, to the AN, “which AP

is AP–1?”, “which AP is AP–2?”, and so on, so forth. This question will be analyzed

later, and in the rest of this section, we give a comparison of this encoding and MRC

that makes our analysis in Section 5.2 more understandable.

For simplicity, we take 2-AP case with η = 3 and BPSK for illustration (refer to

Fig. 5.2(a)), and assume no CFOs between the vehicle and the APs. Please note the

assumption of perfect synchronization is just for facilitating our explanation, and will

be removed in the following sections. At the mth antenna of receiver, the signals at

the η FFT outputs with indices belonging to Bq,η can be expressed as a η× 1 vector,

ym
z,coding =

q+2∑
k=q

hm
eff,kX̄

z
k + vm

z,η, (5.3)

hm
eff,q =

[ √
A1H

m
1,q

√
A2H

m
2,q+1 0

]T
, (5.4)

hm
eff,q+1 =

[
0

√
A1H

m
1,q+1

√
A2H

m
2,q+2

]T
, (5.5)

hm
eff,q+2 =

[
i
√
A2H

m
2,q+1 0

√
A1H

m
1,q+2

]T
, (5.6)

where An and Hm
n,k have been defined in Subsection 4.1.2, and vm

z,η is the noise term
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with vm
z,η ∼ CN (0, σ2

V Iη). Arranging ym
z,coding’s from different antennas as a vector,

we have

yz,coding =

q+2∑
k=q

heff,kX̄
z
k + vz,η, (5.7)

yT
z,coding =

[ (
y1
z,coding

)T · · ·
(
yNrx
z,coding

)T ]
, (5.8)

hT
eff,k =

[ (
h1
eff,k

)T · · ·
(
hNrx
eff,k

)T ]
, (5.9)

vT
z,η =

[ (
v1
z,η

)T · · ·
(
vNrx
z,η

)T ]
. (5.10)

Figure 5.3: (a) The constellationsMk’s are rotated and scaled by heff,k’s. Mk = {±1}
for k = q, q + 1, q + 2. The green, red, and blue arrows point the directions of heff,q,
heff,q+1, and heff,q+2. (b) The receiver searches the ML solution from the composite
constellation Mq,η.
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The receiver jointly decodes the desired data symbols by executing

̂̄xz

q,η = argmin

x̄z
q,η∈

q+2∏
k=q

Mk

∥∥∥∥∥yz,coding −
q+2∑
k=q

heff,kX̄
z
k

∥∥∥∥∥
2

2

(5.11)

where Mk is the constellation of X̄z
k , x̄

z
q,η =

(
X̄z

q , X̄
z
q+1, X̄

z
q+2

)
, and ̂̄xz

q,η is defined

similarly. As shown in Fig. 5.3, Mk’s are rotated and scaled by the effective channel

vectors heff,k’s, and form a composite constellation

Mq,η =

{
q+2∑
k=q

heff,kX̄
z
k

∣∣∣∣∣ (X̄z
q , X̄

z
q+1, X̄

z
q+2

)
∈

q+2∏
k=q

Mk

}
, (5.12)

from which the receiver searches the ML solution.

Figure 5.4: APs–1 ∼ N respectively use only the qth ∼ (q +N − 1)th subcarriers to
transmit X̄z

q . At the receiver, MRC is performed.

As a benchmark, we consider a spectrum-inefficient scheme, in which APs–1 ∼

N respectively use only the qth ∼ (q +N − 1)th subcarriers to transmit X̄z
q , as

illustrated in Fig. 5.4. Likewise, the received signals from different antennas and

FFT outputs can be arranged as a vector, which for the 2-AP case is given in (5.13).

yz,mrc = heff,qX̄
z
q + vz,η. (5.13)

Applying MRC, we obtain

hH
eff,q

∥heff,q∥2
yz,mrc = ∥heff,q∥2 X̄

z
q +

hH
eff,q

∥heff,q∥2
vz,η. (5.14)
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Assuming perfect synchronization and disregarding spectrum efficiency, the operation

of (5.14) is named as ideal MRC that achieves the best BER performance in open-loop

communications. From (5.14), the BER is determined by ∥heff,q∥2, and

BERideal,mrc = Q

√2 ∥heff,q∥22
σ2
V

 . (5.15)

Return to the discussion of encoding scheme, and refer to Fig. 5.3(b). Suppose that

the transmitted sequence is
(
X̄z

q , X̄
z
q+1, X̄

z
q+2

)
= (1,−1,−1), the point enclosed by the

dashed black circle in Fig. 5.3(b). Without loss of generality, we look at the detection

error of X̄z
q that occurs when ̂̄xz

q,η is one of the sequences (−1,−1, 1), (−1,−1,−1),

(−1, 1, 1), (−1, 1,−1), among which, (−1,−1,−1) is closest to the transmitted se-

quence if heff,q is nearly orthogonal to heff,q+1 and heff,q+2. Thus, the most likely error

event for X̄z
q is that (1,−1,−1) is decoded as (−1,−1,−1), and the distance between

the two sequence is 2 ∥heff,q∥2, which dominates the receiving performance of X̄z
q .

Hence (5.15) serves as a BER lower bound. Recall that hn,k =
[
H1

n,k · · ·H
Nrx
n,k

]T
, the

correlation between heff,q and heff,q+1 is∣∣hH
eff,qheff,q+1

∣∣
∥heff,q∥2 ∥heff,q+1∥2

=

√
A1A2

∣∣hH
2,q+1h1,q+1

∣∣√(
A1 ∥h1,q∥22 + A2 ∥h2,q+1∥22

) (
A1 ∥h1,q+1∥22 + A2 ∥h2,q+2∥22

)
=

√
A1A2

|hH
2,q+1h1,q+1|
∥h2,q+1∥2√(

A1
∥h1,q∥22

∥h2,q+1∥22
+ A2

) (
A1 ∥h1,q+1∥22 + A2 ∥h2,q+2∥22

) . (5.16)

Since ∥hn,k∥22 ∼ Gamma (Nrx, 1) and
hH
2,q+1

∥h2,q+1∥2
h1,q+1 ∼ CN (0, 1), the correlation has

smaller value with higher probability as Nrx increases. This is the same case with

the correlation between any other pair of effective channel vectors, implying that the

average BER of encoding scheme gets closer to that of ideal MRC.

For Nrx = 1, the simulated BER of BPSK in our 2-AP case is reported in the left

part of Fig. 5.5, where the cooperative encoding approaches ideal MRC, showing that

the encoding introduced in [75] is well-designed. In the right part of Fig. 5.5, Nrx = 2,
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and the gap between the encoding and ideal MRC almost vanishes, as consistent with

the above analysis. The simulated BERs of QPSK are plotted in Fig. 5.6, where the

similar behavior can also be observed.
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Figure 5.5: (Left) Nrx = 1. (Right) Nrx = 2. The average BER of ideal MRC and
encoding scheme are plotted. A1 = A2, η = 3, and BPSK is adopted.
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Figure 5.6: (Left) Nrx = 1. (Right) Nrx = 2. The average BER of ideal MRC and
encoding scheme are plotted. A1 = A2, η = 3, and QPSK is adopted.

5.2 Benchmark Analysis: Asynchronous MRC

Now we take the multi-CFO issue into account and exploit the signal model in Sec-

tion 4.1.2. Suppose that |εn| ≤ 0.5, thus |εn − εl| ≤ 1 for any pair of AP indices

n and l. In the cooperative encoding of N–AP case, the frequency-domain received

signal across all receiving antennas is

yz,S,coding =
∑

k∈Bq,η

h̃eff,z,kX̄
z
k+

N∑
n=1

∑
k∈B\Bq,η

√
Ane

j(z−1)ϕnhn,k⊗ck(εn)X
z
n,k+vz,S, (5.17)

where the terms of first summation notation are desired signals, vz,S is the noise

term defined as vT
z,S =

[(
v1
z,F

)T · · ·
(
vNrx
z,F

)T]
, and the other terms are ICI. For the

definitions of ck(εn) and vm
z,F, please refer to Section 4.1.2. In addition, h̃eff,k’s are the

effective channel vectors carrying the data symbols X̄z
k ’s. Specifically, for the 2–AP
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case with η = 3 (Fig. 5.2(a)),

h̃eff,z,k =
2∑

n=1

√
Ane

j(z−1)ϕnhn,k+n−1 ⊗ ck+n−1(εn) for k = q, q + 1, (5.18)

h̃eff,z,q+2 =
√
A1e

j(z−1)ϕ1h1,q+2 ⊗ cq+2(ε1) + i
√

A2e
j(z−1)ϕ2h2,q ⊗ cq(ε2) . (5.19)

The subcarriers adjacent to the allocated RRUs are pilot tones or left unused to

alleviate ICI. Thus, in (5.17), Xz
n,k’s for k = q − 1, q + η are zeros or some values

known to the receiver. However, there is another CFO-related factor that greatly

impacts on BER, as stated below.

Evaluating the BER directly from (5.17) is difficult. Instead, we analyze the

benchmark performance. Consider the spectrum-inefficient scheme in Fig. 5.4(a)

again, the received signal is

yz,S,mrc = h̃eff,z,qX̄
z
q + vz,S, (5.20)

which becomes (5.21) after MRC.

h̃
H

eff,z,q∥∥∥h̃eff,z,q

∥∥∥
2

yz,S,mrc =
∥∥∥h̃eff,z,q

∥∥∥
2
X̄z

q +
h̃
H

eff,z,q∥∥∥h̃eff,z,q

∥∥∥
2

vz,S. (5.21)

The operation of (5.21) is called asynchronous MRC, whose performance serves as an

indicator of how the encoding scheme behaves, its BER of BPSK is

BERasyn,mrc = Q


√√√√2

∥∥∥h̃eff,z,q

∥∥∥2
2

σ2
V

 ≈
3∑

t=1

bt exp

−at

∥∥∥h̃eff,z,q

∥∥∥2
2

σ2
V

 , (5.22)

with

a1 = 1.752, a2 = 0.15, a3 = 14.5,

b1 = 0.208, b2 = 0.13, b3 = 0.14.

The approximation of (5.22) follows from Q (x) ≈ 0.208e−0.876x2
+ 0.13e−0.525x2

+

0.14e−7.25x2
[76], and

∥∥∥h̃eff,z,q

∥∥∥2
2
can be also be written as

∥∥∥h̃eff,z,q

∥∥∥2
2
=

Nrx∑
m=1

∥∥∥h̃m

eff,z,q

∥∥∥2
2
, (5.23)
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where∥∥∥h̃m

eff,z,q

∥∥∥2
2
=

∥∥∥∥∥
2∑

n=1

√
AnH

m
n,q+n−1e

j(z−1)ϕncq+n−1(εn)

∥∥∥∥∥
2

2

=
2∑

n=1

An

∣∣Hm
n,q+n−1

∣∣2 + 2
√
A1A2Re

((
Hm

1,q

)∗
Hm

2,q+1e
j(z−1)(ϕ2−ϕ1)ρq,q+1(ε1, ε2)

)
,

(5.24)

ρq,k(εn, εl) ,
cHq (εn) ck(εl)

∥cq(εn)∥2 ∥ck(εl)∥2
. (5.25)

The second term of (5.24) can be either negative or positive, and it being negative

will possibly worsen the BER prominently. Taking the expectation of BERasyn,mrc

w.r.t the fading gains Hm
n,k’s, we obtain

E [BERasyn,mrc] ≈
3∑

t=1

bt

[(
1 + at

A1

σ2
V

)(
1 + at

A2

σ2
V

)
− a2t

A1A2

σ4
V

|ρq,q+1(ε1, ε2)|2
]−Nrx

.

(5.26)

The derivation of (5.26) is provided in Appendix D, and demonstrated via simulations,

as shown in the upper part of Fig. 5.7, where A1

σ2
V

= A2

σ2
V

= 5 dB, Nrx = 2, and

∆ε = ε2 − ε1 ∈ [−1, 1]. The analytical and simulated results reveal that multi-CFO

problem can still cause serious performance loss, even if ICI does not exist.

Let ∆fk,nl denote the normalized frequency difference (w.r.t the subcarrier spac-

ing) between AP–n’s and AP–l’s subcarriers that convey X̄z
k . In our currently con-

sidered 2-AP case,

∆fq,12 = |(q + 1 + ε2)− (q + ε1)| = 1 +∆ε. (5.27)

The correlation between cq(ε1) and cq+1(ε2), |ρq,q+1 (ε1, ε2)|, is plotted in the lower

part of Fig. 5.7, from which we note that the average BER does not obviously increase

as ∆fq,12 > 1, corresponding to small values of |ρq,q+1 (ε1, ε2)|.

For asynchronous MRC of 3-AP case (Fig. 5.4(b)),

∥∥∥h̃m

eff,z,q

∥∥∥2
2
=

∥∥∥∥∥
3∑

n=1

√
AnH

m
n,q+n−1e

j(z−1)ϕncq+n−1(εn)

∥∥∥∥∥
2

2

(5.28)
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Figure 5.7: (Upper) For asynchronous MRC of 2-AP case, the approximated and
simulated values of average BERs are plotted w.r.t ∆ε = ε2 − ε1. The parameters
are A1

σ2
V
= A2

σ2
V
= 5 dB, Nrx = 2. (Lower) The correlation between cq(ε1) and cq+1(ε2)

is plotted w.r.t ∆ε.

The average BER of BPSK can be approximated as

E [BERasyn,mrc]

≈
3∑

t=1

bt

[
3∏

n=1

(
1 + at

An

σ2
V

)
− a2t

∑
n<l

AnAl |ρnl|2

σ4
V

− a3t
A1A2A3

σ6
V

∑
n<l

|ρnl|2
]−Nrx

, (5.29)

where

ρ12 = ρq,q+1 (ε1, ε2) , (5.30)

ρ23 = ρq+1,q+2 (ε2, ε3) , (5.31)

ρ13 = ρq,q+2 (ε1, ε3) . (5.32)

In Appendix E, we derive (5.29), which again shows that the BER is greatly affected

by the correlations between signature waveforms (|ρ12|, |ρ23|, and |ρ13|). The approx-
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Figure 5.8: The approximated and simulated values of average BERs are plotted
for different CFO orders. The values of CFOs are all different, and ε1, ε2, ε3 ∈
{−0.3, 0.1, 0.45}, and other parameters are Nrx = 1, A1

A2
= 2 dB, A3

A2
= −3 dB.

imated and simulated values of results are plotted in Fig. 5.8, where the values of

CFOs are all different with ε1, ε2, ε3 ∈ {−0.3, 0.1, 0.45}. It is clear that the order of

CFOs make great difference to BER. In this case, the normalized frequency differences

between the pairs of subcarriers conveying X̄z
q are

∆fq,12 = |(q + 1 + ε2)− (q + ε1)| = 1 + ε2 − ε1, (5.33)

∆fq,23 = |(q + 1 + ε3)− (q + 1 + ε2)| = 1 + ε3 − ε2, (5.34)

∆fq,13 = |(q + 2 + ε3)− (q + ε1)| = 2 + ε3 − ε1. (5.35)

The best average BER is achieved as ε1 < ε2 < ε3 corresponding to ∆fq,12 > 1,

∆fq,23 > 1, and ∆fq,13 > 1, while at least one of ∆fq,12, ∆fq,23, and ∆fq,13 are smaller

than one for other CFO orders.
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5.3 AP Indexing Principle

Now we go back to the cooperative encoding of 2-AP case of Fig. 5.2(a), and assume

that the subcarriers with indices k ∈ B \ Bq,η are not used to avoid any ICI. The

simulated BERs of X̄z
q , X̄

z
q+1, X̄

z
q+2 are reported in Fig. 5.9, where the correlations

respectively between cq(ε1) and cq+1(ε2), cq+1(ε1) and cq+2(ε2), cq+2(ε1) and cq(ε2) are

also plotted. The performance of X̄z
q+2 is robust against CFO because the normalized

frequency difference between the subcarriers carrying X̄z
q+2 is always greater than one,

i.e.,

∆fq+2,12 = |(q + ε2)− (q + 2 + ε1)| > 1. (5.36)
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Figure 5.9: (Upper) For the cooperative encoding of 2-AP case with η = 3, the simu-
lated values of average BERs are plotted w.r.t ∆ε = ε2 − ε1. BPSK is adopted, and
the parameters are A1

σ2
V
= A2

σ2
V
= 5 dB, Nrx = 2. (Lower) The correlations respectively

between cq(ε1) and cq+1(ε2), cq+1(ε1) and cq+2(ε2), cq+2(ε1) and cq(ε2) are plotted
w.r.t ∆ε
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Figure 5.10: (Left) X̄z
q . (Middle) X̄z

q+1. (Right) X̄
z
q+2. For the cooperative encoding

of 3-AP case with η = 3, the simulated values of average BERs are plotted. The
values of CFOs are all different, and ε1, ε2, ε3 ∈ {−0.3, 0.1, 0.45}. BPSK is adopted,
and the parameters are A1

A2
= 2 dB, A3

A2
= −3 dB, Nrx = 1.

But, it is not the same case for X̄z
q and X̄z

q+1, whose average BERs ascends as

∆ε < 0, being consistent with the observation of Fig. 5.7. Therefore, the AN should

index APs according to CFO order such ε1 < ε2.

Next we study the 3-AP case of Fig. 5.2(b) and take ICI into account. The received

signal yz,S,coding given in (5.17) with h̃eff,k’s expressed as

h̃eff,q =
3∑

n=1

√
Ane

j(z−1)ϕnhn,q+n−1 ⊗ cq+n−1(εn) , (5.37)

h̃eff,q+1 =
2∑

n=1

√
Ane

j(z−1)ϕnhn,q+n ⊗ cq+n(εn) + i
√
A3e

j(z−1)ϕ3h3,q ⊗ cq(ε3) , (5.38)

h̃eff,q+2 =
√

A1e
j(z−1)ϕ1h1,q+2 ⊗ cq+2(ε1) +

3∑
n=2

i
√
Ane

j(z−1)ϕnhn,q+n−2 ⊗ cq+n−2(εn) .

(5.39)

Applying pseudo whitening in advance, the signature waveforms ck(εn)’s in (5.17),
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(5.37)∼(5.39) are replaced with the corresponding pseudo-whitened signature wave-

forms, then the desired data symbols are jointly detected. The simulated BERs of

X̄z
q , X̄

z
q+1, and X̄z

q+2 are plotted in Fig. 5.10, where the parameters ε1, ε2, ε3,
A1

A2
, A3

A2
,

Nrx are the same those used in Fig. 5.8. The average BER of X̄z
q is best when

ε1 < ε2 < ε3, being consistent with the results of Fig. 5.8. But, for the same CFO

order, the detection performance of X̄z
q+1 and X̄z

q+2 is much worse, and

∆fq+1,13 = |(q + ε3)− (q + 1 + ε1)| = 1 + ε1 − ε3 < 1, (5.40)

∆fq+2,13 = |(q + 1 + ε3)− (q + 2 + ε1)| = 1 + ε1 − ε3 < 1. (5.41)

In this case, no CFO order can make ∆k,nl > 1 hold for all n ̸= l and k = q, q +

1, q + 2. Therefore, none of the CFO orders is universally good to the detection of

X̄z
q , X̄

z
q+1, X̄

z
q+2.

With proper AP indexing such that ε1 < ε2 < ε3, the aforementioned issue can be

easily avoided by setting η = 4, as depicted in Fig. 5.11(a), where ∆fk,nl > 1 holds for

all X̄z
k ’s. The simulation results of this setting are shown in Fig. 5.12. Compared to

Fig. 5.10, the BERs of X̄z
q+1 and X̄z

q+2 are much better as ε1 < ε2 < ε3, furthermore,

there is no significant difference between the detection of performance of different

data symbols.

From the above analysis and simulations, we summarize our cooperative open-loop

downlink transmissions design in the following.

• For each vehicle, the serving APs allocate the same RRUs that contain η sub-

carriers.

• The AN indexes APs in ascending order of CFOs such that the CFO of AP–n

is εn, and εs ≤ εl for s < l.

• AP–n’s transmitted data sequence over the allocated subcarriers is x̄z
n,q, as given

in (5.1).
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Figure 5.11: Illustration of frequency domain cooperative encoding. The scheme in
(a) requires proper AP indexing such that ε1 < ε2 < ε3. The coding schemes in (b)
and (c) are robust in the sense that the AN can index APs randomly.

• Set η ≥ N + 1 such that ∆fk,nl > 0 can hold for all X̄z
k ’s and n ̸= l.

• To enable the AP indexing principle, CFO feedback from the vehicle is required,

but only initially and when the CFO order changes.
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Figure 5.12: (Upper-Left) X̄z
q . (Upper-Right) X̄z

q+1. (Lower-Left) X̄z
q+2. (Lower-

Right) X̄z
q+3. For the cooperative encoding of 3-AP case with η = 4, the simu-

lated values of average BERs are plotted. The values of CFOs are all different, and
ε1, ε2, ε3 ∈ {−0.3, 0.1, 0.45}. BPSK is adopted, and the parameters are A1

A2
= 2 dB,

A3

A2
= −3 dB, Nrx = 1.
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5.4 Robust Cooperative Encoding Against CFO

Modifying the encoding, we propose a robust cooperative encoding, where AP–n’s

transmitted data sequence is

xz
n,q = M2(n−1)

η

[
X̄z

q · · · X̄z
q+η−1

]T
. (5.42)

By set η ≥ 2N , for any X̄z
k , it is put on the different APs’ subcarriers with index dif-

ferences at least two, and the correlations between the associated signature waveforms

will be smaller, The examples of 2-AP and 3-AP cases are respectively illustrated in

Fig. 5.11(b) and Fig. 5.11(c).
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Figure 5.13: (Left) 2-AP case cooperative encoding with η = 3. (Right) 2-AP case
robust encoding with η = 4. the average BERs of different X̄z

k ’s are collectively
evaluated. the CFOs are different with ε1, ε2 ∈ {±0.35}. BPSK is adopted, and the
parameters are A1 = A2, Nrx = 2.

The 2-AP case encoding schemes in Fig. 5.2(a) and Fig. 5.11(b) are compared

through simulations, where the CFOs are different with ε1, ε2 ∈ {±0.35}, and the
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Figure 5.14: (Left) 3-AP case cooperative encoding with η = 4. (Right) 2-AP case
robust encoding with η = 6. the average BERs of different X̄z

k ’s are collectively
evaluated. The values of CFOs are all different, and ε1, ε2, ε2 ∈ {−0.3, 0.1, 0.45}.
BPSK is adopted, and the parameters are A1

A2
= 2 dB, A3

A2
= −3 dB, Nrx = 1.

average BERs of different X̄z
k ’s are collectively evaluated. As shown in Fig. 5.13, the

scheme of Fig. 5.11(b) is insensitive to CFO order, so it is possible that the AN can

index APs randomly without hurting the performance. In other words, CFO feedback

can be avoided.

For 3-AP case, the simulation results of encodings in Fig. 5.11(a) and Fig. 5.11(c)

are compared in Fig. 5.14, which again demonstrates the robustness of our modified

encoding against CFO orders.
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5.5 Summary

Coordinated by the AN, the serving APs are able to perform cooperative encoding to

serve the vehicle. In addition to ICI, the correlations between signature waveforms,

which conveying the same data symbols, also cause serious performance loss. An easy

AP indexing according CFO order is provided to resolve this problem. Furthermore,

by trading the complexity of joint detection with robustness, a modified encoding

method is also proposed to allow AN to randomly index APs.



doi:10.6342/NTU201902343

Chapter 6

Conclusion

6.1 Dissertation Summary

This dissertation focuses on downlink receiving/transmission design in OFDMA-based

virtual cell networks. We develop two new detection schemes, and construct a pro-

cedure to suppress ICI at receivers. Moreover, an easy AP indexing principle and

robust frequency-domain encoding are proposed to facilitate cooperative open-loop

transmissions.

Our research begins with the scenario that synchronization is ideally achieved but

each of the serving APs allocates RRUs non-cooperatively and randomly, thus the

receiver decodes the packets from different APs individually. Chapter 2 describes the

fundamental properties of ML-MUD, particularly “modulation sensitivity” which is

deemed as a big concern about reliability under the coexistence of uRLLC and eMBB

(or some other services that often use high-order modulation).

Without precise power control and allocation in open-loop communications, the

strengths of received signals from different APs may be significantly different. Chap-

ter 3 invents two methods R-ML-MUD and GLMMSE to address interference weaker

than the desired signal. Utilizing the weakness of interfering signal and the character-

istic of downlink transmissions, R-ML-MUD treats the interference with high-order

modulation as being lower-order modulated such that the complexity of joint detec-

tion can be greatly decreased. On the other hand, compared with conventional PR,

119
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GLMMSE can avoid losing too much of the desired signal’s power when cancelling

weak signals from multiple interfering APs, hence a notable SNR gain is earned.

Although the proposed schemes are developed under the assumption of perfect syn-

chronization, our proposed methods can be applied to asynchronous scenarios with

proper signal model formulation.

Starting from Chapter 4, we take CFO issue into account to look at the scenario

that is more challenging than the considered situation in Chapter 2 and Chapter 3.

Analyzing the signature waveforms of subcarriers, we propose P-ICI-W/PT-ICI-W

that is able to approach tradition whitening scheme in terms of BER and SINR. With

pseudo whitening and GLMMSE, we develop a two-stage ICI suppression strategy

suitable for downlink receiver implementation. Furthermore, Alamouti coding [68]

and CIOD [69] are taken into the two-stage processing, being evaluated and compared

via simulations for a comprehensive study.

In Chapter 5, APs’ cooperative transmissions enabled by the coordination of AN

is assumed. A very straightforward cooperative encoding scheme [75] is implemented

over frequency domain. Despite that ICI can be pseudo-whitened, the multiple CFOs

still significantly degrade BER due to the increasing correlations between signature

waveforms that convey the same data symbols. By indexing APs according to CFO

order, this performance loss can be alleviated. Finally, a robust encoding scheme is

proposed such that indexing APs in a random manner without hurting performance

is made possible.

6.2 Future Work

R-ML-MUD and sphere decoding are two very different complexity reduction meth-

ods, however, such difference does not prevent them from being executed together.

Actually, their integration is straightforward and will be one of the extended works.

Besides, R-ML-MUD shares similar concept of interference-ignorant SUD and power-
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domain NOMA to utilize differences in received signal strengths, as mentioned in

Section 3.5. Applying R-ML-MUD in NOMA scenario, the stringent signal power

ratio condition can be relaxed at the expense of higher detection complexity. This

application of R-ML-MUD increases the flexibility in implementing power-domain

NOMA, and is worth further investigation.

Also mentioned at the end of Section 3.5, R-ML-MUD can not be used to address

strong interference, and GLMMSE may not be better than PR in this case. Gen-

eralizing the idea of LMMSE-SIC, we can use GLMMSE-SIC to deal with stronger

interfering signals. The details of this new detection scheme as well as its resultant

performance is also one of our interests.

In Chapter 5, our research is based on the assumption that |εn| ≤ 0.5. When

|εn| > 0.5, from the vehicle’s angle, it is like that APs randomly allocate RRUs, the

receiver may just decodes the desired signals from serving APs separately using the

schemes introduced in Chapter 3 and Chapter 4. Nevertheless, for non-cooperative

transmissions, we only look at the detection performance of desired data from one

single path (AP), the overall reliability of multi-path transmissions is not evaluated

and shall be analyzed in the future work. We are also interested in how to combine

received signals from different paths for imperfect (non-cooperative) RRUs allocation

or |εn| > 0.5 as well as the question “Which transmission scheme is better in terms

of overall system design, cooperative or non-cooperative?”.

In our dissertation, the channel gains and CFO values from different APs are as-

sumed perfectly known to the receiver. In the next step of this research, we shall start

to consider channel/CFO estimation that may be facilitated by proper preamble/pilot

arrangement.

Another fundamental question we have not yet answered is “How to decide the

size of virtual cell?” or specifically, “What is the minimum number of APs/paths

to ensure the predetermined reliability?”. Due to the path loss to attenuate signal
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strength, we ignore the interference from any AP not belonging to the virtual cell

in this dissertation. However, when it comes to the virtual cell size design, we are

supposed to consider the accumulated interference from the nearby APs outside the

virtual cell that might not be ignorable and have great impact on overall reliability

if the virtual cell size is small. AP density and CP length should also be included in

consideration because a big virtual size may result in TDOA-related ISI/ICI if AP

deployment is not so dense in some areas or CP length is not long enough.

In open-loop communications, it not feasible for APs and AN to exactly know the

channel conditions, making the determination of virtual cell size very challenging.

Leveraging machine learning techniques [77], it is possible to learn the path loss law,

shadowing effect, interference map in surrounding area, etc. to help the AN form the

virtual cells for vehicles in service, which will be our principal research in the future

towards the development of virtual cell networking.
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Appendix A

Proof of (2.23)

Let ĥN stand for the orthogonal projection of hN on span(h1, . . . ,hN−1), then we

have the following.

qN =
1

RNN

(
hN − ĥN

)
, (A.1)

D2
ML = D2

ZF + min
x̃−N∈

N−1∏
n=1

Mn

∥∥∥∥∥√AN

(
XN − X̃N

)
ĥN −

N−1∑
n=1

√
An

(
X̃n −Xn

)
hn

∥∥∥∥∥
2

2

.

(A.2)

Since Q = HR−1,

qN =
N−1∑
n=1

(
R−1

)
nN

hn +R−1
NNhN . (A.3)

Express R as

R =

[
RIS rNS

01×(N−1) RNN

]
. (A.4)

By the block-wise matrix inversion formula [34], we have

R−1 =

[
R−1

IS r−NS

01×(N−1) R−1
NN

]
, (A.5)

r−NS = −R−1
IS rNSR

−1
NN . (A.6)
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From (A.1), (A.3), (A.5), and (A.6),

ĥN = −RNNqN + hN
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. (A.7)

By (A.2), (A.7), and ∆n = 2
√
An ∥hn∥2 dn, (2.23) is obtained.
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Appendix B

Proof of (2.32)

Express R̃ as

R̃ =

[
R̃IS r̃NS

01×(N−1) R̃NN

]
=
[
R̃I r̃N

]
. (B.1)

From Lemma 2 and Lemma 3,
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In (B.2), the last equality follows from r̃HNSR̃IS = r̃HNR̃I and R̃
H

ISR̃IS = R̃
H

I R̃I , as

easily seen from (B.1). In (2.10), if R is substituted for H, then RIS

01×(N−1)
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135



doi:10.6342/NTU201902343

APPENDIX B. PROOF OF (2.32) 136

where Q is some unitary matrix different from Q̃, eN is the N × 1 zero vector with

the Nth entry replaced by 1,

D̃I =
[
DI 0(N−1)×1

]T
, (B.4)

DI = diag

√σ2
V

A1

, . . . ,

√
σ2
V

AN−1

 . (B.5)

(B.3) holds because the entries of R̃ depends only on the norms of the columns of

matrix to be QR-factorized and the inner products between them. From (B.2) and

(B.3), we have
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In (B.6), the second equality follows from the matrix inversion lemma [28], and ΓN

is defined in (2.33). Hence,

lim
AN
σ2
V

→∞
ηSNR = rHNS

(
RISΓ

−1
N Γ−1

N RH
IS

)−1
rNS

=
∥∥ΓNR

−1
IS rNS

∥∥2
2

=
∥∥RNNΓN

(
−R−1

IS rNSR
−1
NN

)∥∥2
2

=
∥∥RNNΓNr

−
NS

∥∥2
2
, (B.7)

where the last equality follows from (A.6).
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Appendix C

Proof of (4.66)

By (4.58), (4.59), (4.67), and (4.68), we have

sCI,1,k(εn) Ū
z
n,k + sCI,2,k(εn) Ū

z+1
n,k

=

[
st,1,k(εn)

0Nrx(2β+1)×1

]{(
Re(X̄n,k,1) cos θ−Im(X̄n,k,1) sin θ

)
+j
(
Re(X̄n,k,2) sin θ+Im(X̄n,k,2) cos θ

)}
+

[
0Nrx(2β+1)×1

ejϕnst,2,k(εn)

]{(
Re(X̄n,k,2) cos θ−Im(X̄n,k,2) sin θ

)
+j
(
Re(X̄n,k,1) sin θ+Im(X̄n,k,1) cos θ

)}
=

{[
st,1,k(εn) cos θ
0Nrx(2β+1)×1

]
+

[
0Nrx(2β+1)×1

jejϕnst,2,k(εn) sin θ

]} (
Re(X̄n,k,1)+jIm(X̄n,k,2)

)
+

{[
jst,1,k(εn) sin θ
0Nrx(2β+1)×1

]
+

[
0Nrx(2β+1)×1

ejϕnst,2,k(εn) cos θ

]} (
Re(X̄n,k,2) + jIm(X̄n,k,1)

)
= s̃CI,1,k(εn) X̃n,k,1 + s̃CI,2,k(εn) X̃n,k,2. (C.1)

Hence, (4.66) is proved.
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Appendix D

Proof of (5.26)

The following lemma is useful in our proof.

Lemma 4. Let a, b be any two real numbers, and X be a Gaussian random variable

with variance 1
2
, i.e. X ∼ CN

(
0, 1

2

)
, then

E
{
e−aX2−2bX

}
= (1 + a)−

1
2 exp

(
b2

1 + a

)
. (D.1)

From (5.22) and (5.23), we have

E [BERasyn,mrc] ≈
3∑

t=1

bt E

exp
−at

∥∥∥h̃eff,q

∥∥∥2
2

σ2
V




=
3∑

t=1

bt

 Nrx∏
m=1

E

exp
−at

∥∥∥h̃m

eff,q

∥∥∥2
2

σ2
V



 . (D.2)

The equality of (D.2) follows from that Hm
n,k’s are independent across different indices

n and m. Let w = at
σ2
V
, ρ12 = ρq,q+1(ε1, ε2), and

H̄m
1,q =

(
Hm

1,q

)∗
ejarg(ρ12H

m
2,q+1). (D.3)
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By (5.24),

E

exp
−at

∥∥∥h̃m

eff,q

∥∥∥2
2

σ2
V




= E
[
exp

(
−wA1

∣∣H̄m
1,q

∣∣2 − 2w
√
A1A2

∣∣ρ12Hm
2,q+1

∣∣Re (H̄m
1,q

)
− wA2

∣∣Hm
2,q+1

∣∣2)]
= (1 + wA1)

−1 E

[
exp

(
w2A1A2 |ρ12|2

1 + wA1

∣∣Hm
2,q+1

∣∣2 − wA2

∣∣Hm
2,q+1

∣∣2)] (D.4)

= (1 + wA1)
−1

(
1− w2A1A2 |ρ12|2 − wA2 − w2A1A2

1 + wA1

)−1

(D.5)

=
(
(1 + wA1) (1 + wA2)− w2A1A2 |ρ12|2

)−1
. (D.6)

In the above equations, (D.4) and (D.5) follow from taking expectation w.r.t H̄m
1,q and

Hm
2,q+1 using Lemma 4. From (D.2) and (D.6), we obtain (5.26).
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Appendix E

Proof of (5.29)

E

exp
−at

∥∥∥h̃m

eff,q

∥∥∥2
2

σ2
V




= E

exp
−w

∥∥∥∥∥
3∑

n=1

√
AnH

m
n,q+n−1cq+n−1(εn)

∥∥∥∥∥
2

2


= E

[
exp

(
−wA1

∣∣Hm
1,q

∣∣2 − 2w
√

A1Re

{
3∑

n=2

√
An

(
Hm

1,q

)∗
Hm

n,q+n−1 ρ1n

})

exp

−w

∥∥∥∥∥
3∑

n=2

√
AnH

m
n,q+n−1cq+n−1(εn)

∥∥∥∥∥
2

2


= (1 + wA1)

−1 E

[
exp

(
w2A1

∣∣∑3
n=2

√
AnH

m
n,q+n−1 ρ1n

∣∣2
1 + wA1

)

exp

−w

∥∥∥∥∥
3∑

n=2

√
AnH

m
n,q+n−1cq+n−1(εn)

∥∥∥∥∥
2

2

 (E.1)

= (1 + wA1)
−1 E

[
exp

(
−

3∑
n=2

(
wAn −

w2A1An |ρ1n|2

1 + wA1

)∣∣Hm
n,q+n−1

∣∣2)

exp

(
2Re

{(
Hm

2,q+1

)∗(
w
√

A2A3ρ23 − ρ∗12ρ13
w2A1

√
A2A3

1 + wA1

)
Hm

3,q+2

})]
= (1 + wA1)

−1

(
1 + wA2 −

w2A1A2 |ρ12|2

1 + wA1

)−1

E

exp

∣∣Hm

3,l

∣∣2 ∣∣∣w√A2A3ρ23 − ρ∗12ρ13
w2A1

√
A2A3

1+wA1

∣∣∣2
1 + wA2 − w2A1A2|ρ12|2

1+wA1

−

(
wA3 −

w2A1A3 |ρ13|2

1 + wA1

)∣∣Hm
3,q+2

∣∣2

 .

(E.2)
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In the above equations, w = at
σ2
V
, (E.1) and (E.2) are obtained by taking expectation

w.r.t Hm
1,q and Hm

2,q+1. Ignoring the term ρ∗12ρ13
w2A1

√
A2A3

1+wA1
in (E.2) and performing the

expectation lead to

E

exp
−at

∥∥∥h̃m

eff,q

∥∥∥2
2

σ2
V




≈
(
(1 + wA1) (1 + wA2)− w2A1A2 |ρ12|2

)−1(
1− (1 + wA1)w

2A2A3 |ρ23|2

(1 + wA1) (1 + wA2)− w2A1A2 |ρ12|2
+ wA3 −

w2A1A3 |ρ13|2

1 + wA1

)−1

≈
[
(1 + wA1) (1 + wA2)− w2A1A2 |ρ12|2 − (1 + wA1)w

2A2A3 |ρ23|2

+wA3 (1 + wA1) (1 + wA2)− w3A1A2A3 |ρ12|2 − (1 + wA2)w
2A1A3 |ρ13|2

]−1
,

(E.3)

=

[
3∏

n=1

(1 + wAn)− w2
∑
n<l

AnAl |ρnl|2 − w3A1A2A3

∑
n<l

|ρnl|2
]−1

. (E.4)

The approximation of (E.3) comes from ignoring w2A1A2 |ρ12|2 w2A1A3|ρ13|2
1+wA1

. Substi-

tuting (E.4) into (D.2), (5.29) is yielded.




