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Abstract

To achieve ultra-low latency mobile networking, recent efforts to integrate virtual cell
with open-loop communications and proactive network association suggest the facili-
tation of new technological paradigm, but the interference from different co-locating
virtual cells is hard to handle. Open-loop transmissions make beam-forming/interference
alignment (IA) infeasible due to the need of channel state information (CSI) feedback.
Multiuser detection (MUD) is therefore employed to address downlink interference.
We note that the bit error rate (BER) of maximum-likelihood MUD (ML-MUD)
is sensitive to the modulation of interference. As the interferer uses low-order mod-
ulation, the BER of desired signal can approach the ideal case without interference.
But if the interferer adopts high-order modulation, the resultant BER is significantly
degraded. Our study shows that such modulation sensitivity can be eased by multi-
antenna technique. We also propose two methods to reduce the notorious compu-
tational complexity of MUD, particularly involving higher-order modulations. The
first scheme is termed reduced-computation ML-MUD (R-ML-MUD) that exploits
the characteristic of downlink to shrink the ML solution space, consequently lead-
ing to lower detection complexity. The second scheme is a new projection receiver,
called generalized linear minimum mean square error equalizer (GLMMSE) resulting
in notable signal-to-noise ratio (SNR) gain over the conventional projection method.
Nevertheless, losing perfect synchronization creates difficulty in tackling multiple
access interference (MAI). Multiple carrier frequency offsets (CFOs) due to differ-

ent oscillators at different access points (APs) incur serious inter-carrier interfer-
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ence (ICI) to complicate downlink MAI. Asynchronous MUD with ICI-Whitening
was shown leading to satisfactory performance, but the whitening scheme needs the
covariance matrix of ICI that is practically hard to obtain for downlink receivers.
We therefore develop a two-stage ICI suppression method to resolve this challenge.
The first-stage processing is Pseudo-ICI-Whitening (P-ICI-W), which does not rely
on the estimation of ICI covariance and is suitable for asynchronous downlink. In
terms of post-processing signal-to-interference-plus-noise ratio (SINR) and BER, our
proposed mechanism can approach ICI-Whitening. The second-stage processing is
based on GLMMSE to further cancel some ICI terms. We also apply our scheme
to space-time-block-coded signals, considering Alamouti coding and Complex Inter-
leaved Orthogonal Design.

Finally, we assume that APs can coordinately allocate radio resource for the served
vehicles and enforce frequency-domain cooperative data encoding. Our analysis shows
that CFOs will still noticeably worsen the BER, even if ICI is well-addressed. Such
problem can be resolved by indexing APs according to the order of CFOs. Further-
more, we propose a robust encoding scheme that achieves satisfactory performance

and allows random AP indexing, thus CFO feedback can be avoided.

Keyword: Multiuser detection, interference suppression, open-loop com-

munications, vehicular networks, virtual cell, uRLLC, 5G
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Chapter 1

Introduction

5G networks contain three major components [1]: enhanced mobile broadband (eMBB),
massive machine-type communication (mMTC), and ultra-reliable low-latency com-
munication (uURLLC). eMBB aims at high data rates, and mMTC accommodates
connectivity of massive devices to enable the Internet of Things (IoT); meanwhile
uRLLC is expected to support a wide range of new services from industrial automa-
tion to augmented reality, which require both low latency and high reliability [2, 3].
Undoubtedly, due to safety concerns, vehicular networking is one of uRLLC applica-

tions with the most stringent latency and reliability restriction.

1.1 Ultra-Low Latency Vehicular Networking

To widely deploy autonomous vehicles (AVs), the common agreement of target end-
to-end networking latency should be at the order of 1 ms [4,5], far below the latency
of 100 ms in 4G systems. Due to the high mobility of AVs, the required technologies
can be even more challenging than Tactile Internet [6]. According to [7-10], such
kind of uRLLC can be promisingly realized by introducing fog/edge computing in
a heterogeneous network architecture, consisting of low-power access points (APs)
to enhance spectrum efficiency and high-power nodes (HPNs) to ensure ubiquitous
services. A group of APs are governed by an anchor node (AN) serving fog/edge

computing to warrant real-time management and control of AVs.
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To greatly curtail latency in radio access, the network architecture [10] revolution-
arily utilizes open-loop communications together with proactive network association
and anticipatory mobility management. In open-loop communications, receivers do
not provide transmitters with CSI and acknowledgment messages for physical layer
(PHY) transmissions to forward packets to higher layer as fast as possible [8]. For
better reliability, AVs communicate with the AN through multiple APs (multiple
paths). In the uplink, each AV proactively associates with appropriate APs to access
and proceed transmissions [9] while the grant-free transmissions [11,12] are carried
out. The reliability can be guaranteed given that at least one of the multi-path trans-
missions succeeds. On the other hand, the AN with fog/edge computing can execute
anticipatory mobility management to predict the APs with which each vehicle is go-
ing to associate [13]. Consequently, the downlink packets can be sent from the AN
to appropriate APs and subsequently relayed to the vehicle in time.

The packet size is typically small in uRLLC [14]. Regarding short-packet trans-
missions, the achievable capacity has been derived in [15], and [16] gives a review
of recent information-theoretic works in communication with short packets. In [17],
the blocklength design to minimize the decoding error probability is proposed to sup-
port uRLLC-enabled unmanned aerial vehicle (UAV) system. As to the candidate
channel coding schemes including polar code, low density parity check (LDPC) code,
convolutional code, etc., the comparative investigations can be found in [14,18,19].

In traditional wireless networks, each mobile node (a vehicle in our context) is
served by one AP or base station (BS) with complicated closed-loop control signal-
ing, and handover is performed when nodes move across the coverage boundaries
of APs or BSs. Differently, in the discussed uRLLC vehicular network, each AV
is served by multiple APs, which virtually form a large cell, in addition, the con-
ventional time-consuming handover process is greatly simplified through proactive

network association and anticipatory mobility management. That is, in this vehicle-
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Node Fog/Edge
b Computing
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Channel-1

AP-1 ((R))

& (@)

High data rate
service (eMBB)

Figure 1.1: (Left) Each vehicle is served by multiple APs to form a virtual cell. With-
out central optimization of radio resource allocation, each AP may randomly select
RRUs to provide downlink services, incurring co-channel interference. Even worse,
such interference could also be from a HPN. (Right) Co-channel MAI in channel-1.
centric networking, there is only one AV in each virtual cell, and multiple APs serve
this mobile node. Each AP is designated as a network and radio slice [20,21] to this
virtual cell, and simultaneously serves multiple virtual cells using other radio slices.
In order to facilitate this concept, APs and subsequently the AN must run network
virtualization in software defined networking (SDN) [7].

However, the holistic design of resource management remains technically challeng-
ing in uRLLC [22]. Due to the broadcast nature of wireless medium to incur inter-
ference, it seems that radio resource allocation should be globaly optimized across
APs and HPNs, requiring information from AVs and other user equipments (UEs).
Nevertheless, the overall processing time for global optimization plus collecting infor-
mation from different network entities could be too long to satisfy the dynamic vehicle

network. To ultimately save overhead and latency, each AP may just randomly se-
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lect radio resource units (RRUs) to serve AVs, making multiple access interference
(MAI) inevitable. From the receiver’s angle, in each of downlink channels, there will
be only one AP in the virtual cell to transmit the desired signal interfered by other
APs’ transmissions. Even worse, such MAI could be also from a HPN, as an inherent
challenge in heterogeneous networks [23,24]. For example, in the left part of Fig. 1.1,
there are two virtual cells centered at different colored cars. APs-1~3 respectively
allocate channels—1~3 to the green car, while these APs and the HPN serve other
vehicles/UEs via different RRUs to interfere with the green car’s packets receiving in
channel-1, as shown in the right part of Fig. 1.1. Although beam-forming [25,26] and
interference alignment (IA) [24,27] are known to suppress inter-cell interference, such

schemes do not fit open-loop communications due to the need of CSI at transmitters.

1.2 Signal Detection Schemes

As just indicated, MAI is hard to manage/suppress from network/transmitter side
because the required processing time may violate the latency constraint. Thus MAI
is supposed to be handled at the receiver side, and a more sophisticated receiver is
desirable. In this section, some well-known detection schemes against MAI are intro-
duced. To enhance receiving performance, the diversity technique shall be adopted.
Here we assume spatial diversity by multiple receiving antennas.

Suppose that the vehicle associates with N >2 APs to form a virtual cell. Using
multi-path transmissions, the AN sends the packets to the vehicle through the N
APs, which may randomly select radio channels to serve the vehicle. In the worst
case, the vehicle receives the packets from different APs and different channels. Like
the situation mentioned at Section 1.1 (Fig. 1.1), in each channel, only one AP sends
the desired signal, and other APs cause co-channel interference (CCI). Without loss
of generality, we look at the channel where AP—N relays the desired data of uRLLC

applications from the AN to the AV, and AP-1~AP—(N — 1) are interferers (refer
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Figure 1.2: Downlink M AT scenario. Without loss of generality, we look at the channel
where AP—N relays the desired data of uRLLC applications from the AN to the AV,
and AP-1~AP—(N — 1) are interferers.

to Fig. 1.2). Forn = 1,--- /N, X,, and M,, represent the transmitted symbol and
signal constellation of AP-n, and E [|Xn|2] = 1. Assume that each AP is equipped

with a single antenna, and the vehicle is equipped with N, antennas for N, > N,

then the received signal y is
N
Y=Y VA X, +v. (1.1)
n=1

A, is AP-n’s mean signal power received at the vehicle, h, =[Hy, ... Hern]T is the
fading gain from AP-n to the vehicle, and v = [V} ... Vy,]|" is the white noise at
the receiving antennas with v ~ CN (0,0%1y,, ). Next, we give a brief summary of

conventional detection schemes in the following subsections.

1.2.1 Single-User Detection

A single-user detection for X treats the interference term Zg:_ll VAh, X, in (1.1)

as noise, and estimate Xy according to

~ 2
Xy = argmin Hy - \/ANthNH ) (1.2)
2

TNEMN
The detection works well only when the interfering signals from other APs are much

weaker than the desired signal from AP-N. If the interference from some AP, say
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AP-1, is stronger than the desired signal, the receiver can decode X, first, subtract

\/Alhl)?l from y, and then decode Xy by

Yy — \/A_lhl)?l —\ ANhN'TN
2
’y— \/A_1h1$1H2' (1.4)

Xy = argmin
TNEMN

z, (1.3)

X1, = argmin
r1EMy

Without losing generality, we assume that the interference from APs-1~ K is weaker
than AP—N’s signal, can be estimated according to the descending signal power order

Ay > Ay >---> Ak by (1.4) and (1.5).

2

X, = argmin
LtneMn

form=2,... K. (1.5)

n—1
y — Z VAMh X, — A h,z,
g=1

2

Then the estimate of X is obtained via

2

(1.6)

Xy = argmin
TNEMN

K
y— Z V Anhn)?n Y, ANthN
n=1

2

The method described in (1.4)~(1.6) is called successive interference cancellation

(SIC), its effectiveness heavily depends on the significant differences in signal strengths.

1.2.2 Multiuser Detection

In MUD, the receiver may adopt individually optimum or jointly optimum strategies
[28]. The individually optimum decision is made according to maximum a posterior
(MAP) rule given in (1.7) to minimize the error probability Pr {)A( N#X N}.

2

N
n=1

2
Oy

)A(N:argmin Z Pr{X,=uxz,...., Xy =2,}exp 2

xNEMN _
(x1,e0) fN—l)EHi;’:ll My

(1.7)

= arg min Z exp 5 = (1.8)

d0i:10.6342/NTU201902343



CHAPTER 1. INTRODUCTION 7

The equality in (1.8) holds when the constellation points z,, in M,, are equiprobable
for any n.
On the other hand, the jointly optimum decisions are the maximum-likelihood

(ML) decisions <)?1, . ,)?N> obtained by

N
()A(l,...,)A(N> = arg min y—Z\/Anhan

N =1
(#1,002n)€ T] Mn n=
n=1

. (1.9)

The operation of (1.9) is also called maximum likelihood sequence estimation (MLSE)
or ML-MUD.
In (1.8), if the SNR is not extremely low, the sum is dominated by the largest

term, the following approximation can be used [29, 30].

N 2
ﬁP—ZVMM%

N

A max exp , (1.10)
(@1,xn—1)ETTN ] My Oy

whereby (1.8) is simplified as (1.9), both type of decisions will agree with very high
probability [28], and the difference between their performance is small, particularly
at high SNR [29].

SIC and MUD require the knowledge of modulation format of interferers and
interfering channel gains. The modulation information is usually encoded in the
preamble, so it can be decodable at the receiver even though the signals from APs—
1 ~ (N —1) are not intended for the vehicle in the discussed scenario (Fig. 1.2), and

the channel estimation is made possible by appropriate placement of pilots.
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1.2.3 ZF/LMMSE Detection

The complexity of MUD grows exponentially with the number of jointly detected
symbols N. In this subsection, we introduce two suboptimal detectors with the
complexity that grows linearly with N, and the method of SIC derived from them.
1) Zero-forcing (ZF) detection

Let Hy = [v/Aihy---/Ahy] and x = [X; - - Xn]". The received signal y in
(1.1) is rewritten as

y =Hix+v. (1.11)

Using ZF [31,32] to entirely eliminate MAI, the received signal is pre-multiplying by

the Moore-Penrose pseudo inverse of the channel matrix H 4, leading to
~ —1 1
y=(H{H,) Hiy=x+ (H{H4) Hv. (1.12)

Denote the Nth component of y by ?N, the desired data symbol is detected via

2

)?N = arg min ‘?N - Xn| , (1.13)
XNEMN
where
Yy = eNy = wipy (1.14)
wyzr = HyC ey, (1.15)
C=HIH,. (1.16)

In the above equations, ey is a NV x 1 vector with the Nth entry replaced with one.
2) Linear minimum mean square error (LMMSE) detection
The LMMSE detection [31-33] is to estimate the desired signal by linearly com-

bining the weighted versions of received signals. The weighting vector is derived based
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on mean square error minimization (1.17) or SINR maximization (1.18) criterion.

WyMsE = argmin = E [’WHy — XNH = \/EC;th, (1.17)
2
WMaxSINR ar'g max A [w'hy T = \/A_NC;th. (1.18)
v UWH(Z 'VA,h, X, —i—v)”
where
Cy =E [yy"] = Cr + Ayhyhy, (1.19)
C= NZ_l A b 02Ty (1.20)
n=1

Using the matrix inversion lemma [28],

wiamse = V A (CI+ANhNhH) hy
C;'hyhiC;t
H—1 hy
A +hyC; hy
. 1hNth 'hy
hN— H~—1
A +hyC; 'hy

:\/A_( A - )Cfth

A+ hEC Thy

AR
= W Max , 1.21
(AN1+hgc;1hN) MexSINT (1.21)

C 1

which shows that wynse and Wyagsing are proportional to each other. Since mul-
tiplicative constants in weighting vectors do not change the resultant SINR, the two

criteria are equivalent. Thus, the LMMSE detection is to execute

A~

2
XN = arg min ‘Wf/IMSE <y — 1\ ANhNJIN>

TNEMN

3) LMMSE/ZF-Successive interference cancellation (LMMSE /ZF-SIC)

(1.22)

The receiver applies successive interference cancellation to recover the streams
(interfering signals or desired signals) one by one. At each step, the receiver esti-
mates one stream according ZF or LMMSE detection, then subtracts the estimated

component from the received signal. For example, after ¢ steps, the received signal is

J4
yf = y - Z \/Znshns)/(\rns7 (123)
s=1
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where n, is the index of cancelled signal at the sth step. In other words, this type
of detector tries to generate an identical copy of MAI by ZF/LMMSE-estimate of
X,’s from interfering APs and cancel the associated interference successively until

the desired symbol is detected.

1.2.4 Projection Receiver

Multiuser projection receiver (PR) [35,36] partially eliminates MAI, then jointly de-

tects the remaining interference and desired signal in the following manner.

2

N
<)?K+17 o ,)?N> = arg min P (y — Z \/Anhnxn) , o (1.24)
(K +1yZN)E ﬁ Mo, n=K+1 9
n=K+1
where
P= Ier - HI (H?H[)il HJILI, (1.25)

Hy = [V -/ Aghy] (1.26)

The operation of (1.24) means that the receiver jointly decodes X .1,..., Xy after

cancelling the interfering signals from APs-1 ~ K.

When K = N — 1 in (1.26), we have

= 1 VA o 8 V] (@ (@ 1
H; = [\/A_lhl E \/EhN—l} ; (1.28)

 rHer HH;, VAyHhy
C_HAHA_[ VAhEH,  Ayhhy | (1.29)

By the block-wise matrix inversion formula [34],

T

[(C_l)lN o (C_l)(N_l)N} _\/A_N (H?HI)_l H?hN (C_I)NN : (1.30)

Substituting (1.30) into (1.27) leads to

wae = (C7) (T — Hy (HIH,) " HY) (VAvhy ). (1.31)

From (1.31) and (1.25), ZF equalizer can be deemed as a special case of PR.
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1.3 Joint Detection to Address Interference in the
Virtual Cell: Feasibility and Possible Issues

Please recall that ultra-low latency is achieved mainly by system architecture inno-
vation, networking protocols simplification, etc. As a matter of fact, the significant
gain in end-to-end networking latency does not come from signal detection in PHY
however, proactive and open-loop communication contributes such latency deduc-
tion but also creates a new technology challenge to reliably detect and demodulate
signals [10]. In other words, the concern “how to receive the low-latency data trans-
missions reliably?” naturally arises in this innovative cross-layer system design, where
we adopt MUD to achieve the best possible BER performance that is closely related
to “reliability”.

MUD, the joint detection of multiple simultaneous transmissions, has been long
investigated in code division multiple access (CDMA) [28,30] and multiple-input
multiple-output (MIMO) communications [32]. In CDMA, ML-MUD can effectively
overcome the near-far problem [37], in which a near user causes excess interference
to a far user. But the detection complexity grows exponentially as the number of
involved users increases, as a major obstacle to practical implementation. Likewise,
MIMO receivers suffer from high detection complexity for high-order modulation.
However, in our scenario, the number of neighboring APs is limited. In addition,
high-order modulation might not be necessary since the ultimate goal of our system
design is to achieve ultra-low latency rather than pursuing high data rate [14]. In other
words, we care about uRLLC traffic instead of eMBB traffic in this research. High
instantaneous data rate does not necessarily imply good uRLLC throughput if the
time for running networking protocols is considered. A great amount of latency can
be saved in layer-1 and layer-2 via proactive open-loop communications, the average
throughput can possibly meet the requirement of uRLLC by low-order modulation,
say BPSK or QPSK.
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Unfortunately, owing to lacking sufficient processing time for global radio resource
allocation, some high-order modulated signals generated from eMBB and other traffic
can still interfere with uRLLC in the PHY of air interface (see Fig. 1.1) [14,21]. The
threat from MAI particularly of high-order modulation is twofold: degrading BER
performance more and increasing detection complexity. By ML-MUD, it is possible to
approach the ideal detection performance as if no interferer was present, but the BER
is very sensitive to the modulation schemes of interferers. It is well-known that ML-
MUD in CDMA and general multiuser communication scenarios is “asymptotically”
near-far resistant and thus insensitive to interference power [37]. Nonetheless, in our
context that is not possible to enjoy the asymptotic behavior, ML-MUD is found still
suffering from the sensitivity to the modulations of interfering signals that is seldom
discussed in the traditional MUD literatures. Interferers using high-order modulations
obviously further deteriorate the joint detection especially for comparable received
power of desired signal and interference at the receiver. Luckily, we discover that
such sensitivity can be easily relieved by multi-antenna technique [38,39].

When the interfering signal with high-order modulation has weaker received power
than the desired signal (due to path loss and/or shadowing), the receiver may just
ignore it, but the BER will be poor if the interference is not weaker enough. ML-
MUD suffers from high-complexity concern, and ignoring the interference may lead to
bad performance. This dilemma suggests something in-between. Different from typ-
ical uplink MUD, the purpose of downlink MUD is to counter MAI, not to correctly
decode all the received signals from designated transmitter and interferers. Instead
of disregarding interference, we exploit this downlink distinction to propose a unique
realization of MUD, R-ML-MUD, treating high-order modulated interfering signal as
being lower-order modulated (which is equivalent to partially ignoring weak interfer-
ence), whereby the ML solution space shrinks substantially [38,40]. The resulting

BER can be acceptable even when LMMSE does not ideally function. Although the
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complexity still grows exponentially with the increased number of interfering sources,
R-ML-MUD can practically lower the computation load down to a reasonable level
because of the limited number of neighboring APs, particularly if smart arrangement
of RRUs in use.

To entirely avoid the high complexity of ML-MUD, using ZF /LMMSE to cancel all
the interference is common, but leads to diversity loss [31,41]. Conventional projection
receiver (PR) [35,36] to cancel just a portion of interference serves a compromise
between complexity and performance. The received signal is projected towards the
orthogonal complement of subspace spanned by some portion of interfering signals,
which can be totally removed. Nonetheless, the energy of desired signal could be lost
a lot after projection. Towards mitigating the drawback, we propose a generalization
of LMMSE (GLMMSE) [38] as a new type of projection detection structure to find
a subspace where there is some residue of suppressed interference after projection,
but more amount of energy will be retained in the desired signal. Compared to the
conventional PR, GLMMSE has noticeable SNR gain for multiple weaker interfering

signals being suppressed.

1.4 OFDMA-Based Virtual Cell Networks

Our research is conducted based on Orthogonal Frequency Division Multiple Ac-
cess (OFDMA), which has been widely used in many applications such as wire-
less local area Networks (WLAN), The Third Generation Partnership Project Long-
Term-FEvolution (3GPP-LTE). In OFDMA-based virtual cell networks, the scenario
in Fig. 1.1 can be depicted as Fig. 1.3, where each AP allocates a RRU composed of
several resource elements (REs) for the served vehicle, and each RE is 1 subcarrier x
1 OFDM symbol. In this section, we introduce the signal model of OFDM [42,43],

and account for the challenge in asynchronous downlink.
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Figure 1.3: (Left) Each AP in the virtual cell allocates a RRU to serve a vehicle.
(Right) Co-channel MAT in RRU-1.

1.4.1 Signal Model in Perfect Synchronization

The discrete time-domain transmitted signal from AP-n during the zth OFDM sym-

bol duration is

; 1 Nege—1 B j2mk(¢—Nep—(z—1)(Nggy+Nep))
[Eme = m ZXn’ke Nty 5 (Z_ 1) (fot+Ncp) SES Z(Nﬂt+NCp)7
b k=0

(1.32)
where £ is the sample index of time-domain signal, X7, is the kth subcarrier data
symbol of AP-n, Ng and N, are the size of fast Fourier transform (FFT) and cyclic
prefix (CP) length. CP is a copy of the last N, samples appended in front of each

OFDM symbol. The channel impulse response (CIR) between AP—n and the vehicle’s

m
n,T?

mth antenna is denoted by A", which is assumed to be time-invariant over several
OFDM symbol periods in uRLLC, where the latency requirement is typically shorter
than the channel coherence time [22,44]. In addition, the CIR length N, is smaller
than CP length, i.e. Ng, < Nep.

The signals from different APs reach the vehicle with different propagation delays,
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and At, represents the discrete timing offset from AP-n’s signal relative to the first
arriving signal from some AP, say AP-1. For any n, suppose that Ng, < Ngp, — At,
and the receiver’s FFT window is precisely aligned with AP-1's OFDM symbols, as
shown in Fig. 1.4(a). At the ¢th FFT output, AP-n’s signal received at the vehicle’s

mth antenna is

Ngi—1 1
fft ch™ _jonqt
e

m —
Yz,n,q - § § hnT nt—71—Atn,
=0
Nege—1 NCh 1 1 Nege—1 j2rk(L—T1—Atp) —j2mql
= E g hZLT - E XTZL 1€ Ny e Nt
Y "\ N ’

7=0 k=0
Nﬂt_l —j2nkAtyn Ch 1 —j2nkT fot j2m(k—q)¢
= E X7Zz Nege g h L€ Nege E e N

k=0 L (=0
Ngi—1 N, 1

ft . . 1 m L gy .

— K K Nﬂt — 7

k=0 =0

where
—j2rkAty Nen—1 —jorkT
H)W =e M E hy e N (1.34)

Taking the mean received signal power An into account, the gth FFT outputs

across different receiving antennas can be expressed as
Vg = Z VAR, XE Ve, (1.35)

where b, , = [H} - H,]XEX}T and v, is the noise term. Without loss of generality,
we can consider only one OFDM symbol and one FFT output. Dropping the indices
z,q in (1.35) and letting H," = H,, we obtain the signal model in (1.1).

However, if the time differences of arrival (TDOA) is not small enough such that
Nen > Nep — Aty (see Fig. 1.4(b)) to cause inter-symbol interference (ISI) and inter-
carrier interference (ICI) [45], the signal model of (1.33) and (1.35) will not be applica-
ble. Whether such propagation delay-induced ISI/ICI occurs depends on the virtual
cell size (the number of serving AP in a virtual cell), AP density, and the CP length.

Using the well-known stochastic geometry modeling [46], we conduct a probabilistic
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Figure 1.4: The signals from different APs reach the vehicle with various delays,
and At, represents the discrete timing offset for AP-n’s signal relative to the first-
arriving signal from some AP, say AP-1. (a) If No, < N, — At,, there is no ISL. (b)
If New > Nep — At,,, ISI and ICI occur.

analysis in Section 4.1.1, showing that the occurrence probability of TDOA-related

ISI/ICI can be little in small cell deployment if the CP length and the size of virtual

cell are properly designed.

1.4.2 CFO-Induced ICI

Refer to Fig. 1.4(a) and consider carrier frequency offset (CFO) resulting from oscilla-
tor mismatch to incur ICI. Let ¢, stand for the normalized CFO (w.r.t the subcarrier
spacing) between the vehicle and AP-n. If the oscillator precision tolerance is speci-
fied to be less than +20 ppm, the CFO ranges between —40 ppm and 440 ppm. For
different subcarrier spacings and carrier frequencies, the maximum absolute values of

normalized CFO |[e,| are listed in Table 1.1. ICI is caused by the fractional part of
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Table 1.1: The Maximum absolute value of CFO normalized w.r.t subcarrier spacing
for £20 ppm oscillator frequency mismatch

Sucarrier spacing 15 kHz 30 kHz 60 kHz 120 kHz

Carrier frequency 1.9 GHz 5.0667 2.5333 1.2667 0.6333

Carrier frequency 2.4 GHz 6.4 3.2 1.6 0.8

Carrier frequency 5.9 GHz | 15.7333 7.8667 3.9333 1.9667

CFO, thus we simply assume that |e,| < 0.5, and derive the expression of Y

z,m,q

the following.

Nﬁt 1 Nep—1 j2men[(2—1)(Ngg+Nep )+ Nep+4] —j2mql
N N.
z n q § E hn TN 8 T—Atn € fre e it

7=0
fot—l _Ncll_]- fot_]- -
o 1 j2rk(—T—Atp) j2ment —j2mql
_ e]((z 1)édn+pn) /An E E hZfT N_ E Xz,ke N e N e Nat
—o — fft
—0 L 7=0 k=0
N(—ft—l B ch_l fot_l 1
) —g2rkT 1 j2n(k—g+en)t
— I ((z=D)dntpn) /A, E L€ Y,k E h e N E e Nt
— Ni, &
k=0 L £=0
fot 1 Nt 1 .
1 j2m(k—q+en)l
(z=1)¢n § A H Xﬁ,k - g e Negg (136)
N
=0
j(z—1)¢ Jﬁn(Nﬂt ) sin 7T5n /A H™ X7
=e ne Nipg H X
TEn
Nt sm(z\,ﬁt)
. gm(k—aten) (N —1) gin —q+e
+ I(z1)en E e Nere (m (k n) \/ Hm XZ (1.37)
N, sin ( Zaten)
k#q fit N
. 27 (Ngy+Nep )e 27 Nepe 2k Aty
with ¢n = H]t\]ﬂt = "7 Pn = N:: n7 Tnk = 7rN ™ and

1
Ch —j2nkT
it

Hmk_e] Pn— 'Ynk E h e N,

The second term of (1.37) denotes the ICI, namely the signals from other subcarriers.
From the first term of (1.37), we also see that another effect of CFO is to cause
attenuation in magnitude, phase shift of the signal conveyed by the ¢th subcarrier.

Define the CFO matrix as

C(e,) = FD(g,) F¥ (1.38)
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- 27
where D(g,) = diag (1, e Ve L ¢ N N —Den ), and F is the Ng X Ng unitary

—j2mql

DFT matrix with (F), = \/]{ﬁe Nie . For the matrices C(g,,),F, and D(e,), the

row/column/entry indices begin with zero. The (¢, k) entry of C(g,) is

(Clen)) g = Z (F)y D) F] = D (F),, > D))y (),

1 NHt_l —j2mqs j2wens j2wks 1 NHt_l j2m(k—q+en)l
= — E e Mot e Nt e Mot —= —— e Nepe . (1.39)
N N
5=0 £=0

By (1.36) and (1.39), AP—n’s frequency-domain signal received from the vehicle’s mth

antenna can be expressed as

Neg—1
[Yz";z 0° an:z Nﬂt—J = /(=71 Z V AankXi,ka(’fn) . (1'4())
In (1.40), ci(e,) is the kth column of C(g,), which is also known as the signature
waveform of AP—n’s kth subcarrier. Therefore, the overall frequency-domain received

signal can be written as

=03 AN A H X (e + VI (1.41)
k=0

Here v is the noise term.

1.4.3 Challenges in Asynchronous Downlink

Go back to Fig. 1.3, and let ¢ denote the index of subcarrier on which the desired data
is transmitted from AP-1 to the green car. If synchronization is ideally achieved, at
the gth output of receiver’s FFT module, only the signals from different APs’ gth
subcarriers are superimposed without any interference from other subcarriers. The
receiver only needs to deal with co-channel interference (CCI) by performing MUD
or other interference cancellation schemes individually on each subcarrier.
Unfortunately, ICI rising from CFO makes the downlink MAI in Fig. 1.3 more dis-
astrous, as portrayed in Fig. 1.5, where we depict the superimposition of CCI and ICI

on the desired signal at the receiver’s gth FFT output. Different APs have different
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- - () - -2 (@)
RRU-1 RRU-2 (@) RRU-I RgUz‘(x)AP_l

AP-2

1|

Time domain

(OFDM symbol)
\‘ ' J ' J <
S~o DN A Frequency domain
S o - ~ \\ N -7 7 R
So_ <~ s (Subcarrier)
S SO ‘-,
S \/) 1”7 // -

The qth FFT output _-77} & Frequency-domain received signal

R ——— > Desired signal
((m)) T - > Co-channel
Ar—rTT1T 1T T 11T 7171 ” Interference
AP-3 (cn)
1ZZZIZIZ2Z0 ICK

[ ! -
RRU-2 RRU-2 RRU-3

Figure 1.5: CFOs cause ICI. At the receiver’s qgth FFT output, the desired data
symbol from the gqth subcarrier of AP-1 are coupled with the signals from all the
subcarriers of APs—1~3.

oscillators, resulting in various CFOs that may not be simultaneously compensable
at the vehicle even though their estimates are available by the schemes in [47-49]
and the references therein. Resolving this issue at transmitter sides, i.e. APs might
be infeasible because each AP probably belongs to multiple virtual cells, it is hard
to find a frequency offset value to pre-compensate that is universally suitable for all
vehicles in service.

Multi-CFO problem inherently exists in OFDMA uplink [50-55] and cooperative
communications [45,56-61] with a brief summary of recent works given in the follow-
ing. Reference [51] formulates a tri-linear signal model, whereby a subspace nulling
approach is invented to address CFO-induced MAI in uplink MIMO-OFDM systems.
For massive MIMO uplink, [54] proposes an angle-domain adaptive filtering scheme,
in which the beamformers for each user are constructed to enable separate CFO

estimation and data detection. In a downlink coordinated multi-point (CoMP) trans-
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mission scenario, [56] proposes a frequency-domain data-encoding scheme by base
stations (BSs), and derive a suboptimal CFO compensation value for the receiver
to improve SINR. In a relay network, [58] designs a cooperative Alamouti-coding
scheme, which nearly achieves full diversity under the consideration of oscillator fre-
quency offsets and Doppler shifts. In spatial modulation OFDM system with multiple
CFOs, a symbol-by-symbol-aided iterative detector and a LMMSE-based detector are
developed in [62] and [63].

In terms of BER, the optimal countermeasure against ICI is to jointly detect the
signals on all the subcarriers, but the complexity will be extremely high, not practi-
cal to implement. A reasonable compromise for the detection should include only the
dominant ICI terms that are the signals on several nearest neighboring subcarriers
from the one conveying the desired data. However, there will be an irreducible error
floor incurred by the far (or residual) ICI, which is supposed to be whitened before
signal detection to improve the performance [64]. Like general LMMSE equalization
schemes [45,55,57,59-61, 63|, ICI-Whitening (ICI-W) must rely on the knowledge of
ICI covariance matrix whose estimate is based on the channel conditions of the subcar-
riers, from which the residual ICI originates. In proactive uplink, it is normal for the
receiver to perform channel estimation on all the subcarriers, the whitening scheme is
practical. Nonetheless, in proactive open-loop downlink communications, it may be
unreasonable and very difficult to estimate channel gains on all the subcarriers that
do not belong to the radio slices allocated for the receiver, making ICI-W infeasible.
Such a problem unique to downlink receiver implementation about network/resource

slicing remains unknown in the existing literatures.
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1.5 Organization and Contributions of Disserta-
tion

Our objective is to investigate the transceiver design for ultra-low latency virtual-cell
network, and the research is conducted in the following steps:
1) Starting with the perfect synchronization assumption (i.e. no ISI/ICI), where the
serving APs allocate the RRUs randomly, and the vehicle decodes the desired data
from different paths (APs) separately (refer to Fig. 1.1 and Fig. 1.2), we look at
how high-order modulated interference affects MUD performance, which is relevant
to the coexistence of uRLLC and eMBB services. Two methods of lowering the MUD
complexity in this scenario are also proposed.
2) After that, a more complicated situation with multi-CFO problem (Fig. 1.5) is
considered. We investigate how to practically address ICI and perform MUD in
downlink.
3) Finally, we discuss the design of APs’ cooperative transmissions that is made
possible by the AN’s coordination, and the multi-CFO problem is still taken into
consideration.

The organization and contributions of this dissertation are sketched below (and

also summarized in Fig. 1.6).

e Chapter 2: The modulation sensitivity problem of MUD is analyzed under the
scenario of Fig. 1.2. We discovery that the BER performance of ML-MUD is
very sensitivity to the modulations of interfering signals, and such sensitivity
can be lessened by increasing antennas of receiver. The comparison of ML-
MUD and LMMSE/ZE detection is also given. In addition to mathematical
derivation and simulation study, we provide an easily understandable way to

view the distinction between different detection schemes.

e Chapter 3: This chapter proposes two new detection schemes based on the
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model of Chapter 2. Different than typical uplink MUD), the purpose of down-
link MUD is to combat against MAI, but not necessary to decode all the received
signals from the designated transmitter and interferers, and thus the detection
performance of packets from interfering APs is not worth attention. We there-
fore utilize this feature of downlink transmissions to propose a unique realization
of MUD, R-ML-MUD to reduce the complexity of detection, which is different
from traditional sphere decoding [65,66] and deemed as a method scheme to
“partially ignore weak interference”. Furthermore, we note the drawback of con-
ventional multiuser projection receiver [35,36] to propose GLMMSE as a new
type of projection detection structure that partially suppresses interference.
After that, we strike flexible trade-off between complexity and performance by

combining the two proposed methods.

e Chapter 4: Taking multi-CFO problem into account, we construct a two-stage
ICT suppression method that is more practical to downlink receiver in the sce-
nario described in Fig. 1.5. The first-stage processing is Pseudo-ICI-Whitening
(P-ICI-W) [67], which does not rely on the estimation of ICI covariance and is
thus suitable for asynchronous downlink. The proposed mechanism is shown
to approach ICI-Whitening in terms of post-processing SINR and BER. The
second-stage processing is to further cancel some ICI terms by GLMMSE devel-
oped in Chapter 3. Moreover, our proposed scheme is compatible with space-
time-block-coded signals, namely Alamouti [68] coding and Complex Interleaved
Orthogonal Design (CIOD) [69] to yield more reliable proactive wireless com-

munications.

e Chapter 5: We shift our focus onto transmission design according to the asyn-
chronous signal model used in Chapter 4. Under the coordination of AN, the

serving APs of virtual cell are assumed to be able to cooperatively encode trans-
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mitted data symbols across space-frequency domain. Our analysis reveals that
the multi-CFO issue will still result in serious performance loss, even though
ICI is perfectly addressed or does not exist. Such issue can be easily resolved
by our AP indexing principle. Moreover, we propose a robust encoding scheme
against CFOs that not only achieve better performance but also allow AN to

index APs randomly, eliminating the necessity of CFO feedback.

e Chapter 6: This chapter is devoted to the concluding remark. Additionally,

some future works towards developing virtual-cell networks are also suggested.
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Chapter 2

Modulation Sensitivity in
Multiuser Detection

In this chapter, we discuss how MUD works in our virtual cell-based vehicular net-
works. The analysis is conducted based on the situation of Fig. 1.2 with perfect
synchronization. For better readability, the scenario is re-stated. The vehicle asso-
ciates with NV > 2 APs to form a virtual cell. In multi-path transmissions, the AN
sends the packets to the vehicle through the N APs, which randomly choose radio
channels to serve the vehicle. In the worst case, the vehicle receives the packets from
different APs and different channels. Without loss of generality, we look at the chan-
nel (or subcarrier ) where AP—N relays the desired data from the AN to the AV,
and AP-1~AP—(N — 1) are interferers. As a MAI countermeasure, we analyze the
effectiveness of ML-MUD in terms of uncoded BER, comparing it with ZF /LMMSE.

In traditional MIMO systems where the spatial streams are usually assumed to
convey the data symbols with the same modulation format, and the detection perfor-
mance is evaluated across the data symbols from all the transmit antennas. However,
in our downlink scenario of Fig. 1.2, only the detection performance of AP—N’s signal
is the receiver’s concern. Lacking global resource allocation and precise power control,
the signals from different APs may originate from different services, and are perhaps
differently modulated. Due to this particularity, it is necessary to figure out how the

characteristics of interfering signals such as modulation and power affect the BER of

25
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desired data, as the starting point of our research.

It is common sense that BER strongly depends on modulation schemes. We note
that in MUD higher modulation order of interference also adversely affect the desired
signal’s BER, although the interfering signals are not intended for the considered
receiver. This is what we call “modulation sensitivity” that gives rise to a serious
concern in our innovative system design especially when uRLLC coexists with eMBB
and other applications using high-order modulation. Fortunately, this modulation

sensitivity can be eased by increasing receiving antennas, as shown in this chapter.

2.1 Signal Model and Preliminaries

To facilitate the explanation of our idea, the signal model and ML-MUD are described
again, however, in more detail. For n = 1,--- N, X, stands for the transmitted
symbol from AP-n, and E[|Xn|2} =1. Assume that each AP has a single antenna,
and the vehicle is equipped with N, antennas for N, > NN, then the received signal
y is

N
y = Z vV Ah, X, + V. (2.1)
n=1

A, is AP—n’s mean signal power received at the vehicle, h, = [Hy, ... H ern}T is
the fading gain from AP-n to the vehicle, and v=[V; ... VNTX]T is the noise at the
receiving antennas. The fading coefficients and the noise are zero-mean complex
Gaussian random variables with variances 1 and 0%, i.e., Hy, ~CN (0,1) and V,, ~
CN (0,0%) for m = 1,...Ny. A, is the composite of transmission power, path
loss, and shadowing, which changes very slowly compared to the fading, thus being
treated as a constant. In small cell deployment, the received power of desired and
interfering signals may be comparable. The signal from a closer AP does not imply
stronger received power due to shadowing. Furthermore, in some downlink channels,
interfering signals are stronger than the desired signal at the receiver. Hence, we have

A,>Ayor Ay <A, forn=1,--- N —1.
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By ML-MUD, the receiver jointly decodes the desired signal and interference ac-

cording to
N 2
(ﬁ_N, )A(N) = argmin y — Z VA, X (2.2)
(x_n.Xn)e TT Ma n=1 2
n=1
where M,, is the signal constellation of AP—n. For I,-ary PAM,
M, ={%d,, +3d,,...,£ (I, —1)d,}, (2.3)
d, =1/3/(12 = 1). (2.4)
For J,-ary QAM,
Mn = {SR+.jSI}7 (25)

Sy 51 € {idn, +3d,,..., + (\/J_n - 1) dn} : (2.6)
dy = \/m (2.7)

Here x_y = (X1,..., Xn_1), and X_y is defined similarly. In order to perform (2.2),
the vehicle has to spend extra effort to estimate v/A,h,, forn =1,--- , N — 1 that is
also the inherent cost of beam-forming and IA, but does not need to feedback CSI.
The information regarding My, ... M is supposed to be provided by the AN through
control channels or to be encoded in the preambles of data packets. Please note that
the vehicle only cares about the correctness of X ~ despite X and x_ being jointly
decoded. We focus on how the interference 27121:—11 VA,h, X, affects the detection of
Xy and take the performance of ideal single-user detection (SUD) (simply called the
ideal detection) as the benchmark.

Lemmas 1 ~ 3 are re-stated respectively from [70], [31,71], giving deep insight to

our research.

Lemma 1. Let H=[h; - - - hy] and denote its QR-decomposition by H=QR. The
entries of R are independent, the square of diagonal entries follow Gamma distribu-

tion, i.e., R2 ~Gamma (N —n+1,1) forn=1,..., N, and the off-diagonal entry
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Rj; for i > j is a zero-mean complex Gaussian random variable with unit variance,

that iS, R]ZNCN (O, 1)
Lemma 2. The output SNR of the desired signal at ZF equalizer is

An
2
Oy

SNRzr = — Ray. (2.8)

Lemma 3. The output signal-to-interference-plus-noise ratio (SINR) of the desired
signal at LMMSE equalizer is

An
2
Oy

SINRpwvmisE = — B3y — 1. (2.9)
Here Ry is the (N, N)-th entry of R obtained by QR-decomposition

ﬁ:[ﬁl-.-’ﬁN]:{g]:Qﬁ, (2.10)

. | o2 [ o2

2.2 The Impact of Modulation of Interference on
BER

where

For clear depiction, we initially examine the 2-AP case that AP-1 and AP-2 use
2-PAM/4-PAM and 2-PAM, respectively. Express h; and hy as h; = Ry;q; and
hy = R12q,+R22q,, where q,, is the nth column of Q in Lemma 1. Taking A, A, hy,

and hy into account, the composite constellation of AP—1 and AP-2 is

M = { \/A_1R11X1<11 +\/A_2X2h2

X1 € My, X € Mz} . (2.12)

Conditioning on some realization of fading that Ri; =711, Ri2 =712, and Rgs =79, the
constellations M, and M, are scaled and rotated by v/Ah; and /Ashs, as shown in
Fig. 2.1(a), where the red and blue arrows point the direction of h; and hy, and the
spacings of adjacent constellation points of AP-1 and AP-2 become Ay £ 2v/A1711d;
and 2v/A; ||hy||, d2 while the resultant M, defined in (2.12), is shown in Fig. 2.1(b).
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Figure 2.1: (a) M; and M, are rotated and scaled by v/Ajh; and /Ash, with
the spacings of adjacent constellation points becoming A; £ 9/Ar1d; and
2v/As ||hs||, ds. (b) The receiver searches the ML solution from a composite constel-
lation under 2-PAM (Left) / 4-PAM (Right) interference. When x is the transmitted
sequence, the most likely error is decoding x as X, and the distance between them
is Dyr. The constellation points of AP-1 act like quantization levels to quantize

2/ Agriadaq;.

The bit error event corresponds to the pairwise error between the transmitted
sequence X = (X7, X5) and some other sequence X = ()N(I,XQ> for X, # X,. Let’s
first consider the situation in the left part of Fig. 2.1(b), in which x = (—d;,ds) is

enclosed by the dashed blue circle. The most likely error is that x is decoded as x
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with )?2 = —d», whose squared distance to x is
~ N 2
DI%/IL = ~IIliIl (\/ A2X2h2 —+ 1/ A1X1h1> — (\/ A2X2h2 + \/ Alehl) ‘2
X1eEMy
~ ~ 2
= NHliH \/ A2 <X2 — XQ) h2 + \/ Al (Xl — X1> h1
X1eEMy 2
~ 2
: X1 —-Xy
= min |(|2¢/Asds (r12q; + 7220y) — 20/ A1rindi ———q
X1eEMy 2d1 )
~ 2
2 X, —X
= (2\/ A2d2T22> + ~Hlil'l 2\/ A2r12d2 — Al# q; s (213)
X1eEM; 2d1 )

where the last equality follows from A; = 2v/Air1d; as well as the orthogonal-
ity between q; and q,. We define Dyp £ 9/ Agraads (the length of dashed blue
arrow in Fig. 2.1) as the spacing between adjacent constellation points of AP-2

when ZF is applied (see Lemma 2). In the second term of (2.13), we may view

LXl = {Al X1221X1 A

to quantize 2v/A712d2q,. Let QLXIH denote the quantization operation, and

X 1€ Ml} as the quantization levels with quantization interval A

~

X - X
QLXI |:2\/ A2T12d2q1] = AI%%’ (214)
1
- 2
N X, —X
X1 =argmin ||| 24/ Asriady — Al# q (2.15)
)A(:IEMI 2d1 2

Then the second term of (2.13) is the square of quantization error, and D3%; can be

expressed as

Dy, = Die + llequalls - (2.16)
where
€qua = 2/ Agriadaq; — QLX1 [2\/1427’12d2(h} = €quad;- (2.17)

Specifically, in our discussed case,

Cqua = Re (equa) + ]2 V AgIl’Il (T12) d2> (218)
X, - X
IRe (equa)] = min |24/AsRe (1) dy — Ay ——1| | (2.19)
X1EM; le
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where Re () and Im (+) stand for the real and imaginary parts. The squared distance
between (X7, ds) and ()2'1, —d2> with X, = )?1 is 445 ||h2||§ d3 = Dzp + 44, |7’12|2 d3,
whose component in span(h;) is totally removed by the ZF equalizer. However, in
ML-MUD, some “distance gain” can be obtained from span(h;) that is the quan-
tization error ||€quall,, as seen from (2.16). Finer quantization levels generally lead
to smaller quantization error, consequently smaller D3;; , which manifests that high-
order modulated interference results in worse BER because A; is proportional to 2d;,
the spacing of constellation points of interference (see the right part of Fig. 2.1(b)).
Additionally, A; is also in proportion to v/A;, then ML-MUD generally has better
performance under stronger interference.

When A, is large enough such that
1
‘2\/ AQRG(TlQ) dg‘ < §A1, (220)

2y/Agriadaqy will be quantized as zero. Accordingly, the pairwise error probability
(PEP) is

~ D2 24, |[hy||? d2
pML{Hx}:@( ML)z@ 2 el % ) (2.21)

20, oy
which is the BER of ideal detection. Hence the more likely that (2.20) holds, the

closer the average BER of ML-MUD (averaged over fading gain) approaches to the

ideal detection performance. The condition for (2.21) can be written as

Re(Re) _ 1 [Avdy

— . 2.22
Ry 2V Ay dy ( )

By Lemma 1, R?, ~ Gamma (Nyx,1). As the number of receiving antennas increases
from N to N+ 1, R?, ~ Gamma (N, + 1,1), but it remains that Rys ~ CN (0, 1).
Then |Re(R12)|/R11 will be statistically smaller, making (2.22) hold with higher prob-
ability. Hence increasing receiving antennas bridges the performance gap between
ML-MUD and ideal detection in terms of average BER. However, the gap always

exists when ZF is applied because the potential gain from span(h;) is lost.
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Now we generalize the preceding analysis for N > 2. Denote the transmitted
sequence by x = (x_y,Xy). In the bit/symbol error event Xy # X ~, the most
likely situation is that x is decoded as x = <§_ N, X N), whose squared distance to x

is expressed as

2

N-1
Dy, = min VAN (XN — XN) hy + Z VA, (Xn — )N(n) h,
N-—-1
i7N€ 1:[1 Mn n=1 2
= D%F + Hequa”g ) (2.23)
where
2
Dzp = AnRiyy ’Xn —Xa| (2.24)
~— S\ oy Ad(Ra-X) ?
N-1 AN (XN—XN> RnN_T hn
2 )
lequall” = _ min > B, . (2.25)
X_n€ [] My ||n=1
n=1 9
N-1

N

Z COf (Rfs)mn RmN n |R |2
’ m=n+1 kn
Ry=|Ruw+ 0. (§ R—2> . (2.26)
it =1

nn
i#n

The proof of (2.23) is given in Appendix A. In (2.26), R;g is the (N — 1) x (N — 1)
matrix obtained from R by deleting its Nth row and Nth column, and cof (Rrg),,,, is
the (m, n)-th cofactor of Ryg. In (2.25), YN /A, <XN — )?N) R;LNH}II‘T"”Z is the or-
thogonal projection of /Ay <XN — )?N> h,, tospan(hy, ..., hy_1) (see Appendix A),

and B
A <X —X)
N—1 2n n n h N-1
Lx - - X_ n
I P 7 e T M Rl § S

are the quantization levels with A, = 2v/A,|/h,|,d,, which is proportional to /A,

and d,,, implying that (i) for fixed y/A,, higher-order modulated interference, which
makes quantization levels finer and leads to smaller quantization error, is more harm-
ful to the BER performance; (ii) for the same modulation order, stronger interference,

resulting in coarse quantization levels, is generally less detrimental. Additionally, by
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Lemma 1, as the number of antennas increases, R’n y is closer to R,y in average, A, is
statistically larger, thus 25;11 An <X Nv—X N) R, NIII?THIIQ is quantized as zero with
higher probability, meaning that the gap of average BER between ML-MUD and ideal

detection will be bridged.

2.3 Comparison with LMMSE

Now we make a comparison with LMMSE. Likewise, our analysis begins with the case
of N = 2. By Lemmas 2~3,

A2 A

nsnr = SINRpvmse — SNRzp = 332 — R3,. (2.27)
o
From (2.10), the (2,2)-th entry of R can be expressed as
=0 (© o 1z |P@
L N T s (2.28)
2

The norm of second column of H (or H) is equal to that of f{ (or R), thus (c) and

(d) in (2.28) hold. Besides,

2

~H~
2 hHh 2 R I2 B2
‘RM‘ =l = | 2|02 B . (2.29)
[ R
2
By (2.27)~(2.29), we obtain
A A
TSNR = — (|R12| + R, + ‘ng‘ > —1- 2R},
(%A oy
A ~ 2 A R2
== (]R12|2— ’Rlz ) = |Rpf [ 1- ——
v v Ry + 3
R 2
- Raf (2.30)

SRL
Approximating the sum of interference and noise as being Gaussian [31], the BER of

LMMSE is approximated as

PLMMSE {Xz — )N(z} ~Q (\/2 (SNRzp + nsnr) d%) : (2.31)
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Like ML-MUD, LMMSE can obtain some equivalent “distance gain” from span(h,),
as shown in (2.30). However, nsyg is smaller for larger Ay, that is, the distance gain
will diminish as the interference power becomes stronger and stronger, being opposite
to ML-MUD. On the other hand, by the same reasoning to explain the performance
gap reduction between ML-MUD and ideal detection, increasing the receiving anten-
nas makes ngyg smaller in average, then the performance of LMMSE and ZF will be
closer to each other.

Generalizing the analysis to the case of N > 2, it can be shown that

Alim TISNR = HRNNI‘NI?VS‘ i, (232)
2N 00
v
where
I‘NZdiag<\/%,...,1/Ai]L), (2.33)
T
s = [(R) oy (R0 (2.34)

From (2.32) (proven in Appendix B), it is easy to draw the conclusion that (i)
stronger interference yields smaller ngyg; (ii) more antennas makes SINRp sk closer

to SNRzr averagely.

2.4 Simulation Results

We carry out simulations in 2-AP case, where AP-2 uses QPSK to transmit the
desired data being interfered by AP-1’s signal. In the left part of Fig. 2.2, we show
the simulation results for N, = 2. As the interference is BPSK modulated, the
average BER of ML-MUD is very close to that of the ideal detection, achieving 103
when f—gj is approximately 14 dB. However, if the interference is 16-QAM or 64-QAM
modulated, ;4—25 needs to be about 18 dB or higher to achieve the same average BER. In

the right part of Fig. 2.2, the results with N,, = 3 are reported. For identical average
BER, the values of f—f for the ideal detection and ML-MUD with BPSK interference
v
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N.=2, AP-2: QPSK, AJA=0 dB N, =3, AP-2: QPSK, AJA =0 dB

10 “’ QO Th:
10’ 10’ FoNGC NN s
5 10‘3 ,,,,,,,,,,,,,,,,,,,,,,,,,,,,, % 10_3 ,,,,,,,,,,,,,,,,,,,,,,,,,
m [a]
(0] (O]
(@] (@]
o g
(0] [¢]
3: "N 5: 4
10_4 ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, : 10_ ,,,,,,,,,,,,,,,,,,
—A— ZF
oo K wmse ] 16°°| —*— LMMSE .‘
—S— ML-MUD, AP-1:64-QAM —O— ML-MUD, AP-1:64-QAM
—9— ML-MUD, AP-1:16-QAM —e— ML-MUD, AP-1:16-QAM >
—8— ML-MUD, AP-1:BPSK —H&— ML-MUD, AP-1:BPSK
| —P Ideal SUD | —P— I1deal suD T
10 Il Il Il Il Il L Il lO L Il i3
4 6 8 10 12 14 16 18 20 4 6 8 10 12 14 16 18 20
AJo? (dB) AJo? (dB)

Figure 2.2: (Left) Ny, = 2. (Right) N,x = 3. AP-2 uses QPSK to transmit the desired
data while ﬁ—f = 0 dB. The average BERs under different modulated interference are
plotted.
are close to each other. At average BER 1072 or 10~*, the difference of f_%f between
the ideal detection and ML-MUD with 16-QAM (or 64-QAM) interference is about
2 (or 3.5) dB. Hence, ML-MUD is possible to approach the ideal detection, but its
performance is very sensitive to the modulation of interference, and increasing the
number of antennas can relieve such sensitivity. The above observation is consistent
with the analysis in Section 2.2. In a lower SNR regime, the constellation points
of high order modulation are closely situated in the subspace span(h;), leading to
very small quantization error, which is only a little more than the “distance gain”
of LMMSE (refer to (2.27)). We therefore can see that ML-MUD with 64-QAM
interference is close to LMMSE for SNR smaller than 14 dB in Fig. 2.2.

For 16-QAM interference and signal-to-interference ratio (SIR) i—f = 13 dB, the

average BERs of desired data are plotted in Fig. 2.3. In the left part of Fig. 2.3 with
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N,=2, AP-1:16-QAM, AP-2:QPSK

N,=3, AP-1:16-QAM, AP-2:QPSK
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—#— ML-MUD-A2/A1=-3 dB —f— ML-MUD-A2/A1=—3 B
5 B‘ "}'ea' ?UD | | | | - —p— Ideal SUD | |
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AJaZ (dB) AJo? (dB)

Figure 2.3: (Left) Ny = 2. (Right) Nx = 3. AP-2 uses QPSK to transmit the desired
data being interfered by AP—1’s 16-QAM modulated signal. The average BERs are
plotted for 42 = +3 dB.

N, = 2, LMMSE and ZF are closer to each other under stronger interference. At
average BER 1073, the value of f—g for MLL-MUD is around 18 dB when ’3—? = -3 dB.
As ﬁ—f = 3 dB, ML-MUD requires ;4—23 to be about 19 dB for the same performance.
This result indicates that stronger interference is less detrimental to ML-MUD. In
right part of Fig. 2.3 with V., = 3, the analogous observation is obtained. Moreover,
from Fig. 2.2 and Fig. 2.3, we also observe that increasing antennas reduces the per-
formance gap betwen ZF and LMMSE, corresponding with the analysis in Section 2.3.
The average BERs of 3-AP case with respect to different modulated interference and

SIRs can be found in [39] that shows similar results.
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2.5 Summary

Traditional beam-forming and TA are not suitable for ultra-low latency wvehicular
networking. Open-loop communication and proactive network association suggest
the necessity of MUD to deal with downlink inference at receivers. We find that
the performance of ML-MUD is very sensitivity to the modulations of interferers,
and such sensitivity is shown to be relieved by multi-antenna technique. Another
interesting observation is that the performance of LMMSE is closer to ZF under
stronger interference, which is generally in favor of ML-MUD implementation. This
discovery also gives us insight regarding which interfering signals to cancel when we

introduce GLMMSE in Chapter 3.
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Chapter 3

Low-Complexity Multiuser
Detection

On the basis of the system model in Chapter 2, we propose two methods to reduce
the notorious computational complexity of MUD in this chapter. The first scheme
is termed reduced-computation ML-MUD (R-ML-MUD) that exploits the charac-
teristic of downlink to shrink the ML solution space, consequently leading to lower
detection complexity. The second scheme is a new projection receiver, called gen-
eralized LMMSE (GLMMSE) that yields notable SNR gain over the conventional
projection method. Besides, a comprehensive simulation study is also provided to

compare different detection schemes.

3.1 Comparison between SUD and ML-MUD

For the sake of holistic comparison, we review the impact of interference on SUD in
our 2-AP case, where AP-1 and AP-2 use 4-PAM and 2-PAM. This review also help
readers better understand the idea behind our proposed scheme.

Assume that the interference from AP-1 has weaker received power than the
desired signal from AP-2. The receiver disregards the interference and performs

maximal ratio combing (MRC), then the received signal becomes

= hH T hHh th
Yire = y Hh2H2 Xy + \/ h 1 hz . (31)
[y il 2”2 [zl

39
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Ay= 2,[A|Ihyl,d; A B/l

M, = JA WM
M, 1 1M
hZh
_————

h;/lIh;|l;

>

| |
I
\/A2||h2||2d2 | \/A2||h2||2d2

Figure 3.1: M; and M, are rotated and scaled by channel gains, becoming le
and M, with the spacings of adjacent constellation points, A £ 2v/A; |hy||, dy and
2v/ Ay ||hs||,da. MRC projects interference to span(hy), deviating the transmitted

symbol from its original position. Dgyp = 2v/As ||hall,d2 — (I — 1) 31, and [, = 4.
Referring to Fig. 3.1, from the second term of (3.1), MRC projects interference to
span(hy) such that the transmitted symbol is displaced to be closer to or further

away from the decision boundary of SUD (the green dashed line in the right part of

Fig. 3.1). If Xy = —dy and Re (T‘lliT) > 0, then (3.1) can be written as

~ X~ . hi'h hi'v
Ymrc = —\/AQ I|h2||2d2+—1A1 +j\/ Allm( 2 1) Xl—f- 2 N (32)
2d, [[half, [z ],

Re (&)‘db and —y/A; |holly dz + XA, is the position of

(B2

where &1 £ 2\/141

transmitted symbol shifted by interference. For instance, X; = £3d; corresponds to

the rightmost /leftmost white point in Fig. 3.1. Then the BER is

I1—-1 H
1 h 1 ~
BERgup = — § D {Re <2—V) > 5DSUD + kAl}

I ~ |,
~ 2
e (Dsun + 2KA,)
- -Y"0 , (3.3)
11 —0 20"2/

where I; = 4, and Dsup = /A ||ho||,ds — (I; — 1) &t is the distance between the

decision boundary and the white point closest to it. The Q-function can be bounded
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by Q (z) < W:v 22, which is tight as > 1.5 [28]. At high SNR, we therefore

approximate BERgyp as follows.

77 2

n-1 — ( Dsup + 2kA
1 1 20-2 ( SUD 1)
BERgup ~ A v S exp

1 k=0 " 2 <DSUD + 2]€£1>

2
4oy,

~ 2
n-1 D2yp — (DSUD i 2kA1>

1 Diyp
B I, ~ 2P 40?2
LS <DSUD + 2kA1) v
1 207 —-D2
gv exp SzUD
V2 Dsup 4oy,
_ Psup 2(273 exp (—D§2UD)
V 27 DSUD 4O'V
D2
~ psup® ( 2SJU2D> 5 (3.4)
%
~ 2
| hz—l Deun Dy — (Dsup + 264, ) .
SUD = — ———————exp . 3.5
PSP T 2 D + 2k, 107

From (3.4), the BER is dominated by Dsyp. Hence, SUD will work poorly if Dgyp is
not large enough. In other words, it is not possible to achieve acceptable BER unless
the interference is much weaker than the desired signal in received power.
In ML-MUD, the detection error occurs when the transmitted sequence x =
(X1, X5) is decoded as x = ()?1,;(2> for Xy # )N(Q, as shown in Fig. 3.2, where
= (—3dy,dy). From Fig. 3.2, it is not difficult to see that BER of ML-MUD can be

bounded as follows.

I—11—1+i 2
L + A2 +4A5 |Im (r19) d

BERy < —§ § \/ 20 B T Ada [Im (o) dof ) (3.6)
=0

2
- 20%,

where Ay qua = |Re (€qua)| + kA1, By the same approximation of Q-function used in
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hl o |
o, - A

2JAyr1,d,q, N2V A2228292 = Dzpq,
\

2,/A,d;h,

7
[LPA(P

IRe(equa)I

2\/1‘12||hz||2dz h

Figure 3.2: The receiver searches the ML solution from a composite constellation
M. When x is the transmitted sequence, the most likely error is decoding x as X,
and the distance between them is Dyy. Dsup = 2vAs |he|l,ds — (1 — 1) Ay and
Dyr = 2v/Aaraads account for the detection performance of SUD and ZF.

(3.4), as SNR is high, we obtain a similar expression for the upper bound of BERyr,.

D2
BERwL < purQ ( QMQL) : (3.7)
Oy

|Re(equa)|?—AZ, )

4O‘V

| bl iy Dy, exp (

p =
e ; ZZ \/D%F+Akqua

(3.8)

+ 4142 |IH1 (7“12) d2|2)

The derivation of (3.7) implicitly assumes that |2y/A;Re (r12) da| > (I} — 1) A
(see Fig. 3.2), however, for [2y/A;Re (r12) da| < (I; — 1) Ay, we still can have the
same expression for the upper bound of BERy, with py being defined differently,
which does not change the fact that BER), is dominated by Dyy. In Fig. 3.2, the
distances Dzr and Dgyp are also marked, providing a clear view of the distinction
between different detection schemes. From (3.4) and (3.7), as well as the observation
of Dsyp and Dy, in Fig. 3.2, it is easy to see the effectiveness of ML-MUD to combat

against MAI, but at the expense of higher detection complexity.
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3.2 Reduced-Computation ML-MUD

In uplink MUD, the receiver (AP or BS) has to correctly decode the signals from
all the transmitters. However, the purpose of downlink MUD is mainly to lessen
the affection of interference, the detection performance of packets from interferers
is actually not worth caring. Therefore, the exhaustive search of ML estimate over
the constellation M is not necessary anymore, suggesting a unique way to relieve
practical computation load.

The receiver may treat the interference of high-order modulation as being lower-
order modulated. In our example, the vehicle can presume that X; is a 2-PAM symbol
from M} = {£2d;} (as shown in Fig. 3.3(a)), to execute

()?{,Xg) = argmin Hy VAh XT — \/—h2X2H (3.9)
(X7,X2)EMix M

The operation of (3.9) is call “reduced-computation ML-MUD” (R-ML-MUD), and

M7 is termed “reduced-order constellation”. Accordingly, the received signal is writ-

ten as
YyY=v A2h2X2+ \/AlthI—f— \/Alhl (Xl —X{)—FV (310)

Obviously, the solution space shrinks, implying less computation for detection, but
bringing some extra interference that is the third term of (3.10) to shift the trans-
mitted sequence. For instance, in Fig. 3.3(b), X; = —d;, —3d; and X, = ds, the
transmitted sequence in M} x My is (X7, Xy) = (—2dy,ds), then (3.10) becomes

that
Y=V A2h2d2 — 2\/ A1h1d1 + VvV Alhldl + V. (311)

The extra interference £1/A1hyd; in (3.11) displaces the transmitted sequence along
the direction +q; by A;/2, increasing the PEP for each pair of sequences in M’ x M.
We individually examine the effect of extra interference on the pairwise errors.

Let’s first consider the pair of sequences (—2d;,ds) and (—2d;, —ds). Please refer
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h; /[ |hy |l
A /2

—
2./, Il
(a) (b)

Z.2 DrmL /h
1 2 / RML
VAzllhz|l2d; I\/A2||h2”2d2rl_\ ¢ /2 ApMmi
L . Qdy,~dy) U
& W o /
_ — I
( Zdll dZ) | (—Zdl,dz) //

(_Zdli dZ)

(c) (d)

Figure 3.3: (a) The receiver treats the 4-PAM interference as being 2-PAM modu-
lated. (b) The composite constellation space gets smaller while some extra interfer-
ence is introduced to shift the transmitted sequence along £q;. Dgrmr, and eg qua are
defined similarly. The extra interference makes the transmitted sequence (—2d;, ds)
closer to or further away from the dashed purple/green line.
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to Fig. 3.3(c). The PEP is determined by the minimum distance between the green
point and the dashed purple line, which plays the role similar to the decision bound-
ary in SUD. The extra interference £+v/Ah;d; causes (—2dy,ds) to be closer to or
further away from the purple dashed boundary only by Ay /2, while the deviation of
transmitted symbol towards the decision boundary in SUD can be up to 3A, /2 (see
Fig. 3.1).

Next, we look into the pair of sequences, (—2d;, dy) and (2d;, —ds), in Fig. 3.3(d).
The vector from (2d;, —ds) to (—2dy, d2) is drmr = €r,quad; + Dzrdy, where eg quay
defined similarly, is the difference between 2v/Asri2daq, and the output of quantiza-
tion operation by the levels stemming from MJj. In the worst case, the extra inter-
ference makes (—2dy, ds) closer to the green dashed boundary by Aguy, expressed
as

|Re (dv (\/A_lhldl))}

[drme |,

Re ((eR,quaql + Dzpqy)” Q1>
_ V Al ’Re (eR,qua>’ Tlldl
\/‘eR,qual2 + D%F

Then the distance between the deviated sequence and the green dashed boundary in

ARML =

VA,

rid;

(3.12)

Fig. 3.3(d) is

2
DRML A . \/'equua| + D%F vV A1 \Re (eR,qua)‘ 7’11d1
— /=RML — - )
Vlenal® + D

2 2
where the definition of Dgyy, is similar to (2.13) with X; and M, replaced by X7

(3.13)

and Mj. The above analysis reveals that the extra interference does not affect the
R-ML-MUD as much as the interference impacts on SUD. In SUD, the interference is
totally disregarded, while in R-ML-MUD, the receiver partially ignores the interfering
signal (which in our example is /Ah; (X; — XT)).
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N,=3, A3/A2:—5 dB, A3/A1:5 dB
AP-3:BPSK, AP-2:QPSK, AP-3:64-QAM

Average BER

- —€— ML-MUD (Ignore interference from AP-1) - W A :
10k —&— LMMSE

- —&— R-ML-MUD (AP-1:64-QAM => QPSK)

ML-MUD (AP-1:64-QAM) . SERERRRERRR SRR
-6 I I
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Figure 3.4: AP-3 uses BPSK to transmit the desired signal. The average BERs of R-
ML-MUD with different detection complexity are plotted. The 64-QAM interference
from AP-1 is ignored or treated as being 16-QAM/QPSK modulated. N,, = 3,

4 = —5dB, and 4 =5 dB.

By the same way, we are able to shrink the constellation of two-dimensional mod-
ulation such as 16-QAM shrunk to QPSK and 64-QAM shrunk to 16-QAM or QPSK,
as listed in Table 3.1.

We conduct simulations in 3-AP case, in which AP-3 transmits the desired signal.
AP-3, AP-2, and AP-1 use BPSK, QPSK, and 64-QAM/16-QAM, respectively. At
the receiver, the interference from AP-2/AP-1 has 5 dB stronger/weaker power than
the desired signal, that is, ﬁ—g = —5 dB and ﬁ—f = 5 dB. According to Table 3.1, the
receiver shrinks the constellation of interference from AP-1. In Fig. 3.4, AP-1’s signal
is 64-QAM modulated. Cutting the actual computation by 75%, R-ML-MUD with
M7 of 16-QAM and ML-MUD are close to each other for ;4—23 < 12 dB. At average
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Table 3.1: The reduced-order constellation of 16-QAM and 64-QAM

Original Reduced-order Constellation d
Modulation M = {s} +jst} "
16-QAM QPSK: sk, s7 € {+2d,} i
QPSK: s}, st € {£4d,}

BER 10~*, the difference of ;44%/ between the two detection methods is merely about
1 dB. For the computational burden further reduced by a factor of 16 (i.e. M7 of
QPSK), more amount of extra interference will be introduced. R-ML-MUD is thus
much worse than ML-MUD, but it is still obviously better than LMMSE in a wide
range of SNR. It is also seen that the performance of ignoring AP—1’s signal is very
poor even though the interference is weaker than the desired signal by 5 dB at the
receiver.

For AP-1’s signal being 16-QAM modulated, the average BERs of different de-

tection schemes are reported in Fig. 3.5, where R-ML-MUD shows similar behavior.

For more simulation results with different parameter setting, please refer to [40].
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N =3, A3IA2=—5 dB, A3/A =5dB
rx 1
AP-3:BPSK, AP-2:QPSK, AP-3:16—-QAM

48

Average BER

—A—LMMSE S S
—H— R-ML-MUD (AP-1:16-QAM => QPSK)

—6
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ML-MUD (AP-1:16-QAM) S
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Figure 3.5: AP—-3 uses BPSK to transmit the desired signal. The average BERs of R-
ML-MUD with different detection complexity are plotted. The 16-QAM interference
from AP-1 is ignored or treated as being QPSK modulated. N, = 3, ﬁ—g = —5 dB,

and g_§ — 5 dB.
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3.3 Generalized LMMSE

Alternatively, the conventional projection receiver (PR) [35,36] can be utilized to
cancel a portion of interference so as to have a smaller solution space. We rewrite

(2.1) as

K N
Y=Y VAh X+ > VANX, +v, (3.14)
m=1

n=K+1
where v/A,,h,,X,,’s for m = 1,..., K are the interfering signals to be cancelled. The

conventional PR projects y to span(hy, ..., hK)L, and then implements MUD, that

is, to execute the following.
2

N
()A(KH, e ,)A(N> = arg min P (y — Z \/Anhan> . (3.15)
(XK1, XN)E I]y[ My, n=K+1 2
n=K+1
where
P =1y, —H; (HIPIHI)i1 HY, (3.16)

Hy = [VAhy - Aghy] . (3.17)

The main drawback of conventional PR is that the desired signal’s power will
greatly lost when multiple interfering APs’ signals are cancelled. For the signal taken
into the operation of (3.15), the lost power due to projection is A,hY (Iy.. —P)h,,
being irrelevant to A, form = 1,..., K. In other words, the amount of reduced signal
power after this projection method is identical for different values of A,,’s. This is,
executing (3.15) may cost a large portion of power in the desired signal even though
the interfering signals to be removed are much weaker. From this observation, it seems
that the traditional PR is not a reasonable approach to cancel weak interference.

Let us temporarily consider a simple scenario where there are only APs—1~ K and

AP-n in the virtual cell. The received signal is expressed as
Yin = VAhX, +v for n=K+1,...,N, (3.18)

K
V= Anh, X, + v 3.19
DoV (3.19)
m=1
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Applying ZF on (3.18), the output SNR of the nth signal is

A,h"Ph,

SNRZF,(K,n) =5 (320)

ov
which is also the resultant SNR of the nth signal after taking projection P on (3.18),

denoted by SNRp (k) Thus, we write
SNRp (k.n) = SNRzp, (5,n), (3.21)

and think of ZF as a special case of the conventional projection to cancel all interfering
signals v/ A,,h,,X,,’s form =1,..., K. On the other hand, we can also view LMMSE
as a special case of some other projection. When LMMSE is applied to (3.18), the

weighting vector w,, for v/A,h, X, is

w, = /A,C3'h,, (3.22)
Cy = H/HY +ol1y.,. (3.23)

After LMMSE, AP-n’s signal has SINR

A,wih, hlw,

3.24
wi Cyw, ( )

SINRLMMSE, (K n) =

Define a new projection matrix G £ w,, (Wf Wn)_l wH . Suppressing /A, h,, X,,,’s

by G leads to

o WZIYK,n

= 2
w5

Then the SINR of the nth signal, denoted by SINRq, k), is

E|[VA.Gh X[
E[|GV3]

Wi (3.25)

GyK,n

SINRG (kn) =

= SINRLMMSE,(K,n)- (326)

From (3.21) and (3.26), the resultant SNR difference between the projections P and
G is equal to the output SNR gap between ZF and LMMSE, which is larger for higher
values of f—;’s, as indicated in Section 2.3 (refer to (2.32)). G projects the received

signal towards span(w,,), where there is some residue of interference from APs—1~ K,
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but the amount of energy will be retained in AP—n’s signal more. In addition, from
(3.22) and (3.23), the new projection method adjusts span(w,,) according to the values
of Ay, Ag, ..., Ak to yield better SINR than the conventional projection P does.

K
Now we go back to (3.14), the situation of interest. In order to suppress »_ /A, h, X,

m=1
while retaining more energy in APs—(K + 1) ~ N’s signals, we define
G2W(W'w) Wi (3.27)
W = [WK+1WK+2 cee WN} s (328)

where w,, has already been given in (3.22). With G, the receiver searches solution

via
N 2
()?K—l—h o ,)?N> = arg min HG (y — Z \/A_nhan> . (3.29)
(XK415-) XN)Gn lji[HMn n=K+1 9

From now on, the multiplication of G is termed “GLMMSE” to stand for the general-
ization of LMMSE, and the conventional PR is called “PR” for brevity. Let d be any
unit vector in span(wg 1 Wgyo -+ - Wy ), then d can be expressed as d= ZQLKH LWy,

d|| =1. After GLMMSE, the interference from APs-1~ K plus noise in the

with ‘
2

direction of any d has power
~H N u N H N
E{‘d Gi?‘ }:E{d vi'a) - ( 3 tnwn> C;( 3 tgw)

N N
= Z Z t:;tgwnHC;Wg. (3.30)

n=K+1/=K+1

Besides,

‘WfC;W[lZ < HC‘%WH Z HCélez = (Wngwn) (WZHC;WZ) , (3.31)

where the inequality follows from Cauchy-Schwarz inequality. In (3.18), LMMSE
selects the weighting vector w,, to maximum the SINR of AP-n’s signal [28,33].

When SINRimumsE,(x,n) is sufficiently high, wHCyw,, will be very small compared
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er:6’ A5/An:0 dB for n=1~4
AP-5: QPSK ,AP-1~4:BPSK

.............................................

----

AL —<&— Projection (cancel AP-1~4)
= P~ GLMMSE (supress AP-1~4) U\ o™~
- —&— Projection (cancel AP-1~3) s - S R

Average BER

' — ¥ — GLMMSE (supress AP-1~AP-3) ' TR XS
- —O— Projection (cancel AP-1~2) .

1078k, = % — GLMMSE (supress AP-1~2)
- —©— Projection (cancel AP-1)

© = 4+ = GLMMSE (supress AP-1)

0 2 4 6 8 10 12 14

Figure 3.6: The average BERs are plotted for PR and GLMMSE. The desired signal
from AP-5 is QPSK-modulated while APs—1~4 use BPSK. N, = 6, and % =4 —

" A 4 Az
5 _ As __
45— 45— qB.

to A,wh,hw,. Therefore, from (3.31), E {’&HGVF} can be small compared to
AP-n’s signal power A,h?Gh,,.

Now we investigate the behavior of GLMMSE via simulations of 5-AP case. The
desired signal from AP-5 is QPSK modulated while APs-1~4 adopt BPSK. We
observe the performance of PR and GLMMSE that suppress different numbers of
APs’ signals under different values of SIRs, ﬁ—?, cee ﬁ—i. The average BERs with
j—i =0 dB for n = 1 ~ 4 are plotted in Fig. 3.6, where GLMMSE is close to PR if
only the interference from AP—1 or APs—1~2 is suppressed. For the interference from

APs—1~3 or APs—1~4 being suppressed, GLMMSE is clearly better than PR. If the

interfering signals are weaker than the desired signal at the receiver, the performance
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er:6’ A5/An:5 dB for n=1~4
AP-5: QPSK ,APs-1~4:BPSK
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o 10—4_: —<&— PR (cancel APs-1~4) R ~ N

< = P - GLMMSE (supress APs-1~4) ahius ol
—A— PR (cancel APs-1~3) RN L

_5 .

10 E =V — GLMMSE (SUpreSSAP_1~AP—3) . PN P
- —&— PR (cancel APs-1~2) SESEEREES LN
_s| — ¥ — GLMMSE (supress APs-1~2) = )

10 &
. —©— PR (cancel AP-1) . Ng
. —X—GLMMSE(supressAP—]_)
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0 2 4 6 8 10 12 14
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Figure 3.7: The average BERs are plotted for PR and GLMMSE. The desired signal
from AP-5 is QPSK-modulated while APs-1~4 use BPSK. Ny = 6, and 4& = 42 =
4 =2 =5dB.

A, — A
gap will be more noticeable, and gets wider when suppressing more interfering APs’

signals, as shown in Fig. 3.7, where ﬁ—i =5dBforn=1~4.

In the same 5-AP case with ‘g—i =0dB and ﬁ—z = 3—2 = ﬁ—f =0,3,6 dB, we report
the results in Fig. 3.8, where the receiver cancels the interference from APs—1~3.
It can be seen that the weaker the cancelled interference is, the better GLMMSE

behaves. However, the performance of PR remains unchanged. This exhibits that

the advantage of GLMMSE over PR is similar to the advantage of LMMSE over ZF.
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N,=6, A5/A4:0 dB, AP-5: QPSK, AP-1~4:BPSK

- —4— Projection (AP-1~3: AJA =0 dB, n=1~3) ">
- —A— Projection (AP-1~3: AJA =3 dB, n=1~3) =\
10_4'; —E— Projection (AP-1~3: A5/An:6 dB,n=1~3):::::: :‘: DI ON

Average BER

- —<4— GLMMSE (AP-1-3: A/A=0dB, n=1-3) 1 1 N NN

- —P— GLMMSE (AP-1~3: AJA =3 dB, n=1~3) = oo N '
‘ —#— GLMMSE (AP-1~3: AJA =6 dB, n=1~3) S
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Figure 3.8: The average BERs are plotted for PR and GLMMSE. The desired signal
from AP-5 is QPSK-modulated while APs-1~4 use BPSK. N, = 6, and ﬁ—i =0 dB,

and 42 = 48 = 45 = 0,3,6 dB.
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3.4 Case Study by Simulations

Further simulations are conducted to compare different schemes, including ML-MUD,
R-ML-MUD, GLMMSE, PR, LMMSE, and LMMSE-SIC, in which the symbols from
interfering APs are detected and subtracted from the received signal successively in
the order of decreasing received power. In 3~5-AP cases, we examine the receiving
performance of QPSK signals, corresponding to the ultra-low latency transmissions

of desired data.

N,=3, A3/A2:—5 dB, A3/A1:5 dB
AP-3:QPSK, AP-1~AP-2:16-QAM

Average BER

| =V = LMMSE-SIC (cancel interference from AP-2 first) =~ TN o
10 "t —O— PR (cancel strong interference from AP-2) S .
= B = GLMMSE (supress strong interference from AP-2) - - :
% PR (cancel weak interference from AP-1) SR P 1
10 ¢ - P = GLMMSE (supress weak interference from AP-1) :: i :: L
—— R-ML-MUD (AP-1: 16-QAM => QPSK) SRR o e
. + ML—MUD ...... e

1 1 1 1 1 1

10
6 8 10 12 14 16 18 20 22 24
AJdZ (dB)

Figure 3.9: The average BERs are plotted for different detection schemes. The desired
signal from AP-3 is QPSK modulated while both AP-1 and AP-2 use 16-QAM.
Nix =3, 4% = =5 dB, and 4% =5 dB.

First of all, in 3-AP case, where AP—-3 transmits the desired data that is interfered
by 16-QAM signals from AP-1 and AP-2. Other parameters are set as N, = 3,

4 = —5 dB, and 4% = 5 dB. As shown in Fig. 3.9, applying R-ML-MUD to AP-1’s
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N, =4, A4/A3:—3 dB, A4/A2:3 dB, A4/A1=6 daB
AP-4:QPSK, AP-3:BPSK, AP-2:64-QAM, AP-1: 64-QAM

Average BER

—>— LMMSE

al © - LMMSE-SIC (cancel interference from AP-3 first) ‘

10 't —©— PR (cancel interference from APs—1~2) DIt NS

- ¥ = GLMMSE (cancel interference from APs—1~2) == == i VIS

+R—ML—MUD(AP—1:64—QAM:>QPSK, D D
AP-2: 64-QAM => 16—QAM) -

—&— R-ML-MUD (AP-1: 64-QAM => QPSK) - SRR EREEEERS

| —“— R-ML-MUD (APs-1~2: 64-QAM => 16-QAM)

4 6 8 10 12 14 16 18 20
2

A4/0V

10

Figure 3.10: The average BERs is plotted for different detection schemes. The desired
signal from AP—4 is QPSK modulated while both AP-1/2 and AP-3 use 64-QAM
and BPSK, respectively. N, = 4, ‘2—3 = -3 dB, ﬁ—;‘ =3 dB, and 1‘2—‘1‘ =6 dB.

signal does not lead to satisfactory performance because this 16-QAM interference is
not weak enough and treating it as QPSK signal brings too much extra interference.
If the weak interfering signal is suppressed by GLMMSE or PR, the performance is
much better. From the green curves in Fig 3.9, we can see the SNR gain of GLMMSE
over PR, however, there is almost no difference between these two methods when the
strong interference from AP-2 is suppressed (see the blue curves). As indicated in
Section 2.2, for identical modulation, stronger interference is generally less harmful
to ML-MUD, hence it is better to suppress weak interference from AP—1 rather than
strong interference from AP-2, as observed from the blue and green curves in Fig 3.9.

Next, we investigate 4-AP case, where the desired signal is from AP-4. The signals

from AP-1 and AP-2 are 64-QAM modulated, and weaker than the desired signal
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N, =4, A4/A3:3 dB, A4/A2:—3 dB, A4/A1=6 dB
AP-4:QPSK, AP-3:BPSK, AP-2:64-QAM, AP-1:64-QAM

10

Average BER

S S

- © = LMMSE-SIC (cancel interference from AP-2 first) - - - - - S 9N
_s| —©— PR (cancel interference from APs-1~2) ;
10 - ¥ — GLMMSE (cancel interference from APs-1~2)
—p— R-ML-MUD (AP-1: 64-QAM => QPSK,
AP-2: 64-QAM => 16-QAM)
—<&— R-ML-MUD (AP-1: 64-QAM => QPSK)
R-ML-MUD (APs-1~2: 64-QAM => 16-QAM)

4 6 8 10 12 14 16 18 20
2
A4/0V

10

Figure 3.11: The average BERs are plotted for different detection schemes. The
desired signal from AP—4 is QPSK modulated while both AP-1/2 and AP-3 use 64-
QAM and BPSK, respectively. Ny = 4, ﬁ—; = 3 dB, ﬁ—;‘ = —3 dB, and ‘2—‘1‘ = 6 dB.

respectively by 6 dB and 3 dB at the receiver side, i.e. ﬁ—‘l‘ =6 dB and ﬁ—;‘ = 3 dB. The
BPSK signal from AP-3 is stronger than the desired signal by 3 dB, that is, ﬁ—; =-3
dB. From Fig. 3.10, we note that LMMSE-SIC is better than our proposed methods.
Nevertheless, as shown in Fig. 3.11, when the 64-QAM /BPSK interference from AP—
2/AP-3 is stronger/weaker than the desired signal by 3 dB (‘:—‘; = —3dB and i—; =
dB), LMMSE-SIC is not well-behaved and even worse than LMMSE. From Fig. 3.10
and Fig. 3.11, it is clear that LMMSE-SIC is sensitive to the modulation of stronger
interference if the detection order is determined only based on the received power or
SINRs, as the general LMMSE-SIC implementation.

Finally, we design a 5-AP scenario with only 4 receiving antennas, and the desired

d0i:10.6342/NTU201902343



CHAPTER 3. LOW-COMPLEXITY MULTIUSER DETECTION o8

N, =4, A5/A4:A5/A3:0 dB, A5/A2:6 dB, A5/A1=8 dB
AP-5:QPSK, AP-3~4:BPSK, AP-1~2:64-QAM

Average BER

‘Yt —@— Ignore AP-1~2  ....T

—— R-ML-MUD (AP-1~2: 64-QAM => QPSK) ... ... ...~

= R-ML-MUD (AP-1: 64-QAM => QPSK; ... . .. . .
AP-2: 64-QAM => 16-QAM) SR

107t =P— R-ML-MUD (AP-1~2: 64-QAM => 16-QAM) o .
- € = R-ML-MUD (AP-1: 64-QAM => 16-QAM) = - gt L E
—— LMMSE L

- A - LMMSE-SIC (detection order: X, => X, =>X) D P

-6

10 1 1 1 1
4 6 8 10 12 14

Figure 3.12: The average BERs are plotted for different detection schemes. The
desired signal from AP-5 is QPSK modulated while both APs—1~2 and APs-3~4
adopt BPSK and 64-QAM, respectively. N, = 4, f‘—i = 3—? = 0 dB, ﬁ—;’ = 6 dB, and
4 =8 dB.

signal is from AP-5. APs-1~2 and APs—3~4 adopt 64-QAM and BPSK, respectively.
SIRs are set as ﬁ—i = ﬁ—g =0 dB, j—; = 6 dB, and ﬁ—f = 8 dB. In Fig. 3.12, we report
the average BERs of R-ML-MUD with different reduced-order constellations, which
are all better than LMMSE-SIC. It also reveals that ignoring the interference from
APs-1~2 or applying LMMSE is poor. The average BERs of GLMMSE and PR that
suppress the interference from APs-1~2 are plotted in Fig. 3.13. Since the receiver
has only has 4 antennas, G is constructed from W = [W4 W5} to project the signal

towards a subspace of dimension 2, and the advantage of GLMMSE over PR is seen

again. We also show the results of the integration of GLMMSE /PR with R-ML-MUD
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that cancels AP-2’s signal and shrinks M; to M7 of 16-QAM, and the performance
can be closer to R-ML-MUD with the solution space shrunk merely by a factor of 16

(the blue curve in Fig. 3.13).

N, =4, A5/A 4=A5/A3=0 dB, A5/A2=6 dB, A5/A1=8 dB
AP-5:QPSK, AP-3~4:BPSK, AP-1~2:64-QAM

| —©— PR (cancel AP-1~2)
10 F — ¥ - GLMMSE (cancel AP-1~2)

o PR(suppress AP-2)

Average BER

+ R-ML-MUD(AP-1: 64-QAM =>16-QAM) .. ... . ... ... ... ... . ... ...
-4 - GLMMSE((suppress AP-2) R EIRPI R
-5 + R-ML-MUD(AP-1: 64-QAM =>16-QAM)

10°F 55— R-ML-MUD (AP-1: 64-QAM => QPSK;
AP-2: 64-QAM => 16-QAM) = 1T

—P— R-ML-MUD (AP-1~2: 64-QAM => 16-QAM) -+ -~ oo

- A - LMMSE-SIC (detection order: X, =>X,=>X) SRR S

—6 | | | | 4 |

4 6 8 10 12 14 16 18 20

2
Aday,

Figure 3.13: The average BERs are plotted for different detection schemes. The
desired signal from AP-5 is QPSK modulated while both APs-1~2 and APs-3~4
adopt BPSK and 64-QAM, respectively. N, = 4, ﬁ—i = ’3—2 =0 dB, ﬁ—z =6 dB, and
4 =8 dB.

3.5 Summary

Leveraging the feature of downlink transmissions, R-ML-MUD is proposed to reduced
the complexity of MUD by partially ignoring interference. The saving in computation
depends on the extent to which the interference is ignored. For instance, if a 64-QAM

interfering signal is treated as being 16-QAM or QPSK, the computation burden is
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decreased by a factor of 4 or 16, in other words, the actual computation is cut down
by 75% or 93.75% for each desired data symbol to be estimated.

Another proposed method is GLMMSE to partially suppress interference, which
has obvious SNR gain over PR. The computation saving in MUD operation is easily
derived from the number and modulation orders of suppressed interfering signals. The
question “Which interfering signals to cancel?” is equivalent to “Which interfering
signals to jointly detect with the desired signal?”. From Chapter 2, we know that it
is generally better to cancel weak interference and include strong interference in the
execution of MUD.

The proposed methods and their combination provide flexible trade-off between
complexity and performance, and are shown to yield satisfactory performance even
when LMMSE and LMMSE-SIC can not function well. To end this chapter, we
suggest several extended works in the following.

1) Extension from R-ML-MUD

Similar to the concept of interference-ignorant SUD or power-domain non-orthogonal
multiple access (NOMA) [72], R-ML-MUD exploits the significant differences in re-
ceived signal powers. To some extent, we may say that R-ML-MUD partially ignore
the weak interference. Compared to SUD or power-domain NOMA, R-ML-MUD has
higher detection complexity, but the strict received power ratio constraint can be
relaxed. The detailed analysis of applying R-ML-MUD to 5G NOMA scenario will
be interesting.

As a well-known complexity reduction method, sphere decoding [65,66] searches
ML solution from a subset of a large composite constellation space. Differently, R-ML-
MUD shrinks the large solution space to a smaller one. Combing the two methods,
the receiver can reduce the modulation order of interference first, then apply sphere
decoding. That is, the integration of R-ML-MUD and sphere decoding searches the

solution from a subset of a smaller solution space to save more detection computation
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in downlink, which serves a future research.
2) Extension from GLMMSE

R-ML-MUD will not be applicable if the desired signal is weaker than interference,
and the performance of GLMMSE to cancel strong interference may not be good
enough. In this situation, we can generalize the concept of LMMSE-SIC. That is,
the receiver first decodes several stronger interfering signals via GLMMSE detection,
subtract their estimates from the received signal, then decode the desired signal by
ML-MUD. We name this scheme GLMMSE-SIC, and further investigation is required

to demonstrate its effectiveness.
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Chapter 4

Two-Stage Inter-Carrier
Interference Suppression

Our work in Chapter 2 and Chapter 3 is implicitly based on the assumption of perfect
synchronization . In this chapter, we take time and frequency asynchronous issues into
consideration. The signals from different APs experience different propagation delays
to reach the receiver on the vehicle. The time differences of arrival (TDOA) may cause
IST and ICI [45]. By the commonly applied stochastic geometry modelling [46], we
first show that the probability that TDOA-induced ISI/ICI occurs can be very small,
and our probabilistic analysis also helps with the future system parameter design.
Indeed, the CFO creates serious concerns. Different APs have different oscillators,
leading to multiple CFOs that can not be compensated simultaneously at the vehicle,
bringing serious ICI.

In downlink, it is not reasonable and difficult to infer channel conditions of sub-
carriers not allocated for the receiver. Hence it is not feasible to suppress ICI by
conventional LMMSE or whitening technique that needs knowing ICI covariance.
The methods to address ICI terms originating inside and outside the allocated radio
slices should be different. We therefore propose a two-stage ICI suppression scheme
to separately deal with them.

In this chapter, we develop a method to resolve ICI challenge in a more practical

way. Without the need to estimate the covariance of far ICI, we construct a pseudo

63
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covariance matrix using CFOs estimate to replace the true ICI covariance matrix.
The proposed operation is called Pseudo-ICI-W (P-ICI-W) [67] and followed by the
joint detection of desired signal and several dominant ICI terms. Via simulations, we
show that P-ICI-W can approach the ideal whitening technique in terms of SINR and
BER. After P-ICI-W, the remaining dominant ICI terms from multiple associated APs
can collectively make the joint detection very computationally demanding. Sphere
decoding is capable of reducing detection complexity substantially, but the complexity
of sphere decoding still grows exponentially with the number of jointly detected data
symbols [73], thus further suppressing some of remaining ICI terms is desirable, and
can be implemented by GLMMSE [38] or PR [35,36]. Overall, the proposed signal
processing has two stages: (i) P-ICI-W to tackle far/residual ICI (ii) GLMMSE or
PR to partially suppress the dominant ICI terms that remain after pseudo-whitening.

Finally, we demonstrate the application of proposed scheme to the scenario that
APs adopt space-time block codes (STBCs) to strengthen the reliability of uRLLC
services. In addition to Alamouti coding [68], Complex Interleaved Orthogonal De-
sign (CIOD) [69] suitable for asynchronous transmissions is taken into the two-stage

processing and evaluated via simulations to complete downlink uRLLC design.

4.1 Asynchronous Modelling

Unlike the conventional cellular system where the arrival times of uplink signals can be
made approximately aligned at the base station (BS) by adjusting transmit timing
of each user equipment (UE). But in our downlink scenario, it seems not possible
to implement a transmission-timing control across different APs that serve multiple
virtual cells because the amount of transmission-timing offset for one vehicle may not
applicable to another. Likewise, it is very challenging to pre-compensate CFOs from
APs.

In Subsection 4.1.1, we derive the probability of TDOA-related ISI/ICI, which
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can be little in small cell deployment. So we focus on CFO-induced ICI in this
dissertation. Subsection 4.1.2 reviews the signal model with CFOs, based on which

our technique is developed.

4.1.1 Probabilistic Analysis of TDOA-Induced ISI

The distances between APs and the vehicle are different, thus the signals from serving
APs of virtual cell arrive with various propagation delays. If the TDOA together with
the lengths of channel impulse responses (CIRs) exceed the cyclic prefix (CP) length,
ISI and ICT will occur [45]. The probability of this event depends on the dimension
of virtual cell (i.e. the number of APs serving in a virtual cell), AP density, and the
CP length. Next we derive this probability based on the widely adopted stochastic
geometry model [46].

Taking the snapshot at any time instant, assume that the vehicle’s position is
the origin of R?, and APs are distributed as a two-dimensional homogeneous Poisson
point process (PPP) with density \,,. Suppose that the vehicle is served by the N
nearest APs whose distances to the vehicle are Uy, ..., Uy. Let Uy = minj<,<y U,

and Uy = maxi<,<y U,. ISI and ICI will happen if
U(N) — U(l) > Ad, (4.1)

where Ad = ¢ (tep — ten), ¢ is the light speed, t., and ¢, are the lengths of CP and

CIR. The probability density function (PDF) of Uy is

2 — —)\ap7ru2
Tu (uan) = ) Mapm)™ uly) e . (4.2)

Let U be the distance between the vehicle and any AP, which is closer to the

vehicle than the furthest serving AP. The cumulative distribution function (CDF) of

U and PDF of Uy conditioned on Ui yy = u(y) are given as follows.
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u
Ulo, (]uan) 2
| uyy
p 5 \ N—1 ) w2\ V2
& U() (1)
- 1-(1- - — (N -1 1- -
o o (e Juom) U() ( u(2N>> ( ) utn) ( u?N))
(4.3)
From (4.2) and (4.3), the joint PDF of Uy and Uy is
Fuauen (s um) = fu oy (@) [wmw) o, (ww)
4 ()\a 7T)N N=2 _Npmu?
=T gyt (utn —uiy) T e (44)

The probability of Uy — Uy > Ad can be derived as

P {U y > Ad}
u(N> —Ad
/ / fU(l Uy ( U(N)) du du
Ad

a ™ mu? ) —Ad N-2
) ))/ ugye” T / uy (uin) —ufy) dugydugn,

(
(( pﬂ-) ) / 7)\ap7T“<N) ; [Z < k )( 1>ku%{€)u5%) 4-2k dU(l)dU(N)
(
(N

NN2 koo

4 )‘apﬂ) 2N 3— 2k 2k+2  Ngpmu?
— Ad apTU(N) ]
T ) — 2k + 2 Jaa uen — Ad)TTe )
N—22k+2 (N=2) (2k-+2 k: 2%—
_ 2(AapT) (Ad)2 2322 w2V )( )(—=1)* 7 (Ad) J/ 2N—3—2k+j ,~AapTuly) 5.
F(N-1) &4 k41 vy ™)
(4.5)
Using the change of variable by z = )\apﬁu?N), the integral of (4.5) becomes
E(Aapﬂ—)kiNJrli% /OO NF ey
2 Aap(Ad)?
1 - 0o Z(kafu%)ﬂefz
= = (Napm) Y By / —~dz, (4.6)
2 Napr(ad)? T (N =k — 1+ 3)
where
Bij = ()T (N —k—1+ %) : (4.7)
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Figure 4.1: (Left) to, = 0.59us. (Right) to, = 1.19us. The probability of Uy —Uny >
Ad is plotted for different N and A,,. We set that tq, = t;".

The integrand in (4.6) is the PDF of Gamma random variable, thus the integration re-

sults in F' (Aapm (Ad)*; M ,1), where F' (:; % 1) is the complementary

CDF (CCDF) of Gamma (2*~%-21). From (4.5) and (4.6),

2

2 N— 22k+2 )(2kz+2) (_1)k—j (Ad)%_j

p{Um = U > Ad} = = ]

k=0 j=0
_ 2N —2k—2+4
By, F (Aapﬁ (Ad)?; 'y 1) . (4.8)

2
We validate the above analysis through simulations, where we set t., = 0.59,1.19
(s [44], tan = 2, and Ay, = 5 x 1075 ~ 107* (1/m?). The simulation results as well
as the numerical values obtained from (4.8) are plotted in Fig. 4.1, which shows that
the probability of (4.1) decreases as either or both of A, and t., increase. ISI and ICI
due to time aynchronization rarely occurs in small cell deployment (dense deployment

of APs) if the CP length and the dimension of virtual cell are carefully selected.
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4.1.2 Signal Model for Multi-CFO Issue

For better readability, we recap the OFDM signal model considering CFO, according
to which, our proposed scheme is constructed.

Suppose that the vehicle associates with N > 2 APs forming a virtual cell. Via
multi-path cooperative transmissions, the AN sends the packets to the vehicle through
the N APs, which may allocate radio resources imperfectly to incur MAI. In the worst
case, the vehicle receives data from different APs and different RRUs like the situation
shown in Fig. 1.5. Assume that each AP is equipped with a single antenna, and the
vehicle is equipped with Ny antennas for N > Ny. Let X7, expresses the data
symbol that AP-n transmits on the zth OFDM symbol’s kth subcarrier. The data
symbols are independent across different indices n, z, k, and E “X;kﬂ = 1. The
FFT size and CP length are respectively Ng, and N.,. The normalized CFO (w.r.t
the subcarrier spacing) between AP-n and the vehicle is ¢,. Since ICI is caused by
the fractional part of CFO, we simply assume that |e,| < 0.5.

In uRLLC, the latency requirement is typically shorter than the channel coherence
time [22,44], the CIR between AP-n and vehicle’s mth antenna, h;'_, is considered to

be time-invariant over several OFDM symbol durations. Taking the discrete Fourier

_ —j2mkT
transform (DFT) of A", yields H, = S Nen =t hy e Naw | where Ny is the channel

length and Ng, < Ng,. Moreover, A is a zero-mean complex Gaussian random

variable with variance o2, i.e., A", ~ CN (0,02), and 374" 62 = 1 (The sum of

variances is normalized to be one). It is also assumed that

l—eomn ==
03:—671\;3% fort=0,1,..., Ney — 1, (4.9)
l1—en
N — 1
_ ‘ 4.10
" I (0.01) 10
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The signals from different APs reach the vehicle with various delays, and At,
denotes the discrete timing offset for AP-—n’s signal relative to the first-arriving signal
(from some AP). When At, > N, — Ng, inter-symbol interference (ISI) occurs.
In small cell deployment, the probability that At,, > N, — N, can be small with
carefully selected CP length and APs’ number in the virtual cell [38], so we focus on
[SI-free situation.

At the m receiving antenna, the frequency-domain signal of zth OFDM symbol is
expressed as [50-52]

N
YZ,LF:Z

n=1 k=

Ny —1
/Anej((z—1)¢n+,0n—’yn,k)H;??kal,kck <€n) + VZ}F? (4'11)
0

where A, is AP—n’s mean signal power received at the vehicle, which is the composite

of transmission power, path loss, and shadowing effect; ¢, = 27%%@)5”, Pn =

27%;’5”, and v, = QW%—;: account for the phase rotations induced by CFO and
timing offset; v’y = [VZ”}) e V;”NH_JT is the frequency-domain white noise with
VI~ ON (0,0%).
Besides, ci(e,), known as signature waveform, is the kth column of CFO matrix
C(en) = FD(e,) FY| that is, ci(e,) = C(e,) e, where F is the Ny x Ny unitary
. . j2r e, § 25 (Ngo—1)en, .
DFT matrix, D(g,) = diag (1, Ve ", ... e Nm , and ey is a Ng x 1 zero

vector with kth entry replaced by one. In this chapter, the row/column /entry indices

of matrices/vectors begin with zero.
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The inner product between cg, (¢,,,) and cg,(&,,) is

ckH1 (Eny) Chy(Eny) = ekHlFDH(sm) FHFD(sm) FHe;€2 = egFD(sn2 — &ny) FHe;€2

Neo—1
= [C(an - 5n1)]k;1k2 = Z (F)kls [D(g’I’LQ) - 5n1]sk2
s=0
Ngg—1 Negg—1
. H
= E (F>kls E [C(5n2 _Enl)]sé (F )ékg
s=0 =0
1 Nege—1 _ .2mkys ,27r(5n275n1)5 . 27kos
= N_ e Ney e Nt e’ Nt
fit s=0
1 sz“‘l arliabitenymeny)s ] ] — 2 (kakiteny —en)
= — 6] Ny =
N N ,27r(k2—k1+€n2—5n1)
fft s=0 fft ]_ — ej Ny
1 i (Nge—1)(ka—h1teny —eny) e*jﬂ'(k‘Q*kl“”E'ﬂQ*fnl) _ 6]’71'(’927’4714’571,275711)
- Nege
N, €  —m(kg—k1+eny —eng) (kg —k1+eng —eng)
fft J N, J N
e fft — € fit
im(Neg—1) (ko —k1+eng —enq ) sin (7 (e, — €
= (_1>k2_k1 € Nt ( ( 2 n1>) )
. 7(ka—ki+en, —€n )
N sin ( —
ft Nt

(4.12)

which is also the (ky, k2)th entry of C(g,, — £,,) and leads to the following properties

that are helpful in our research.

Property 1. For any £k and n,
ck(en) |5 = e FD  (c,) FFD(e,,) Ffe; = 1. (4.13)
This property means that CFO does not decrease the received signal power, but

spreads the power over frequency domain.

Property 2. For ki # ks, ¢;! (¢n) €k, (€,) = 0, which implies the signature waveforms
from the same AP are mutually orthogonal. That is to say, CFO does not destroy
the orthogonality among the subcarriers of the same AP if we observe the receiver’s

overall FF'T outputs.
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Property 3. For 0 < |g,, — €p,| < 0.5,

sin (7 (eny, — €ny))

)
. ™ k2_k1+5n —En )
N sin ( =
ft Nite

which decreases as Ak increases. Here Ak = min{(=£ (ka — k1)) ng, } and () vy, repre-

‘ckHl (6711) Chk, (5712)‘ = (414)

sents the modulo- Ng; operation.

In general, not all of the subcarriers are utilized. Denoting the set of indices of
used subcarriers by B and absorbing the phase rotation p,, — v, 5 into H o (4.11) is

simplified as

N
yZ?F = Z Z V AnHerCk(gn) ej(%l)d)nX;,k + VZF? (4.15)
n=1 keB

with H)" = ¢ (p"_%”“)ﬁgk. It is straightforward to generalize the model (4.15) to
the case, where APs have multiple antennas. This generalization will be given in

Section 4.4, considering STBCs.

4.2 First-Stage Processing

Without loss of generality, we study the detection of X that is the desired data sym-
bol conveyed on the zth OFDM symbol’s gth subcarrier of AP—r. Like the situation

in Fig. 1.5, the desired data symbol is coupled with CCI and ICI. Let

— 1 ifn=r,
4n = {q —sgn(e, — &) 1(len, — &,|>0.5) if n#7. (4.16)
. Jen—e&r if |e, —e.| <0.5,
En = {en — e, —sgn(e, —e,) if |e, — &, > 0.5, (4.17)

where sgn(-) and 1(-) are sign function and indicator function. The interference from
gnth subcarrier of AP—n with n # r is the term closest to AP—r’s qth subcarrier
in frequency domain, and called CCI for X7 . The normalized frequency difference
(w.r.t the subcarrier spacing) between the subcarriers of desired data and CCI is &,,.

The interference from any AP’s kth subcarrier with k # ¢, is defined as ICI.
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4.2.1 Pseudo Whitening

Let 8 be an integer satisfying 0 < g < L%J and Q,, = {(gn = B)Nggs e+ (@ +
B)Ng, }- For n # r, AP-n’s subcarriers with indices from €, , are 25 + 1 ICI/CCI
terms closest to AP—r’s gqth subcarrier. To combat against CCI and ICI, the data
symbols X7 ’s for k € €, , are jointly decoded. The ICI terms that originate from
the subcarriers with indices belonging to B\ Q, , and €2, ,\¢, are respectively named
as far ICI and dominant ICI terms. The far ICI plus noise is

Z Z VAH, (e n) el 1‘ﬁ”XZ + v (4.18)

n=1 kEB\Qn q

The subscript “—¢” of v’ means that the term is defined from the angle of AP—r’s
gth subcarrier. For better performance, v'__ is first whitened [64] via pre-multiplying

Yo' by (<I>m) : where @7, =E [Vm (Vm )H] is the covariance matrix of far ICI plus

Z,—q 2,—q
noise, and expressed as

Z Z An ‘ k| Ck 5" Ch (gn)_‘_O—VINf&

n=1 keB\Qn.q
= C_D"C" + o7 Ly, (4.19)
Forn € {1,...,N} and k € B\, 4, cx(en)’s constitute the columns of C_,, and D"},
is a diagonal matrix with the diagonal entries A, ‘Hg}k|2’s at the locations correspond-
ing to the columns of C_,. The pre-multiplication of (@T[])%l is called ICI-Whitening
(ICI-W). After ICI-W, the gth subcarrier of AP-r has the whitened signature wave-
form ¢,(e,) = ((IJ’”) cq(er) and the component of (@mq)%lvflq (whitened far ICI

plus noise) in the direction of ¢,(e,) is ¢ (6,,) (@™, ); v [l[€q(er) ll2, where || - |2

stands for the ¢2-norm. The post-whitening SINR is
A [H (18 )H% B A, |H q‘ I1€(=) 2

SINRw,rq = 7= B S ———
E{mq((a;z ()7 v, } € (o) (®r)7 @7, (27,)7 &()
Al (ee @) ) almtael
cil() (®7) " @7 (81) Teya) WP Wy
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where

Wi = (®7)  cfe,) = (C_,D"CH 4021y, ) cfe,) (4.21)

ICI-W requires estimating ®7,, which depends on H",’s for k € B \ €2, 4. Recall from
Subsection 1.4.3 that the channel estimation on all subcarriers may not be available in
our uRLLC downlink scenario, but by (4.19), the structure of ®”, can still be known
from the estimate of CFOs. From the numerical analysis using (4.12), |cf(e,) cq(e,)|
is less than 0.15 for k € B\, , with min{(=£ (k — q)) ng, } > 2. That is, most of far ICI
terms are nearly orthogonal to c,(e,), yielding a conjecture that the post-processing
SINR will not be significantly degraded even if the whitening operation is modified
by replacing A, ‘Hgfk|2’s in (4.19) with positive real numbers G,,’s, whose values are

chosen based on some more easily obtainable information and discussed later.

Construct a pseudo ICI-plus-noise covariance matrix as

v_,=C_D_C" +o7ly,, (4.22)

2,

with the diagonal entries A, |Hfl”k

where D_q is the matrix obtained from D™ C

replaced by G,’s. We propose Pseudo-ICI-W (P-ICI-W) to pre-multiplying yo'r by
(\Il,q)_?l. Let ¢ye,) = (\Il,q)_71 ci(e,) denote the pseudo-whitened signature wave-
form. Next we analyze the difference between ICI-W and P-ICI-W in terms of post-

processing SINR to observe how closely P-ICI-W can approach ICI-W. Likewise, we

have
SINRpw g = Ar | il llea )”3 _ A |H q| 1Eq(&r )||§;
E{ e >|‘|2 (‘I’m) v } cll(s) (Bm)? @ ()7 ¢yfs)
H 2
@ () el) 4t
CH(&’) (lIIT) (‘I’Tq) cy(e) qq)qur,q ’ '
V_Vr,q - \Il:q Cq(sr) = (C CH + UVINHc) 1 CQ(ST‘)> (424)

where SINRpw ., is the SINR after P-ICI-W. From (4.20) and (4.23), SINRpw ., ~
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SINRw 4 if W,y = W, ,. By (4.21) and (4.24),

Wy — Wy = [((I)Tq)_l - \IC;} c,(er)

- {(C_qu c? + (7‘2/11\/Fft)_1 - (C,D_,C% + U‘Q/INm)_l} cy(er)

—q ——q
1 =1\
=2 { [Im -C, (cfch_q +op (D) 1) cﬁfq]
H i1\ ~H
_ {INm —c, (c,qc,q + aVD,q) cql } cy(e))
Cyl&r
= C_II,C” 2(2 ), (4.25)
\%4
__\—1 i\ —1
m, = (Chc,+a2 D) - (chc, +a2 (D7)") . (4.26)

The third equality of (4.25) follows from the matrix inversion lemma [28]. Thus we

have
_ H
[Weg = Wrgll2 HQqHFHl_IquFHC-qu(@r) H27 (4.27)
[ g2 oy || Wig]l2
where | - ||p stands for Frobenius norm, and the entries of C” c,(e,) are the inner

products between c,(s,) and ci(s,)’s for k € B\ €, ,. The upper bound in (4.27) is
dominated by [|C” c,(g) ||2, which decreases as  increases (see Property 3). There-
fore, ||w.q — Wi gll2/||Wigll2 can be made small such that SINRpw,, ~ SINRw,,
via adjusting S that determines the number of dominant ICI terms remaining after
P-ICI-W.

When the synchronization is ideal (i.e. there are no CFOs), at the mth receiving
antenna, the SINR of signal conveyed on the gth subcarrier of AP-r is SINRigea1rq =
A, ’Hf;f /o, against which the average SINR loss from ICI-W and P-ICI-W can be

stated as the ratios:

SINRI eal,r
LW,r,q =E |:1010g10 (WC;\]L#I)} . (428)
7T7q
SINR;geal
Lowrg=FE {1010g10 (—SINREWL q)] : (4.29)
g

where the expectation is taken w.r.t fading gains H,"’. We simulate 2-AP case to

observe the average SINR loss on the gth subcarrier of AP-2 (i.e Ly 2, and Lpw ).
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In addition to the parameters given in Table 4.1, we set that e5 = 0 and the CFO

difference Ae = €1 — g5 ranges from 0 to 0.5.

Table 4.1: Parameters/Notations

Parameter Value
FFT size N = 64
CP length Ng /4
Channel Length Ny, =11
Indices of used subcarriers |B={1,...,26,38,...,63}
Index of observed subcarrier q =20
Number of associated APs N
Number of receiving antennas Nix
p=1 p=2
- g- przq(e /A —5dB)
Low.s q(Gn/An =-2 dB)
1l 11 Low2.q(G/A,Z00B) | -
-4- przq(e /A =2 dB)
= = Loyaq G, /A =5 dB)
0.8} 08} [~ ©~ bwag |
o ) ‘ ‘ ‘ ‘
) =
2 2
S 0.6} S o6 R g - -0
[0 P -
2 2 LIS i |
: : AE ]
‘ ‘ ‘ 2 ‘
4 —=— LPWZq(G m=sm)| O W :o' .o
_ Ly ‘
PW 2q(C, /A 2 dB) I///ﬂ’ .
0l Low.2.4 (@ /A o) | L e ]
—<— Low.2. G, /A =2 dB) ’
,
—A— Loy 24, /A =5 dB) 4 ‘
LWZq ‘/ 1 1 1 1
0.1 0.2 0.3 0.4 0.5 (? 0.1 0.2 0.3 0.4 0.5
Ae Ae

Figure 4.2: (Left) 5 = 1. (Right) 8 = 2. The average SINR loss of ICI-W and P-ICI-
W versus CFO difference Ae is plotted. The parameters are set as f—% = ;4—21 =10 dB,

A% 1%
and §2 = 0,42,4+5 dB for n = 1,2,

The results for different values of GG,, are plotted in Fig. 4.2, where —22 = f—; =10
Ty

14

dB. In the left part of Fig. 4.2, 8 =1, Lw 2, and Lpw 2, increase as Ae increases. For
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Ae = 0.5, the difference between Ly s, and Lpy 2, with i—: = 0 dB is less than 0.2
dB. Even though Cj—: = +5dB, Lpw2,, — Lw,2, is no more than 0.4 dB. When 3 = 2,
L4, Lpwag, and Lpw o, — Lw 24 shrink, as shown in the right part of Fig. 4.2,
where we note that the difference between Ly 2, and Lpy o, for ﬁ—n = +5 dB is only

around 0.2 dB for Ae = 0.5. Without actually estimating ®™ . the SINR degradation

A
from using W_, can be made little if we set i—: = 0 dB. However, the closeness of
Lpwa, to Ly o, for different i—:’s reveals that P-ICI-W is insensitive to G,’s. The
above observation tells that it may not be worth performing ICI-W or estimating the
true ICI covariance matrix, the gain from which is very limited.

Before collecting the pseudo-whitened signals from different antennas for detection
or further processing, (‘Il_q)f71 y7 is projected to the subspace spanned by ¢(e,)’s
for k € Q,, (the pseudo-whitened signature waveforms of AP-r), whereby the signal’s
length can be shortened and is in favor of later operation. Let Cg express the matrix

with columns ¢ (g,)’s for k € Q,,, that is, Cq = [C<q—,8>Nm(5r) x 'C(q+B>Nﬁt(5r):|7 and

denote the reduced QR-decomposition of (\Il_q)i71 Cq by
(¥_,)? Cq = Qp Ry, (4.30)

where the sizes of Qp, and Ry, are Ng x (26 +1) and (28 +1) x (28 + 1), re-
spectively. The processing including P-ICI-W and the aforementioned projection is

equivalent to

N
e £ Qry (P)7y Z Z VAH S () ETIXE e (4.31)
n=1 keQ,

fi.(en) = qu@_qﬁl cr(en) (4.32)

v = QFq (‘I’—q)

w\
L

(4.33)

m
Z —q°

The above frequency-domain processing is identical for the signals received from dif-
ferent antennas and does not depend on fading gains, and thus updating Qg ,, ¥,

and fi(e,,) once every period of channel coherence time is not necessary.

d0i:10.6342/NTU201902343



CHAPTER 4. TWO-STAGE INTER-CARRIER INTERFERENCE SUPPRESSIONT7

W_, is a Ng x Ng matrix, calculating (lIl_q)771 costs a great amount of compu-
tation for large Ng;. To avoid this, Pseudo-Truncate ICI-W (PT-ICI-W) is proposed.
For any Ng x 1 column vector b = [By - - - BNm_l]T and integer « satisfying 0 < o <
| Bzl et T (-) be an operation to truncate b such that only its (¢ — a)ny,th, ...,
(q + a)ng, th entries are retained, i.e., T¢(b) = [B(q—amm “+ Bigiayng, T. Taking the
truncation, y7'p 27 “(y7%)s copl(en) = T% (ck(en)), the column-truncated version of
C_, is denoted by C; _,, and the pseudo-truncate covariance matrix W, _, is obtained
from substituting C; _, and I,41 respectively for C_, and Iy, in (4.22). Following

the same procedure from (4.30) to (4.33), the signal processing is modified as

y. AF Qth(‘I’t q) ythv (4.34)
for(en) = QM (W) 7 conlen) (4.35)
(®1-0)7 [Cigimn(r) * Carim ()| = QuegRers (4.36)
V= Qi (T )7 Ta( V") (4.37)

From (4.12), the inner product of ¢ x(e,,) and c; 4(e,) is

Cen (€n) Crgler)

"Lsin(me,,)

Nee e N

<
. w(q—l+e . m(k—Il+e
leNg N sin (%) N sin (%)
s (Negy 1 {a—ter—en) (—1)""sin(re,) sin(re,)
= e it
2
N,

za: {sin (”(i\;rg’")) sin (ﬂ(k _]%;Hg”))] _1, (4.38)

I=——a fft

Z W —Da=tten) (—1)7 gin(me,) ir@m=DChtizen) (—1)
= e

where Ni* = {(¢ — @)ng, -, (¢ + a)ng } - Exploiting (4.38), we observe that the
numerical value of |c¢ff(g,) ciq4(e;)| is also able to be made small through controlling
B. Hence, by the same argument, the post-processing SINR of PT-ICI-W can be
close to that of Truncate-ICI-W (T-ICI-W), which is similar to PT-ICI-W, the only
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difference between them is that T-ICI-W exploits the covariance matrix of truncated
far ICI plus noise.

The parameter o that determines the lengths of truncated frequency-domain sig-
nals/signature waveforms can be selected according to how much energy loss from
truncation is tolerated. By Property 4.13 and (4.38), the energy loss of AP—n’s kth

subcarrier due to truncation can be calculated as

lex(en) 13— 1 _ N L (4.39)

sl 8 ™ SR et uine, s e (2em)

Once the maximum tolerated energy loss is set, « is decided by (4.39).

4.2.2 Joint Detection

After performing (4.31), y7%’s from different receiving antennas are arranged as a

vector y, ¢ that can be expressed as

Y.s = Z sp(€n) €VNXE L+ v, (4.40)
(n,k)eQ

where

0= LNJ {{n} X QW}, (4.41)
) =

n=1
Sk(én \/ Anhn,k & fk(én) , (4.42)
hyp = [Hypo H:X?]Ta (4.43)
o= @) )] (4.44)

[A9ee)]

Here {n} denotes the set with only one element “n”, and ® stands for Kronecker
product. Let M,, ; be the signal constellation used on the kth subcarrier of AP-n.

The desired signal, CCI, and dominant ICI terms are jointly decoded by

(Xl -Xag) = arg min V.5 — Z sp(g,) €7D X N1 (4.45)
(xiea)e T Mun (nk)eQ )
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Figure 4.3: (Left) § = 1. (Right) 8 = 2. In 2-AP case, the average BERs of the
gth subcarrier of AP-2 are plotted w.r.t Ae. The parameters are set as 5 = 0,
Ae=ey—¢ey,q=20, Ny =2, 22 =2 =13 dB, and §» = 0 dB for n = 1, 2.

V n

2
v

where x7, , = <X§ (an Byt X (ant mNﬁt), and ﬁfm is its estimate. If the frequency-
domain processing is based on PT-ICI-W, the operation of (4.45) is revised by sub-

stituting y, (s for y, g, and sqx(e,) for si(e,), where

Yats = Z Stk (€n) @j(z_l)%Xé,k + Vais, (4.46)
(n,k)eQ

St,k(gn) = 1/ Anhn,k X ft,k(gn) s (447)

_ _ T _ T

Vzts = [(V;t,—q) (Vi\kf—q) ] : (4.48)

We compare different schemes, Without-Whitening, P-ICI-W, PT-ICI-W, and T-
ICI-W. Without-Whitening means that the truncated frequency-domain signals, with
the truncation parameter o = 3, are directly collected from the receiving antennas
without whitening or pseudo-whitening. Assuming ideal estimates of CFOs, BPSK

on all the used subcarries, and the parameters in Table 4.1, we conduct simulations
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Figure 4.4: (Left) a = 2. (Right) o = 6. In 2-AP case, the average BERs of the
gth subcarrier of AP-2 are plotted w.r.t Ae. The parameters are set as 5 = 0,
Ae=¢e;—ey,q=20, Ny =2, 22 = 4 =13 dB, and §» = 0,45 dB for n = 1,2.

V n

2
Ty

to observe the average (uncoded) BERs of (4.45) as well as its counterparts based on
different frequency-domain processing.

Fig. 4.3 shows the average BER on AP-2’s ¢th subcarrier in 2-AP case with
Ny = 2, f—g‘i = ;4—2; = 13 dB, and j—: = 0 dB. Without-Whitening is evidently worse
than all the schemes. For § = 1 (the left part of Fig. 4.3), the average BERs of
PT-ICI-W /P-ICI-W are higher for larger CFO difference A = 1 — 9, and T-ICI-W
is slightly better than P-ICI-W and PT-ICI-W with o = 6. However, when § = 2
(the right part of Fig. 4.3), the performance gap between T-ICI-W and PT-ICI-W
(P-ICI-W) reduces, furthermore, the average BERs of different whitening schemes

does not become obviously worse as Ae increases, the values are roughly between

5.4 x 107" and 6.84 x 10~* for A € [0,0.5]. With §» = 0,45 dB and § = 1,2, the
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CHAPTER 4. TWO-STAGE INTER-CARRIER INTERFERENCE SUPPRESSIONS1

results of PT-ICI-W for a = 2 and a = 6 are respectively plotted in the left and right
parts of Fig. 4.4, from which it is suggested to set GG,, = A,, to achieve lowest average
BER. Nonetheless, the performance of (j—: = 45 dB can be close to that of i—: =0

dB, especially for g = 2.

4.3 Second-Stage Processing

MUD is an effective countermeasure against MAI [28,29,38], however, the complexity
of computing (4.45) may be too high if the number of jointly detected data sym-
bols Njq = (264 1) N is large. To reduce the complexity of joint detection, some of
CCI and dominant ICI terms can be further suppressed. That is, the signal process-
ing is facilitated by two stages: (i) P-ICI-W or PT-ICI-W in frequency domain (ii)

interference suppression in space-frequency domain derived from (4.40) or (4.46).

4.3.1 ICI Suppression by Projection Method

We formulate the second-stage processing based on PT-ICI-W in the first-stage pro-
cessing, which outputs y, g that has been expressed in (4.46). Let A, , represent
the set of indices of AP—n’s subcarriers, the signals from which are retained after
the second-stage processing, and the sum of signals from the subcarriers with indices
belonging to €, ,\ A, is suppressed and denoted by v, ;. Then (4.46) is rewritten

as

Vaois = Z Sir(en) 7Y ¢”XZ + VNI T+ Vs, (4.49)

where

A= LNJ {{n} x Amq}, (4.50)

Vot = > suu(en) @CETNNXE (4.51)
(n,k)EQ\A

The receiver may use the conventional PR [35, 36] projecting ¥, ;s towards the

orthogonal complement of subspace spanned by the vectors s; x(€,)’s in (4.51), then
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performs detection, that is, to implement the following.

(ﬁiA, LX) = arg min Po | Vs — Z Stk (En) ej(z_l)‘ﬁ"thk :
(xiA """ x?\’ A)6 H M”vk (n,k’)EA 2
’ (n,k)EA
4.52)
—1
Po=1In. 2611 — Si(S'S1) ST, (4.53)

where Sy is the matrix whose columns are composed of s; x(¢,,)’s (appearing in (4.51))
for (n,k) € Q\ A, x7 \ = {X7,} (X0 = {Xﬁk} ) with & running over the index set
Apg. If Ay g is an empty set, so are x; \ = {X7,} and X , = {)?;jk}, and they are
not present in (4.52).

Alternatively, the second-stage processing can be developed based on GLMMSE
[38]. The covariance matrix of v, N1 +V. ts is SIS{I +E [\_fz,tsx_ffts} . Applying GLMMSE
to this context, y, ;g is projected to the column space of (SISf{ + E[\_fz,tsfffts])_l Sd,
where Sq4 is the matrix whose columns are constituted by s; x(e,)’s for (n,k) € A
(appearing in the summation of (4.49)). Since the covariance of far ICI plus noise is
not estimated, E[‘_’z,ts‘_’gts} is actually unknown to the receiver, so it is replaced by
In,.(28+1)- In other words, the pseudo-truncate whitened far ICI plus noise is treated
as white noise. The above-mentioned projection is equivalent to pre-multiplying ¥, g

by the matrix Pg = Q¥ which is obtained from the QR-decomposition below.

-1
(SiS{" + In,.2641))  Sa = QuRa. (4.54)
Then the joint detection (4.52) is amended by replacing Pc with Pg accordingly.

4.3.2 Compare Different ICI-Suppression Alternatives by Sim-
ulations

In this subsection, we conduct simulations of 3-AP and 4-AP cases, where the per-

formance AP—r’s gth subcarrier (r = 2,q = 20) is observed. In addition to the pa-

rameters in Table 4.1, BPSK is assumed. To facilitate the illustration of simulation

results, the following are defined/recalled:
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CHAPTER 4. TWO-STAGE INTER-CARRIER INTERFERENCE SUPPRESSIONS3

o Self-adjacent ICI: The ICI from the kth subcarrier of AP—r for k = ¢+ 1.

e Near-adjacent ICI. The ICI from AP-n’s (n # r) subcarrier with the index
qn — sgn(é,) (see (4.17) for the definition of &,). For &, < 0 or &, > 0, the ICI
from the (g, + 1)th or (g, — 1)th of AP—n is closest to AP—r’s gth subcarrier in

frequency domain.

e Far-adjacent ICI: The ICI from AP—n’s subcarrier with the index ¢, + sgn(é,)
for n # r.

o Adjacent ICI: Self-, near-, and far-adjacent ICI terms are collectively termed

adjacent ICL.

e Far ICI The ICI from the kth subcarrier of any AP for k € B\, ,, which is

suppressed in the first-stage processing.

e Neighboring ICI: The ICI terms from the kth subcarrier of any AP for £ €
Qg \{qn, ¢ £ 1}, which are the ICI remaining after the first-stage processing

and not adjacent to the desired signal. This term is defined only when § > 1.
e (CCTI The interference from ¢,th subcarrier of AP-n with n # r.

In 3-AP case, one-stage and two-stage ICI suppression schemes based on PT-1CI-
W/T-ICI-W are compared. The CFO difference Ae = g1 — g5 = €5 — £3 ranges from
0t0 0.5, e =0, Ny = 3, f—v =10 dB, §2 = 0 dB for n = 1,2,3. The parameter
determines the number of remaining ICI terms after PT-ICI-W /T-ICI-W, CCI terms,
and the desired signal, which totals (28 + 1) N. In the one-stage processing, § = 1,
ie. Qg = {aqn, ¢, £ 1}; in the two-stage processing, f = 2,3, A, = {qn, ¢ £ 1} (i€
Qg \ Ay ={q, 2} for =2and Q,,\ Ay = {g, £2,¢, £ 3} for = 3), which
means that neighboring ICI terms are suppressed in the second-stage processing. As

shown in Fig. 4.5, the two-stage processing is better than the one-stage processing,
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Figure 4.5: In 3-AP case, the average BERs of the ¢qth subcarrier of AP-2 are plotted
w.r.t Ae. The parameters are set as a = 10, N,y = 3, 69 =0, Ac =1 — g9 = 69 — €3,
fT” =10 dB, and i—: = 0dB for n = 1,2, 3. The two-stage processing is implemented
as PT-ICL'W + GLMMSE/PR.

and its performance is improved by increasing 5. Additionally, the second-stage I1CI
suppression by GLMMSE behaves better than that by PR.

Fig. 4.6 shows the results of two-stage processing for different (Af—:’s. In the upper
part of Fig. 4.6 with 5 = 2, the behaviors of PT-ICI-W plus GLMMSE for j—: =0,%5
dB do not have prominent difference, the average BERs are between 3.4 x 10~% and
4.3 x 107* when Ae > 0.3, while in the lower part of Fig. 4.6 with 8 = 3, the
average BERs for different ratios % fall within the interval (2.9 x 1074,3.7 x 10™)
as Ae > 0.3, revealing the insensitivity of PT-ICI-W to the value of G,,. In Fig. 4.6,
we also observe that the performance of PT-ICI-W plus GLMMSE is slightly inferior
to T-ICI-W plus GLMMSE, but please recall that T-ICI-W needs far ICI covariance

estimation that may not be feasible in downlink.
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—©— PT-ICI-W (G /A =0 dB) + GLMMSE
—— PT-ICI-W (G /A =5 dB) + GLMMSE
—E— PT-ICI-W (G /A =-5 dB) + GLMMSE
—F— T-ICI-W + GLMMSE

10

0.25 0.3 0.35
Ae

0.4 0.45 0.5

- - _— =

—o
Y

Average BER

© — PT-ICI-W (G /A =0 dB) + GLMMSE
- % — PT-ICI-W (G /A =5 dB) + GLMMSE
~ B~ PT-ICI-W (G /A =-5 dB) + GLMMSE
= %/ = T-ICI-W + GLMMSE

0.25 0.3 0.35 0.4
Ae

0.45 0.5

Figure 4.6: (Upper) 8 = 2. (Lower) § = 3. In 3-AP case, the average BERs of the gth

subcarrier of AP-2 are plotted w.r.t Ae.

The parameters are set as a = 10, Ny = 3,

g9 =0,Ac=¢e1 —ey =y —e3, 2 =10 dB, and §» = 0,45 dB for n = 1,2,3. One

stage-processing is based on PT—IVCI—W,
PT-ICI-W + GLMMSE.

and two-stage processing is implemented as

In addition to neighboring ICI, one may want to include more ICI/CCI terms to

suppress by GLMMSE or PR. Different

considered:

alternatives for second-stage processing are

e Alternative-1: Cancel neighboring ICI, i.e. jointly detect the desired signal,

CCI, and adjacent ICI terms (A,

:{Qanil} fOI‘TL:L...,N).

e Alternative-2: Cancel neighboring and far-adjacent ICI, i.e. jointly detect the

desired signal, CCI, and near-adjacent ICI terms (A, , = {¢,¢ £ 1} and A, , =

{Gns @n — sgn(,)} for n #£r).

e Alternative-3: Cancel neighboring and self-adjacent ICL, ie. A,, = {¢q} and

An,q - {Qna qn £ 1} for n #r.
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e Alternative—4: Cancel neighboring and near-adjacent ICI, i.e. A, ,={q, ¢ £ 1}

and An,q:{Qna Gn + Sgn(én)} for n 7é r.

PT-ICI-W+GLMMSE, a=10, Gn/An:O dB
10 T T

- P = Alternative—4: Cancel neighboring and near—adjacent ICI (3=2) |...... ... o]
—<&— Alternative-4: Cancel neighboring and near-adjacent ICI (3=3) -~~~

Alternative-3: Cancel neighboring and self-adjacent ICI 3=2) |[........ ... ... . .|

Alternative-3: Cancel neighboring and self-adjacent ICI 3=3) |- .. ... .. P
= ¥ = Alternative-2: Cancel neighboring and far-adjacent ICI (3=2) | . ... . ... . . . . |
—O— Alternative-2: Cancel neighboring and far-adjacent ICI (3=3) |- o
- * = Alternative-1: Cancel neighboring ICI (B=2)
—¥— Alternative-1: Cancel neighboring ICI (3=3)

10

Average BER

-
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Figure 4.7: In 3-AP case, the average BERs of the ¢qth subcarrier of AP—2 are plotted

w.r.t Ae. The parameters are set as a = 10, N,y = 3, 69 = 0, Ac = &1 — g9 = 9 — €3,

% =10 dB, and % = 0dB for n = 1,2,3. The two-stage processing is implemented
v n

as PT-ICI-W + GLMMSE.

Applying the two-stage processing “PT-ICI-W + GLMMSE” to the 3-AP case of
Fig. 4.5, the average BERs of cancelling neighboring ICI plus two more ICI terms
according to different alternatives are plotted in Fig. 4.7, where we notice that sup-
pressing near-adjacent ICI degrades the BER most and the far-adjacent ICI is least
harmful to cancel among all adjacent ICI terms. For “PT-ICI-W + PR”, the average
BERs of different alternatives are reported in Fig. 4.8, which also shows the serious
BER degradation of suppressing near-adjacent ICI, moreover, increasing S does not
yield obvious improvement. Comparing Fig. 4.7 with Fig. 4.8, we see that GLMMSE

works better than PR, particularly for Alternatives—2~3 and Ae > 0.3.
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PT-ICI-W+PR, a=10, Gn/AnZO dB
10 T T
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Alternative—3: Cancel neighboring and self-adjacent ICI (3=3)
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Ae

Figure 4.8: In 3-AP case, the average BERs of the ¢qth subcarrier of AP-2 are plotted

w.r.t Ae. The parameters are set as a = 10, N,y = 3, 69 =0, Ac =1 — g9 = 69 — €3,

fT” =10 dB, and % = 0dB for n = 1,2, 3. The two-stage processing is implemented
V n

as PT-ICI-W + PR.

The performance of PT-ICI-W + GLMMSE with Alternative—2 for i—: =0,£5dB
is reported in Fig. 4.9, in which the average BERs for § = 2 and g = 3 respectively fall
within the intervals (4.1 x 107*,6.3 x 107*) and (3.4 x 107%,5.2 x 107%) as Ae > 0.2.
From the results in Fig. 4.2, Fig. 4.4, Fig. 4.6, and Fig. 4.9, it is better to set G,, = A,,,
implying the need to estimate A,, (AP-n’s mean signal power), however, those results
also reveal that poor estimation of A4, (e.g. %Z = +5 dB) does not deteriorate the
performance seriously, demonstrating the robustness of our method.

In Fig. 4.10, we report the performance of PT-ICI-W 4+ GLMMSE (a = 10,
b = 2,3, and Z—Z = 0 dB) of 4-AP case, where N,y = 4, o = 0.35, & = 0.45,
e =63 — e, ey =3 — Ae —0.02, 22 =7dB, £ =3dB, 2 = -3 dB, ¢ = -5

Vv 2 2 2

dB. In this case, Alternative-2 and Alternative-3 leads to almost identical BERs,
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and the consequence of taking Alternative—4 is still terrible, even worse than that of

suppressing neighboring, far- and self-adjacent ICI (Alternative-5).

0.5

B=2

o
|
m
S
g —f&— PT-ICI-W + GLMMSE (Alternative-2, G /A =0 dB)
> ) B
< —ft— PT-ICI-W + GLMMSE (Alternative-2, G /A =5 dB)

—7— PT-ICI-W + GLMMSE (Alternative-2, Gn/An=—5 dB)

-4
10 Il Il T T T T T T T
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
=3
« o L-=W====" --===%
4 _LE=ET
() o - T e = B
g _ —g - %| = B = PT-ICI-W + GLMMSE (Alternative-2, G,/A,=0dB)
o =z = -
3: w = — % — PT-ICI-W + GLMMSE (Alternative-2, Gn/An=5 dB)
- ¥ — PT-ICI-W + GLMMSE (Alternative-2, Gn/An=—5 dB)
-4
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Figure 4.9: (Upper) 5 =

0.5

2. (Lower) 8 = 3. In 3-AP case, the average BERs of the gth

subcarrier of AP-2 are plotted W r.t Ae. The parameters are set as o = 10, N = 3,
g9 =0, Ac =g —eg9 =9 —

€3, 2 =10 dB, andG":O +5 dB for n = 1,2, 3. The

two-stage processing is 1mplemented as PT-ICI-W —|— GLMMSE with Alternative—2.
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Figure 4.10: (Left) § = 2. (Right) 8 = 3. In 4-AP case, the average BERs of the ¢th
subcarrier of AP-2 are plotted w.r.t Ae. The two-stage processing is implemented
as PT-ICI-W + GLMMSE with a = 10 and and G" =0dB forn =1,2,3,4. The
parameters are set as er 4,89 =0. 35 g1 =0. 45 53 =eg9—Ac, g4 = 52—A5 0.02,
A2 =7 dB, Al =3 dB = —3 dB, = —5 dB. Alternative—5 means suppressing
nelghborlng, far— and self—adjacent ICI
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4.4 Generalization to the Case with STBC

Our formulation of PT-ICI-W and GLMMSE can be generalized to the scenario, in
which each AP has N, antennas. The first-stage processed signal is obtained by
modifying (4.46) as

Ntx
(Z l)d)n z
Yeots = Z Z \/—Stbk (en) €’ Xokp t Veis, (4.55)
Ntx
(n,k)eQ b=1
Stok(En) = VA, kp @ £ k(en), (4.56)
Woso = [Hy gy Hos] (4.57)

Here X7, , is the data symbol sent from AP-n’s bth antenna on the kth subcarrier of
zth OFDM symbol, and H,";  is the kth subcarrier’s fading gain from the bth antenna
of AP-n to the mth antenna of vehicle. For more reliable uRLLC transmissions, we
assume that APs employ STBCs, considering Complex Interleaved Orthogonal Design
(CIOD) [69] and Alamouti scheme [68].

4.4.1 Complex Interleaved Orthogonal Design

Let’s first review CIOD for Ny, = 2 [69]. Suppose that X,,;; and X, are the trans-
mitted QAM-symbols from AP-n’s kth subcarrier over two OFDM symbol periods.
Rotating the constellation counterclockwise by an angle 6 yields U, 1 = ¢?X, 11

and Uy, ;2 = eje)?n,m, whose imaginary parts are swapped to obtain

RS Re (Un7k71) + 7Im (Un,k,g)

= (Re(Xn,k,l) cos — Im(X,, 1) sin 8) +7J (Re(f(n,k,g) sin @ + Im(X,, 42) cos 0) ,
(4.58)

Uz51 = Re (Upp) + jIm (Up 1)

= (Re(X2) cos 0 — Im(X,, 1 0) sinf) + j (Re(X,,p1) sin 6 + Im(X,, 4.1) cos6) .
(4.59)

The notations Re(+) and Im(-) express the real and imaginary parts. In the zth OFDM

symbol duration U?, is sent via the first antenna and the second antenna is inactive;
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in the (z +1)th OFDM symbol duration Uj;gl is sent via the second antenna and the

%11(2) to achieve the

first antenna is inactive. The angle of rotation is set as 6 =
maximum coding gain [74].
Amending (4.55), the first-stage processed signals over two OFDM symbol periods

are

Yais = Z St,1,k(€n) ej(%l)%U;,k + Vais (4.60)
(n,k)eQ
Yarigs = Z Suak(En) €7 U 4 Vopis, (4.61)
(n,k)eQ

which are combined into a vector y, o; written as

Y.or = Z el (z71)on <SCI,l7k(5n) U? ), +scizp(en) UZ?) + V.1 (4.62)
(n,k)eQ

ng,k(fn) = [Szl,k(gn) leNrX(z,BHﬂ ; (4.63)

ng,k(&?n) = [leer(QﬂH) €j¢"S€2,k(5n)} ) (4.64)

‘7201 = [‘_/Z,ts ‘_’Z+1,ts] . (4-65>

01 %N, (28+1) 18 @ 1 X Nix(28 + 1) zero vector. Exploiting (4.62), we are now capable
of deriving the operation of second-stage processing. From (4.58), (4.59), and (4.62),
scr1k(€n) and scrox(g,) carry the same information of two symbols X,, ;1 and X, 1.
Therefore, Njq (the number of data symbols taken into joint detection) is only de-
creased by cancelling both of scy 4(€,) and scrox(e,) (not by cancelling just either
of them) for any index pair (n, k).

An equivalent expression of y, y is given in (4.66), which we prove in Appendix C.

Yac1 = Z Scrpk(en) €TV X, 1+ V. o, (4.66)
(n,k,b)€Q
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where
SCr1k(en) [ w(En)cosf  jel?nsl,  (e,)sin 9} (4.67)
SCrok(En) [ w(En)sing  ensl, (e,) cos 6] (4.68)
Xn k1= Re(Xn k1) + jIHl(Xn k2)s (4.69)
Xppz = Re(Xppa) + jIm( X k1), (4.70)
Q=0x{1,2}. (4.71)

X1 and )?n,k,Z are also QAM-symbols from the same constellation of Xn,k,l and
Xk2, 80 using (4.66) does not bring any significant change in decoding operation.
The estimate of Xn,k:,l and Xn,k:,Q are easily obtained by swapping the imaginary
parts of the estimates of )?n,k,l and )?nm Furthermore, Scr1x(€,) and Scrox(en),
called “streams” thereafter, carry different information, thus Vjq is able to be reduced
by suppressing either or both of them, leading to more flexible alternatives for ICI
suppression.

Let A be the set of triplets to index the symbols taken into joint detection, then
(4.66) is rewritten as (4.72) (that is similar to (4.49)).

Y..cr = Z Scrpn(en) €CTVX, 1y Z Scrpn(en) VX, 1y + V.

(n,k,b)eA (n,k,b)EQ\A
(4.72)

Following the same procedure introduced in Subsection 4.3.1, GLMMSE is derived

from (4.72). The projection matrix is obtained by revising (4.54) as

~ ~H -1 -
(SISI + I2er(2,6+1)> Sq = Q;R3, (4.73)

where Sy and S; are the matrices consisting of Scypx(£,,)’s with the indices respectively

from A and Q \ A as their columns.

4.4.2 Alamouti Coding

Next, we look into Alamouti scheme in our asynchronous scenario. At the zth OFDM

symbol duration, Xn,k,l is sent from AP-n’s first antenna and Xn’k’g is sent from
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the second antenna. During the next symbol time interval, —X’;?m and X:;,k,l are

respectively transmitted from the first and second antennas of AP—n. The received

signals after the first-stage processing are

Vats = Z \/— (z=1)¢n (Stlk(€n)Xnk1 + s¢2,1(€n) Xnk2> + Vs, (4.74)
(n,k)e2
— 1 |2z K Vo —
y,z+1,tS = Z 7€j #n <St,l,k<€n) (_Xn,k,Q) —|— St727k<€n) Xn,k,l) + VZ+1,tS' (475)
(n,k)eQ

Likewise y_ g and y7 g are arranged as a vector y, 5p,

Yais %
VoAL = { y*z’ E saLbk(En) Xngs + E SALbk(En) Xnkb + Vz AL,
z+1,tS

(nk,b)eX (nk,b)EQ\A
(4.76)
where
Buaslen) = Js [ IsTi(en) el ylen)]. (477)
siL,Zk(gn) = % [ej(z_l)%szzk(%) _e_jwnsgl,k(gn)]a (4.78)
VZ,AL = [‘_’zts Vf—i—l,ts]‘ (4.79)

From (4.76), GLMMSE is ready to be executed, and the projection matrix is yielded
in the same way similar as (4.73). Nevertheless, due to CFO-induced phase rotation
+2¢n, SaL1ien) and sap o x(e,) vary with the OFDM symbol index z (refer to (4.77)
and (4.78)), so does the covariance matrix of ICI terms that are chosen to be sup-
pressed by GLMMSE. It entails re-calculating the projection matrix very frequently
(once every two OFDM symbol periods). This nature of Alamouti-coded interference
causes similar trouble to PR and general zero-forcing/ LMMSE filtering methods.

To eliminate the CFO-related trouble, we separate the real and imaginary parts

of X, x5, and combine (4.74) and (4.75) to obtain

YoAL = Z eI = 1o <§AR,b,k(5n) Re(Xnk0)+Sarpk(en) Im(Xn,k,b)> +V.aL, (4.80)
(n,k,b)e
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where

aT 1 T Jbn T

nan(en) = T |shalen) @*sluen) |, (4.81)
. Lr. i

Suaalen) = 5 |islanten) = jer™rslalen) . (4.82)
- 1 .

Shnaden) = 75 [shaalen) — ™ slien)] (483)
. L. -

SiI,Q,k(en) = E []SE:Q,k(En) Jewnszl,k(gn) ]7 (4.84)
{’Z,AL = [‘_’Z:tS ‘_’Zﬂ,ts]- (4-85)

The expressions of streams Sagpx(€n) and Sarpx(e,) do not involve the term +z¢,,
thus frequent update of projection matrix is not needed if GLMMSE is derived from
(4.80).

4.4.3 Performance Comparison

In 2-AP case with N, = 2 and QPSK on all used subcarriers, we compare CIOD and
Alamouti coding when applying PT-ICI-W + GLMMSE, in which o = 8, = 2, and
i—: = 0 dB. The performance of interest is the BERs of data symbols conveyed by the
streams of AP-2’s ¢th subcarrier. Two ICI suppression alternatives for GLMMSE

are taken in simulations:

e Alternative-5: A = U, Ui {(n, qn, b)Y = Aavs, which implies cancellation of
interfering streams from all ICI terms and joint decoding of desired signal and

CCL
e Alternative—6: Joint detection of desired signal, CCI, near-adjacdnt ICI, and the
stream(s) with b = 1 from self-adjacent ICI, i.c. A = Ui, {(1,q —sgn(é)),b)}U
Aars U{(2,0— 1, 1)}
The ICI suppression processes for Alamouti-coded signals based on (4.76) and (4.80)

are labelled by “Alamouti—-GL1” and “Alamouti-GL2”, respectively. In Alamouti—

GL2 (using (4.80)), the projection matrix is obtained by (4.73) with some modification
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Alternative-5 Alternative—6
Ignori'ng ICI ('CIOD) ' ' '
Ignoring ICI
(Alamouti) 5
10 "pooo
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% % <<<<<<<<<<<<<<<<<<<<<<< /*4
m s} #’
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@ it / P
oy 2 ’ >
(] (] AY Y
> S 3 )'(' -
< L0
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+ Alamouti-GL2 '

CIOD

- * = Alamouti-GL2
CIloD
- P = Alamouti-GL1

+ Alamouti-GL1
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0 01 02 03 04 05 02 03 04 05
JAY Ae

Figure 4.11: (Left) Alternative-5. (Right) Alternative-6. In 2-AP case, the average
BERs of the ¢th subcarrier of AP-2 are plotted w.r.t Ae. The two-stage processing is
implemented as PT-ICI-W (a =8, 8 = 2, and i—z = 0dB for n = 1,2) + GLMMSE.
Other parameters are e5 = 0, Ae = g1 — 9 € [0,0.5], Ny = 2, ;4—23 = 13 dB, and

A
4 — 3 dB.

where the columns of §I are Sagrpk(€n)’s and Sarpi(en)’s for (n,k,b) € Q \ A. To
avoid retaining too much power of interfering streams after projection, we limit the
dimension of subspace, towards which y, »; is projected, setting §d = fSVd,ALg, for

Alternative—5 and gd = gd, aLe for Alternative—6, where
Sa.aLs = |:§AR,1,q(52) SaAL1,q(E2) SAR24(E2) §AI,2,q(€2)], (4.86)
Sa.aLe = [gd,ALE) SAR,1,¢-1(€2) §A1,1,q71(€2)] (4.87)
The simulation results of the above alternatives as well as Without-Whitening
with & = 8 = 0 (i.e. jointly decoding the desired signal and CCI while ignoring ICI)

are given in Fig. 4.11, where €5 = 0, Ae = g1 — ey € [0,0.5], Ny = 2, f—f = 13 dB,
A%

and ﬁ—; = —3 dB. Clearly, “Ignoring ICI” works very poorly. Compared to CIOD,
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Alamouti-GL1 achieves lower BER but is accompanied with highly dynamic ICI co-
variance to bring the aforementioned trouble, which can be avoided by Alamouti-GL2,
however, at the expense of performance deterioration, as seen from the blue and pur-
ple curves in Fig. 4.11. We also notice that the average BERs of Alamouti-GL2
ascend more steeply than CIOD as the CFO difference, Ae, increases.

A

The results of Alternative-6 versus signal-to-noise ratio (SNR) £ are plotted in
\4

Fig. 4.12. At identical average BER (say 1072 or less), the difference of :‘—Qj between
CIOD and Alamouti-GL1 is roughly 1 dB for different Ae. When Ae = 0.2, there is
no clear distinction between the performance of CIOD and Alamouti—GL2 over the
observed SNR range. However, at Ae = 0.3,0.5 (see the lower parts of Fig. 4.12), in
order to achieve the same BER of Alamouti-GL1, e. g. 103, Alamouti-GL2 requires
additional 2 dB of SNR or more.

Alamouti-coded interference creates the dilemma between intensive re-calculation
of projection matrix and serious BER degradation, especially for highly asynchronous
situations. In spite of having lower coding gain than Alamouti scheme, CIOD with

Nix = 2 serves a compromise to prevent such dilemma, hence is preferable to Alamouti

coding and recommended for asynchronous transmissions to facilitate receiver design.
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Figure 4.12: (Upper-Left) Ae = 0. (Upper-Right) Ae = 0.2. (Lower-Left) Ae = 0.3.

(Lower-Right) Ae = 0.5. In 2-AP case, the average BERs of Alternative—6 versus

SNR ;‘—22 are plotted. The two-stage processing is implemented as PT-ICI-W (a = 8,
\4

B = 2, and i—: = 0 dB for n = 1,2) + GLMMSE. Other parameters are g5 = 0,
Ae = g1 — g9, Ny = 2, and ﬁ—; = -3 dB.
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4.5 Summary

Multi-CFO issue makes downlink MAI more serious, where the receiver faces both
CCI and ICI. Whitening ICI prior to MUD can yield good performance, but such
scheme does not fit downlink transmissions. Analyzing the inner products of signa-
ture waveforms, we discover that the estimation of far ICI covariance is not neces-
sary, consequently proposing P-ICI-W and PT-ICI-W as the first-stage processing,
which can approach traditional whitening scheme. For the second-stage processing,
GLMMSE achieves better performance than PR, and the simulation studies also point
out the serious BER aggravation of cancelling near-adjacent ICI. We also show how to
decode received signals by our two-stage processing when APs use Alamouti coding
or CIOD. Although CIOD has smaller coding gain, its projection matrix does not
require frequent update, which practically is more suitable for proactive open-loop

downlink uRLLC multiple access.
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Chapter 5

Cooperative Coding in Frequency
Domain

In the previous chapters, we focus on the receiver design in the worst case that the
serving APs of the virtual randomly allocate the RRUs without using any PHY coop-
erative transmission schemes. In this chapter, we assume that, under the coordination
of anchor node (AN), the APs allocate the same RRUs for the vehicle in service and
are able to cooperatively encode the data symbols to gain the transmit diversity, as
shown Fig. 5.1. With the multi-CFO issue still being included, we develop an easy
principle for the AN to index the serving APs of virtual cell to achieve better per-
formance. On the other hand, allowing the AN to index APs randomly, a robust
cooperative encoding scheme is also proposed to counter against CFO problem. The
signal model of this chapter is the same with that of Chapter 4, and the simulation
parameters in Table 4.1 with ¢ = 15 are adopted.

The encoding can be performed over either or both of time and frequency domains.
For simplicity, we adopt the coding scheme in just one domain. Due to CFOs, some
of adjacent ICI terms should be included into MUD to achieve better performance,
as indicated from Chapter 4. If time-domain encoding is taken, the receiver will
need to jointly decode the data symbols across both time and frequency domains.
Considering the practical detection complexity, this coding strategy is not favored in

general N-AP case. Hence, we adopt cooperative coding in frequency domain.

99
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AP-2 ((T)) AP-1 ((K)) Time domain
RRU-1  RRU-2  RRU-3 RRU-1 RRy-2 (OFRM symbol
1 1

[ [ [ 1 ) |

/
]
Y Y S _ 4\_'_I
W Frequency domain
~ (Subcarrier)
Guard band/pilot
\ l | | —) Desired signal
AP-3 1-=-2 ICI

((‘RJ)

] J ]

|| 1 !
RRU-1 RRU-2  RRU-3

Figure 5.1: The serving APs in virtual cell are coordinated by the AN to allocate
the same RRU for the green car and enforce cooperative transmissions. The blanks
between different RRUs are intended for guard bands or pilots. Due to CFO issue,
the ICI from other RRUs will interfere with green car’s data receiving from RRU-1.

5.1 Cooperative Encoding and MRC

In OFDMA, we consider a virtual cell of N APs, which are coordinated by the AN to
allocate the same n subcarriers for the vehicle, where n > N and the set of subcarriers
indices is B, = {q,...,q¢+n — 1}. Recall that X . represents the data symbol from
AP-n’s kth subcarrier of zth OFDM symbol. Using the coding scheme introduced

in [75], AP-n’s transmitted data sequence over the allocated subcarriers is as follows.

x; [ijk~~XZ

ng n,g+n—1

Y (Gl P GRS AN (5.1)

where

O1x(y-1) Y
M, — n . 5.2
! Lo-1)  O@-1)x1 (5:2)

Two examples are given in Fig. 5.2, where AP—(n + 1)’s transmitted sequence

z

5o as well as multiplying the first component

is obtained via circularly shifting x
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AP-1
(@) [x Ko | Xia ()

&N

AP-1 Xf Xo+1 _5+2

A

iXir2| X§ | Xdna
\/AZH , m\\ \/AZHZlq+2
2,q+1\\
(®) = = = 7
AP-2 ((i)) a+1 iXq+1| IXq+2| Xq
(a) Cooperative encoding of 2-AP (b) Cooperative encoding of 3-AP
case withn = 3 case withn = 3

Figure 5.2: Illustration of frequency domain cooperative encoding.

of shifted sequence by v. The number « is the coding design parameter, and in this
research we adopt v = 7 as the special case of [75]. This encoding is straightforward for
the AN to instruct the serving APs the placement of data symbols over the allocated
subcarriers. But, the question is “how to index APs?”, that is, to the AN, “which AP
is AP-17", “which AP is AP—27”, and so on, so forth. This question will be analyzed
later, and in the rest of this section, we give a comparison of this encoding and MRC
that makes our analysis in Section 5.2 more understandable.

For simplicity, we take 2-AP case with n = 3 and BPSK for illustration (refer to
Fig. 5.2(a)), and assume no CFOs between the vehicle and the APs. Please note the
assumption of perfect synchronization is just for facilitating our explanation, and will
be removed in the following sections. At the mth antenna of receiver, the signals at

the n FFT outputs with indices belonging to B, can be expressed as a n x 1 vector,

q+2
yZ?Coding Z heff ka + Vz o (53)

g = | \/_qu VAT, 0], (5.4)
efqurl - |: 0 \/_Hl ,q+1 \/_HZ ,q+2 } ) (55>
effq+2 = [ Z\/_Hz q+1 0 \/_H1 q+2 } ) (5.6)

where A, and H,"; have been defined in Subsection 4.1.2, and v’ is the noise term

d0i:10.6342/NTU201902343



CHAPTER 5. COOPERATIVE CODING IN FREQUENCY DOMAIN 102

with vI', ~ CN (0,0¢1,). Arranging y7' 4,,'s from different antennas as a vector,

we have
q+2 -
y,z,coding = Z heﬁ",lef + VZJN (57>
k=q
yzcoding = |: (Yi,coding)T e (yg,[?(()ding)T :| g (58>
hly, = [ (hig)" - ()" ] (5.9)
v, = [ (vi,)" o (V)" } : (5.10)
-1 1
heff,q @ *—> heff,q+1
1 heff,q+2
— 1
O O
-1 1
-1
-1
(a)

(-1,1,-1)

(b)

Figure 5.3: (a) The constellations M} ’s are rotated and scaled by hegx’s. My = {£1}
for k = q,q+1,q+ 2. The green, red, and blue arrows point the directions of heg g,
heg g1, and heggi0. (b) The receiver searches the ML solution from the composite
constellation M, ,,.
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The receiver jointly decodes the desired data symbols by executing

q+2 2
~z . _
qu = argiun yz,coding - E heff,ka (511)
q+2 e
Xgn€ 1T Mi =1 2
k=q
1 3 2z oz vz vz 2 ~z .
where M is the constellation of X7, X7 = (Xq,Xq+1,Xq+2), and x,, is defined

similarly. As shown in Fig. 5.3, M,’s are rotated and scaled by the effective channel

vectors heg’s, and form a composite constellation

q+2 -
Mq,r] - { Z heff,lej
k=q

from which the receiver searches the ML solution.

q+2
(X2, X2, X2,,) € HMk} , (5.12)
k=q

(@) [ p )
AP-1 ‘ q ( ‘ )\

A Y
N

m \\ \\
A /A1H1,q Y = (AP-z y
O\ ((

e

>
N

o
Nt AP-3 /'
AP-2 ((ﬂ)) Xz X ((ﬁ))/
(a) MRC of 2-AP case (b) MRC of 3-AP case

Figure 5.4: APs—1 ~ N respectively use only the gth ~ (¢ + N — 1)th subcarriers to
transmit X7. At the receiver, MRC is performed.

As a benchmark, we consider a spectrum-inefficient scheme, in which APs—-1 ~
N respectively use only the gth ~ (¢+ N — 1)th subcarriers to transmit qu, as
illustrated in Fig. 5.4. Likewise, the received signals from different antennas and

FFT outputs can be arranged as a vector, which for the 2-AP case is given in (5.13).

y,z,mrc = heﬁqu(; + VZJ?' (513)
Applying MRC, we obtain
h'% _ h!l
eff,q z eff,q
yz,mrc = ”heff, H X + VZ7 : (514)
et gl T2 heggll,
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Assuming perfect synchronization and disregarding spectrum efficiency, the operation
of (5.14) is named as ideal MRC that achieves the best BER performance in open-loop

communications. From (5.14), the BER is determined by |/hegl[,, and

2 | Begr,q |12
BERideal,mrc = Q M . (515)

Oy

Return to the discussion of encoding scheme, and refer to Fig. 5.3(b). Suppose that
the transmitted sequence is (XZ X7 a1 Xq+2) = (1,—1,—1), the point enclosed by the
dashed black circle in Fig. 5.3(b). Without loss of generality, we look at the detection
error of )_(5 that occurs when §;n is one of the sequences (—1,—1,1), (=1,—1,—1),
(—1,1,1), (—=1,1,—1), among which, (—1,—1,—1) is closest to the transmitted se-
quence if heg 4 is nearly orthogonal to heg 441 and heg 0. Thus, the most likely error
event for X7 is that (1, -1, —1) is decoded as (—1,—1, —1), and the distance between
the two sequence is 2 ||heg 4|, which dominates the receiving performance of X?.
Hence (5.15) serves as a BER lower bound. Recall that hy,, = [H}, - ngx]T, the

correlation between heg, and heg 41 is

‘heffq effg+1] VAL Ay ‘hgq+1hl,q+1‘

el (el \/(Al g2 + A g ]12) (A [y g |? + Ag [[hoges]?)

VAT el
= e . (5.16)

(At ) (4 Pl + s )

Since ||hnk||§ ~ Gamma (Ny, 1) and hy,.1 ~ CN(0,1), the correlation has

m
smaller value with higher probability as V., increases. This is the same case with
the correlation between any other pair of effective channel vectors, implying that the
average BER of encoding scheme gets closer to that of ideal MRC.

For N, = 1, the simulated BER of BPSK in our 2-AP case is reported in the left
part of Fig. 5.5, where the cooperative encoding approaches ideal MRC, showing that

the encoding introduced in [75] is well-designed. In the right part of Fig. 5.5, N;x = 2,
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and the gap between the encoding and ideal MRC almost vanishes, as consistent with

the above analysis. The simulated BERs of QPSK are plotted in Fig. 5.6, where the

similar behavior can also be observed.

2-AP Case: BPSK, A=A, N_=1

2-AP Case: BPSK, A=A, N =2

14 14
w w
) )
o b °
(@] (@]
© ©
g g
< : | | <
10 por g
EnCOding,r]ZS""E""" . Encoding,r]:s \\
—O— |deal MRC 1 - ¥ = |deal MRC N
10_4 .......... EEEEEEEEE EEEEEEREE |' 10_4.. . y I*
0 2 4 6 0 2 4 6
2 2
Al0% (dB) Alo% (dB)

Figure 5.5: (Left) N, = 1. (Right) N,, = 2. The average BER of ideal MRC and
encoding scheme are plotted. A; = Ay, n = 3, and BPSK is adopted.
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2-AP Case: QPSK, A=A, N _=1 2-AP Case: QPSK, A=A, N_=2

Average BER
Average BER

: . Encoding,n=3|. .- ">\
—e—ldeaIMRC ...... .. -*-IdeaIMRC *
2 4 6 8 5 A A 5
2 2
Ao, (dB) A/fa?, (dB)

Figure 5.6: (Left) N, = 1. (Right) N,, = 2. The average BER of ideal MRC and
encoding scheme are plotted. A; = Ay, n = 3, and QPSK is adopted.

5.2 Benchmark Analysis: Asynchronous MRC

Now we take the multi-CFO issue into account and exploit the signal model in Sec-
tion 4.1.2. Suppose that |e,| < 0.5, thus |e, — g < 1 for any pair of AP indices
n and [. In the cooperative encoding of N-AP case, the frequency-domain received

signal across all receiving antennas is
N
y,z,S,coding = Z he{f,z,kX]j"i_Z Z V Anej(271)¢nhn,k®ck(€n) Xz7k+vz,87 (517)
keBg.n n=1 keB\Bgy,y,
where the terms of first summation notation are desired signals, v,g is the noise
term defined as vlg = [(ViF)T e (VZE‘)T], and the other terms are ICI. For the
definitions of ¢ (e,) and Vi please refer to Section 4.1.2. In addition, fleﬁ‘7kjs are the

effective channel vectors carrying the data symbols X7’s. Specifically, for the 2-AP
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case with n = 3 (Fig. 5.2(a)),
2
1Nleﬂ“,z,k: = Z V Anej(z_l)¢nhn,k+n—l & ck+n—l<5n) for k = 4,9 + 17 (518>
n=1

flefLZ’q_’_Q = v/ Alej(z_1)¢1h17q+2 (%9 Cy+2 (81) + i\/ Aer(Z—1)¢2h27q & Cq(82) . (519)

The subcarriers adjacent to the allocated RRUs are pilot tones or left unused to
alleviate ICL. Thus, in (5.17), X} ,’s for k = ¢ — 1,q + n are zeros or some values
known to the receiver. However, there is another CFO-related factor that greatly
impacts on BER, as stated below.

Evaluating the BER directly from (5.17) is difficult. Instead, we analyze the
benchmark performance. Consider the spectrum-inefficient scheme in Fig. 5.4(a)

again, the received signal is
YZ,S,mrc = fleff,z,quZ + Vs, (520)

which becomes (5.21) after MRC.
~H ~H
h _ h
oz Xzqp 2y (5.21)
2

‘ 2 ‘

heﬁf,%q heff,z,q
2
The operation of (5.21) is called asynchronous MRC, whose performance serves as an

heff,z,q

yz,S7mrc = ‘

indicator of how the encoding scheme behaves, its BER of BPSK is

2 - 2
2 heff,z,q 3 — Oy heff,z,q
BER,cvn mre = A S e[| 2 ] 5.22
yn, Q 0_‘2/ o t €XP 0_‘2/ ( )

with
ay = 1752, ag = 015, as = 145,

by = 0.208, by =0.13, by =0.14.

The approximation of (5.22) follows from Q (z) & 0.208¢~0876+* 4 (.13¢~0-5252> 4

2

0.14e~ 725 [76], and ‘ can be also be written as
2

heH7Z7q

2

NI‘X
, =2
m=1

2

, (5.23)

2

hEszvq

~m

h

eﬂ7z7q
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where
2

) eff,z,q q+n 18‘7 - 1)¢ncq+n71<5n)
2

= ZA | H e 1} +2y/ A1 AsRe ((HT)" HYyy @070, 4 (61, 6))
(5.24)
cll(en) ci(er)
P (En, 1) 2 : (5.25)

lleg(en)ll, llex(enlly
The second term of (5.24) can be either negative or positive, and it being negative
will possibly worsen the BER prominently. Taking the expectation of BERasyn mrc

w.r.t the fading gains H,",’s, we obtain

A A 2 AL A e
E [BER sy mre] ~ th KHat ) (1 +a j) — a2 pgan e )P
oy v oy

(5.26)

The derivation of (5.26) is provided in Appendix D, and demonstrated via simulations,

as shown in the upper part of Fig. 5.7, where 0_—21 = f—f = 5 dB, N = 2, and

14 14

Ae = g9 — g1 € [—1,1]. The analytical and simulated results reveal that multi-CFO
problem can still cause serious performance loss, even if ICI does not exist.

Let Afy; denote the normalized frequency difference (w.r.t the subcarrier spac-

ing) between AP-n’s and AP-I’s subcarriers that convey X7?. In our currently con-

sidered 2-AP case,
Afgro=1(q+1+¢e2) — (g+e1)| =1+ Ae. (5.27)

The correlation between c,(g1) and cy11(€2), |pg.q+1 (€1,€2)], is plotted in the lower
part of Fig. 5.7, from which we note that the average BER does not obviously increase

as Af,12 > 1, corresponding to small values of |pg 411 (€1, €2)].

For asynchronous MRC of 3-AP case (Fig. 5.4(b)),

2

(5.28)

Z V an+n 16] ~1)én Cq+n—1(8n)

eﬁzq

2
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Asynchronous MRC of 2-AP case, BPSK, N_=2, A /o v‘A2/° =5 dB

B S S . S —Q— Simulation

"""""""""""""""""""""""""""" —— Approximation ]

Average BER

10_ 1 1 1 1 1 1 1 1 1

-1 -08 -06 -04 -02 0 02 04 06 08 1
Ae

[ I I I I I I I I I
I | ]
osl 7 7 7 7 IPg q+1E2 & | |
0.6 .
0.4} .
0.2 ]

-1 -0.8 -06 -04 -0.2 0 0.2 0.4 0.6 0.8 1
Ae

Figure 5.7: (Upper) For asynchronous MRC of 2-AP case, the approximated and
simulated values of average BERs are plotted w.r.t Ae = €5 — ¢1. The parameters

are 4} = A2 =5 dB, Nx = 2. (Lower) The correlation between c,(g1) and c,41(g2)
is plotted w.rt Ac.

The average BER of BPSK can be approximated as

E [BERasyn,mrc]

3 3 —Nix
~ ;bt b_[l (1 +as ) a? n; Al W‘ Alngg ; lowl®|  (5.29)
where
P12 = Pgq+1 (€1,€2) , (5.30)
P23 = Pgt1,q+2 (€2,€3) , (5.31)
P13 = Pgq+2 (€1,€3) - (5.32)

In Appendix E, we derive (5.29), which again shows that the BER is greatly affected

by the correlations between signature waveforms (|p12|, |pe3], and |p13]). The approx-
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Asynchronous MRC of 3—-AP Case Asynchronous MRC of 3-AP Case
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—H—g <g< sz—Approximation —H—,<g < az—Approximation 1
— ¥ — g <g;<g,~Simulation - % —¢g,<g <e,-Simulation l
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2 4 6 8 10 2 4 6 8 10
2 2
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Figure 5.8: The approximated and simulated values of average BERs are plotted
for different CFO orders. The values of CFOs are all different, and e1,e9,635 €
{—0.3,0.1,0.45}, and other parameters are Ny = 1, 4 = 2 dB, 42 = -3 dB.

imated and simulated values of results are plotted in Fig. 5.8, where the values of
CFOs are all different with 1,659,653 € {—0.3,0.1,0.45}. It is clear that the order of
CFOs make great difference to BER. In this case, the normalized frequency differences

between the pairs of subcarriers conveying X7 are

Afpra=1g+1+e) —(g+e)|=1+e —ey, (5.33)
Afgps=lla+1+e3) —(g+1+e)|=1+e5 e (5.34)
Afjiz=1q+2+e3) —(g+e)|=2+e3—e1. (5.35)

The best average BER is achieved as €1 < €3 < €3 corresponding to Af, 12 > 1,
Afy23 > 1, and Af, 13 > 1, while at least one of Af, 12, Af, 03, and Af, 13 are smaller

than one for other CFO orders.
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5.3 AP Indexing Principle

Now we go back to the cooperative encoding of 2-AP case of Fig. 5.2(a), and assume
that the subcarriers with indices & € B\ B,, are not used to avoid any ICI. The
simulated BERs of X(j, X; 1 X; o are reported in Fig. 5.9, where the correlations
respectively between ¢, (e1) and c,41(€2), €411(€1) and cyq2(€2), cgr2(e1) and ¢, (e2) are
also plotted. The performance of X, 412 1s robust against CFO because the normalized
frequency difference between the subcarriers carrying X .o 1s always greater than one,
ie.,

Afgroa2 = (g +e2) = (¢ +2+¢e1)] > 1. (5.36)

. _ 2_ 2_
2-AP case: BPSK, er—2, A1/0V—A2/0V—5 dB

—&— Coding: q

—O— Coding: g+1
Coding: g+2

—V— Ildeal MR

Avergae BER

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
Ag
0slh i 3 % = B = 1P g+2E18)
S IPs €16
0.6 Q\ q+2,g\"1"2
Q\
0.4r & . : -
A
0.2} “ 3 A gy -
0 | i i I {* N %’ i i i ?NL;}‘
-1 -0.8 -0.6 -04 -0.2 H 0.2 0.4 0.6 0.8 1

Ae

Figure 5.9: (Upper) For the cooperative encoding of 2-AP case with n = 3, the simu-
lated values of average BERs are plotted w.r.t Ae = e9 — ¢;. BPSK is adopted, and
the parameters are ;4—21 = :‘—22 =5 dB, N,y = 2. (Lower) The correlations respectively
between c,(g1) and gqﬂ(e;), cy+1(e1) and cgya(e2), co42(e1) and cy(eq2) are plotted
w.r.t Ae
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Ideal MRC | - Ideal MRC |- - - Ideal MRC _|........
2 4 6 8 10 2 4 6 8 2 4 6 8
AJaZ (dB) AJaZ (dB) AJaZ (dB)

Figure 5.10: (Left) X7. (Middle) X7, ,. (Right) X?Z,,. For the cooperative encoding
of 3-AP case with n = 3, the simulated values of average BERs are plotted. The
values of CFOs are all different, and eq,e9,e3 € {—0.3,0.1,0.45}. BPSK is adopted,

and the parameters are ;‘1—; =2 dB, 2—2 = —-3dB, N = 1.

But, it is not the same case for X ; and X .+1, Whose average BERs ascends as
Ae < 0, being consistent with the observation of Fig. 5.7. Therefore, the AN should
index APs according to CFO order such g < &5.

Next we study the 3-AP case of Fig. 5.2(b) and take ICI into account. The received

signal ¥, g coding given in (5.17) with hegs’s expressed as

3
heﬁ’q - Z \ Anej(z_1)¢nhn,q+n—1 ® cq+n—1<€n) ) (537)
n=1
B 2
Begr1 = DV A0y g @ Cqun(En) + iy Ase? Vg @ co(e3),  (5.38)
n=1

3
heﬁ,q+2 =V Alej(z_1)¢1h1,q+2 & Cy+2 (51) + Z { V Anej(z_1)¢nhn,q+n—2 & Cq+n—2(5n> .
n=2

(5.39)

Applying pseudo whitening in advance, the signature waveforms c(g,,)’s in (5.17),
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(5.37)~(5.39) are replaced with the corresponding pseudo-whitened signature wave-
forms, then the desired data symbols are jointly detected. The simulated BERs of
X;, Xgﬂ, and X§+2 are plotted in Fig. 5.10, where the parameters 1,9, €3, ﬁ—;, ﬁ—z,
N,, are the same those used in Fig. 5.8. The average BER of )_(5 is best when
€1 < €9 < €3, being consistent with the results of Fig. 5.8. But, for the same CFO

order, the detection performance of X7, and XZ,, is much worse, and

Afprriz=|(q+e3) —(g+1+e)|=14¢e—e3<1, (5.40)

qu+2713 = |(q—|— 1 —|—€3) — (q+ 2 —|—€1)| = 1—|—€1 — &3 < 1. (541)

In this case, no CFO order can make Aj,; > 1 hold for all n # [ and k = ¢,q +
1,q + 2. Therefore, none of the CFO orders is universally good to the detection of
X X Koo

With proper AP indexing such that €; < g5 < €3, the aforementioned issue can be
easily avoided by setting n = 4, as depicted in Fig. 5.11(a), where A fy ,; > 1 holds for
all X7’s. The simulation results of this setting are shown in Fig. 5.12. Compared to
Fig. 5.10, the BERs of X';H and qu+2 are much better as 1 < €5 < £3, furthermore,
there is no significant difference between the detection of performance of different
data symbols.

From the above analysis and simulations, we summarize our cooperative open-loop

downlink transmissions design in the following.

e For each vehicle, the serving APs allocate the same RRUs that contain 1 sub-

carriers.

e The AN indexes APs in ascending order of CFOs such that the CFO of AP—n

is €,, and ¢, < ¢g; for s < [.

z

e AP-n’s transmitted data sequence over the allocated subcarriers is X7, , as given

in (5.1).
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X‘? X5+1 Xg+2 Xg_,_g ((i))AP-l (( )
Xz | xz vz 7z () AP-1
4 % Y v (o) q q+1 q+2 q+3
iXges| Xq | Xqe1 | Xgea ((‘))AP-Z ((‘))
(o)
iXZ,,| iXz2,5| Xz | XZ AP-2
ng+2 ng+3 )?5 )?5_‘_1 ((x))AP-j; q+2| ~q+3 q q+1 ‘

(b) Robust cooperative encoding

(a) Cooperative encoding of 3-AP
of 2-AP case withn = 4

case withn = 4

7 7 = = > = (@
% (o | o | Koo | Bua | Kas |(Q) AP
i)?g+4 i)?5+5 )?5 _qz+1 _5+2 _§+3 ((x)) AP-2

X2y, | iR2,s| K2, | iR2s| X2 | X2, ((2)) AP-3

(c) Robust cooperative encoding of 3-AP case withn = 6

Figure 5.11: Illustration of frequency domain cooperative encoding. The scheme in
(a) requires proper AP indexing such that €; < ey < £3. The coding schemes in (b)
and (c) are robust in the sense that the AN can index APs randomly.

e Set n > N + 1 such that Afy,,,; > 0 can hold for all X?’s and n # I.

e To enable the AP indexing principle, CFO feedback from the vehicle is required,

but only initially and when the CFO order changes.
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3-AP Case:Coding + P-ICI-W: q 3-AP Case: Coding + P-ICI-W: g+1
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Figure 5.12: (Upper-Left) X?. (Upper-Right) X7,,. (Lower-Left) XZ,,. (Lower-
Right) X7, ;. For the cooperative encoding of 3-AP case with n = 4, the simu-
lated values of average BERs are plotted. The values of CFOs are all different, and
1,692,635 € {—0.3,0.1,0.45}. BPSK is adopted, and the parameters are ‘2—; = 2 dB,
4 =-3dB, N = 1.
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5.4 Robust Cooperative Encoding Against CFO

Modifying the encoding, we propose a robust cooperative encoding, where AP-n’s

transmitted data sequence is

z n— 2 2 T
X5, = Mi( 1) [XZ- X2, 4] (5.42)

By set n > 2N, for any X7, it is put on the different APs’ subcarriers with index dif-
ferences at least two, and the correlations between the associated signature waveforms
will be smaller, The examples of 2-AP and 3-AP cases are respectively illustrated in

Fig. 5.11(b) and Fig. 5.11(c).

2-AP Case: Coding + P-ICI-W,n=3 2-AP Case: Robust Coding + P-ICI-W,n=4

€ <€
: A _e_l 2 { —6—81<82
10NN | TE g 10NN g,<¢g
"""" N\ [T Ideal MRCY;
x x
T TR . (U N TR DT - N
a1] m
Q ()
(o)) (@]
g 8
Q10 b NG g
= corrirr NN N =
10 : , —V 10 : , —V
0 2 4 6 0 2 4 6
2 2
A,JcZ (dB) A,Jc2 (dB)

Figure 5.13: (Left) 2-AP case cooperative encoding with = 3. (Right) 2-AP case
robust encoding with n = 4. the average BERs of different X;’s are collectively

evaluated. the CFOs are different with 1,65 € {£0.35}. BPSK is adopted, and the
parameters are A; = Ay, Ny = 2.

The 2-AP case encoding schemes in Fig. 5.2(a) and Fig. 5.11(b) are compared

through simulations, where the CFOs are different with 1,5, € {40.35}, and the
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3-AP Case: Coding + P-ICI-W:n=4 3-AP Case:Robust Coding + P-ICI-W:n=6

)
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Figure 5.14: (Left) 3-AP case cooperative encoding with n = 4. (Right) 2-AP case
robust encoding with n = 6. the average BERs of different X7’s are collectively
evaluated. The values of CFOs are all different, and e1,e5,60 € {—0.3,0.1,0.45}.
BPSK is adopted, and the parameters are ‘2—; =2 dB, 2‘—2 =—-3dB, N, =1.

average BERs of different X7’s are collectively evaluated. As shown in Fig. 5.13, the
scheme of Fig. 5.11(b) is insensitive to CFO order, so it is possible that the AN can

index APs randomly without hurting the performance. In other words, CFO feedback

can be avoided.

For 3-AP case, the simulation results of encodings in Fig. 5.11(a) and Fig. 5.11(c)

are compared in Fig. 5.14, which again demonstrates the robustness of our modified

encoding against CFO orders.
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5.5 Summary

Coordinated by the AN, the serving APs are able to perform cooperative encoding to
serve the vehicle. In addition to ICI, the correlations between signature waveforms,
which conveying the same data symbols, also cause serious performance loss. An easy
AP indexing according CFO order is provided to resolve this problem. Furthermore,
by trading the complexity of joint detection with robustness, a modified encoding

method is also proposed to allow AN to randomly index APs.
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Chapter 6

Conclusion

6.1 Dissertation Summary

This dissertation focuses on downlink receiving/transmission design in OFDMA-based
virtual cell networks. We develop two new detection schemes, and construct a pro-
cedure to suppress ICI at receivers. Moreover, an easy AP indexing principle and
robust frequency-domain encoding are proposed to facilitate cooperative open-loop
transmissions.

Our research begins with the scenario that synchronization is ideally achieved but
each of the serving APs allocates RRUs non-cooperatively and randomly, thus the
receiver decodes the packets from different APs individually. Chapter 2 describes the
fundamental properties of ML-MUD, particularly “modulation sensitivity” which is
deemed as a big concern about reliability under the coexistence of uRLLC and eMBB
(or some other services that often use high-order modulation).

Without precise power control and allocation in open-loop communications, the
strengths of received signals from different APs may be significantly different. Chap-
ter 3 invents two methods R-ML-MUD and GLMMSE to address interference weaker
than the desired signal. Utilizing the weakness of interfering signal and the character-
istic of downlink transmissions, R-ML-MUD treats the interference with high-order
modulation as being lower-order modulated such that the complexity of joint detec-

tion can be greatly decreased. On the other hand, compared with conventional PR,

119
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GLMMSE can avoid losing too much of the desired signal’s power when cancelling
weak signals from multiple interfering APs, hence a notable SNR gain is earned.
Although the proposed schemes are developed under the assumption of perfect syn-
chronization, our proposed methods can be applied to asynchronous scenarios with
proper signal model formulation.

Starting from Chapter 4, we take CFO issue into account to look at the scenario
that is more challenging than the considered situation in Chapter 2 and Chapter 3.
Analyzing the signature waveforms of subcarriers, we propose P-ICI-W /PT-ICI-W
that is able to approach tradition whitening scheme in terms of BER and SINR. With
pseudo whitening and GLMMSE, we develop a two-stage ICI suppression strategy
suitable for downlink receiver implementation. Furthermore, Alamouti coding [68]
and CIOD [69] are taken into the two-stage processing, being evaluated and compared
via simulations for a comprehensive study.

In Chapter 5, APs’ cooperative transmissions enabled by the coordination of AN
is assumed. A very straightforward cooperative encoding scheme [75] is implemented
over frequency domain. Despite that ICI can be pseudo-whitened, the multiple CFOs
still significantly degrade BER due to the increasing correlations between signature
waveforms that convey the same data symbols. By indexing APs according to CFO
order, this performance loss can be alleviated. Finally, a robust encoding scheme is
proposed such that indexing APs in a random manner without hurting performance

is made possible.

6.2 Future Work

R-ML-MUD and sphere decoding are two very different complexity reduction meth-
ods, however, such difference does not prevent them from being executed together.
Actually, their integration is straightforward and will be one of the extended works.

Besides, R-ML-MUD shares similar concept of interference-ignorant SUD and power-
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domain NOMA to utilize differences in received signal strengths, as mentioned in
Section 3.5. Applying R-ML-MUD in NOMA scenario, the stringent signal power
ratio condition can be relaxed at the expense of higher detection complexity. This
application of R-ML-MUD increases the flexibility in implementing power-domain
NOMA, and is worth further investigation.

Also mentioned at the end of Section 3.5, R-ML-MUD can not be used to address
strong interference, and GLMMSE may not be better than PR in this case. Gen-
eralizing the idea of LMMSE-SIC, we can use GLMMSE-SIC to deal with stronger
interfering signals. The details of this new detection scheme as well as its resultant
performance is also one of our interests.

In Chapter 5, our research is based on the assumption that |e,| < 0.5. When
len] > 0.5, from the vehicle’s angle, it is like that APs randomly allocate RRUs, the
receiver may just decodes the desired signals from serving APs separately using the
schemes introduced in Chapter 3 and Chapter 4. Nevertheless, for non-cooperative
transmissions, we only look at the detection performance of desired data from one
single path (AP), the overall reliability of multi-path transmissions is not evaluated
and shall be analyzed in the future work. We are also interested in how to combine
received signals from different paths for imperfect (non-cooperative) RRUs allocation
or le,| > 0.5 as well as the question “Which transmission scheme is better in terms
of overall system design, cooperative or non-cooperative?”.

In our dissertation, the channel gains and CFO values from different APs are as-
sumed perfectly known to the receiver. In the next step of this research, we shall start
to consider channel /CFO estimation that may be facilitated by proper preamble/pilot
arrangement.

Another fundamental question we have not yet answered is “How to decide the
size of virtual cell?” or specifically, “What is the minimum number of APs/paths

to ensure the predetermined reliability?”. Due to the path loss to attenuate signal
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strength, we ignore the interference from any AP not belonging to the virtual cell
in this dissertation. However, when it comes to the virtual cell size design, we are
supposed to consider the accumulated interference from the nearby APs outside the
virtual cell that might not be ignorable and have great impact on overall reliability
if the virtual cell size is small. AP density and CP length should also be included in
consideration because a big virtual size may result in TDOA-related ISI/ICT if AP
deployment is not so dense in some areas or CP length is not long enough.

In open-loop communications, it not feasible for APs and AN to exactly know the
channel conditions, making the determination of virtual cell size very challenging.
Leveraging machine learning techniques [77], it is possible to learn the path loss law,
shadowing effect, interference map in surrounding area, etc. to help the AN form the
virtual cells for vehicles in service, which will be our principal research in the future

towards the development of virtual cell networking.
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Appendix A
Proof of (2.23)

Let EN stand for the orthogonal projection of hy on span(hy,... , hy_ 1), then we

have the following.

1 ~
v =7 — (hN - hN) : (A1)
NN
A N-1 B 2
DI%/IL :DZ2F+ min vV AN (XN—XN> hN— Z vV An <Xn Xn>hn .
N-1
nge 1:[ Mn n=1 2
(A.2)
Since Q = HR ™,
N-1
v = Z (Ril)nN h, + Ryyhy. (A.3)
n=1
Express R as
Ris  rws }
R = . A4
{ O1xv—1) Rnn (A4)
By the block-wise matrix inversion formula [34], we have
R g ry
R_l — IS ]XS , A 5
{ Oy By } (A.5)
rys = ~RistasRyy (A-6)
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From (A.1), (A.3), (A.5), and (A.6),
hy = —Rnngy +hy
N-1
= _RNN Z (rES)nhn
n=1

N—-1
= —Ryn Y (—RydrnsRi\), ha
n=1

N—1N-1
n=1 m=n
- . 1
Bl COf (Rls>mnR i ‘R |2 : hn
= T N-1 o {'mN kn
n=1 m=n [ Hﬁill R“ | k=1 ||h7l”2
- . 1
:N‘”Vz‘l Of (Ris)n i IRil?\’ i,
n=1 m=n Hz‘yén R;; " 1 \k=1 Rgm ||hn||2
N—-1
_ f(R R,, n 1
_N \ R + m:zn—i-lco ( IS)mn N Z ‘Rknyz ’ hn
- nN
n=1 H R” k=1 R72’m ||hnH2
N—-1
h,
O (A7)
“— ||hy ||,

By (A.2), (A7), and A, = 2V/A, ||h,]|, d,, (2.23) is obtained.
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Appendix B
Proof of (2.32)

Express R as
= R;s Iys
O1x(n-1) Rnn

From Lemma 2 and Lemma 3,

AN ~ An
TISNR = _QR?VN -1 _QR?VN
Oy Oy

2 Apn 9
-1 ==

) 0_2 RNN
AN AN

=—2(thu2+——§j\RnN )—1— 3 R

)

~ ~H ~ -1 g
H ~H ~
= —5 |[Tnstns — TysRis (R’ISRIS) RsTns

N-1 N
= o (’RnN’2 - ’RnN
n=1

_ H ~H ~
= 5 \I'nysI'ns — TysTNs

~H~ \—1 ~H__

In (B.2), the last equality follows from ThgR;g = TAR; and RISRIS = f{?f{b as

easily seen from (B.1). In (2.10), if R is substituted for H, then

Ris INs
O1x(n-1) Ryn =Q [ R; ry ] ; (B.3)
D; Z—NGN
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where Q is some unitary matrix different from Q, ey is the N x 1 zero vector with

the Nth entry replaced by 1,

D, = [ Dr Ov-1)x1 }T7 (B.4)
02 o2
D; = di (oL 1/ vV_|. B.
I dlag A17 ) AN?l ( 5)

(B.3) holds because the entries of R depends only on the norms of the columns of
matrix to be QR-factorized and the inner products between them. From (B.2) and

(B.3), we have

A 1
TISNR = —;Vrﬁs |:IN—1 —Rys (R%RIS + D?) Rf{g] rng
oy
2 —1
= I‘%S (Z—;IN_l -+ RISFNlI‘NlRIIL{g> Iys. (B6)

In (B.6), the second equality follows from the matrix inversion lemma [28], and I'y

is defined in (2.33). Hence,

. H —1p-1pH 1
lim 7ngnr = I'yg (RISFN 'y RIS) I'ns
AN o
o

= [TRigrws|;
= [ RaTx (~RigrasRiy) [

. (B.7)

= HRNNI‘NI']_\w‘

where the last equality follows from (A.6).
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Appendix C
Proof of (4.66)

By (4.58), (4.59), (4.67), and (4.68), we have
scr1k(en) UZ j, + scran(en) Uﬂl

- { St1,k(€n) } {(Re()?mk’l) cos 0 —Im(X,, ;1) sin 9) +j (Re()_(mm) sin 0+1Im(X,, 42) cos 9)}
ON,y(28+1)x1

O, (28+1)x1 > > . . - . .
+ [ej%s(t&k();n) {(Re(Xn,k,g) cos 0 —Im(X,, ;. 2) sin (9) +7 (Re(Xn,k,l) sin @ +Im(X,, 1) cos 9)}

_ { |:St71,k(€n> COS@:| + |: 0er(26+1)><1 :| } (Re()?n,k,l)"'jlm()?n,kﬁ))

On,.28+1)x1 jeiPmsi o k(e,) sinb

JSt1k(€n)sind 0N, (28+1)x1 > . o
+ " | Re(X, + 7Im(X,,
{ |: Oer(2,8+l)><1 :| |:€j¢nst,2,k(€n> cos O ( ( 774372) J ( Jf,l))

= Scr1k(6n) Xnk1 + Scr2k(en) Xn ko (C.1)

Hence, (4.66) is proved.
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Appendix D
Proof of (5.26)

The following lemma is useful in our proof.

Lemma 4. Let a, b be any two real numbers, and X be a Gaussian random variable

with variance %, ie. X ~CN (0, %), then

E{e—aX2—2bX}=(1+a)5exp( i ) (D.1)

1+a

From (5.22) and (5.23), we have

~ 2

3 — 0y heff,q
E [BERasyn,mrc] ~ Z bt E exp 0_—22

t=1 \%

W |
3 er _at ‘ eff,q
S [ TEe feo [ e} 1) o
t=1 m=1 Oy

The equality of (D.2) follows from that H",’s are independent across different indices

n and m. Let w = ;—é, P12 = Pgq+1(€1,€2), and

Ay = (H) pieare(p12Hyy ) (D.3)
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By (5.24),
S
_a/t heff,q
E |exp 5 2
Ty

=B |exp (—wdy [A7]° = 20y/AAs |pia Hyyy | Re (%) = wds |1 )|

2 2
(1 wA) ' E [exp (M

1+ wA,; }HS:‘QH\Q —wAy ‘Hgfq+1|2)] (D.4)

2 2 2 -1
. i, wAL A pio|” —wAy —wiA A,
= (1 +wA) (1 S (D.5)
— (14 wAy) (1 +wAg) — w? Ay Ay [pia]?) (D.6)

In the above equations, (D.4) and (D.5) follow from taking expectation w.r.t Hj" and

H .\, using Lemma 4. From (D.2) and (D.6), we obtain (5.26).
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Appendix E
Proof of (5.29)
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In the above equations, w = %, (E.1) and (E.2) are obtained by taking expectation
\4

w.r.t HY", and Hj', .. Ignoring the term pﬁplguﬁﬁT V‘ij?’ in (E.2) and performing the
expectation lead to
m |12
_a/t heﬂ"q 9
E |[exp =
2
-1
~ (14 wAr) (1+wAs) — w’ A As |pof”)
-1
1 (1 + ’lUAl) w2A2A3 |p23|2 + wA w2A1A3 |p13|2
_ g— —— o POl
(1 + U)Al) (1 + U)A2> - w2A1A2 |p12|2 1+ wAl

~ [(1 + wAl) (1 + ’U)AQ) — w2A1A2 |p12|2 - (]_ + ’lUAl) U)2A2A3 |p23|2

-1
+IUA3 (1 + ’LUAl) (1 —|— ’ZUAQ) — w3A1A2A3 |p12|2 — (1 —|— wAg) w2A1A3 |p13|2] 5
(E.3)

-1

3
- [H L+ wA,) —w® Y AgA pul” — wP A1 A2 A5 > |l (E.4)
n=1

n<l n<l

2
The approximation of (E.3) comes from ignoring w2A; A |pa|* WT:”X;?". Substi-

tuting (E.4) into (D.2), (5.29) is yielded.
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