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要

老人照護是目前人們很關注的一個社會議題。將機器人導入老人照

護的領域有助於降低老人照護的人力需求。其中，社交型機器人能夠

通過與老人的交流為老人帶來心靈上的支持。

在本篇論文中，目標是能夠開發一個能夠和老人聊他們的故事的機

器人對話系統。此系統的關鍵在於將一個能進行科學計算的記憶模型

引入到對話系統中，讓機器人擁有記住人類個人資訊的能力並且能夠

依照相關的個人資訊對人進行回覆。為了了解人類的語言並且從中抽

取出合適的資訊，本篇論文中提出了一個自然語言理解的模組，由基

礎的自然語言處理工具、模板及規則結合而成。在對話管理模組的控

制下，從人類語言中提取的資訊會被送到自傳式記憶模組，一個負責

儲存人類記憶並且能夠抽取相關記憶內容的模組。之後，抽取出的相

關記憶內容會被送到 Skills模組，生成機器人的回覆。最後，生成的

機器人回覆會經由自然語言生成模組展現給人們。展現機器人的回覆

的同時從記憶模組中抽取出的記憶內容也會被展現出來。

系統的評估經由設計好的幾個實驗。實驗的結果顯示本篇論文提出

的系統能夠利用人類的語言抽取記憶資訊並從記憶的知識庫提取相關

的記憶內容。並且此系統能夠將記憶內容融合到機器人的生成語言中，

以此和人盡心交流。此揭示了機器人能夠對老人提供心理層面照護的

可能性，以及和老人建立陪伴關係的可能性。

關鍵字：對話系統、自傳式記憶、自然語言理解、核心對話模組
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Abstract

Elderly care is a social issue that humans are focus on. It is helpful to

introduce robots into the field of elderly care, which alleviates the requirement

of manpower of taking care of senior citizens. Social robots can especially

provide elders with mental support through communication.

In this thesis, the aim is to develop a dialogue system for robots which can

chat with elders about their own stories. And the key is to embed a computa-

tional memory model into the dialogue system so as to give robots the ability

to memorize human’s personal information as well as to generate relevant

responses. To understand human utterances and extract appropriate informa-

tion, a Natural Language Understanding module is proposed, consisting of

rules, patterns and typical natural language processing tools. Then, under the

control of designed DialogueManagement module, the extracted information

are sent to Autobiographical Memory module, where memory of humans is

stored andmemory items are retrieved. After that, the retrievedmemory items

are sent to Skills module, fromwhich various robot’s responses are generated.

Finally, the generated responses are presented to humans through a Natural

Language Generation module, which shows both robot’s utterances and de-

picts retrieved memory items.

The system is evaluated through several well designed experiments. The

results show that the system proposed is able to utilize human’s utterances

to extract memory information and retrieve memory items from knowledge

base. Moreover it is also given the ability to generate responses embedded

iii



doi:10.6342/NTU201903356

with memory items to chat with humans, which reveals the potential for of-

fering mental supports to elders so as to build the companionship.

Keywords: Dialogue System, Autobiographical Memory, Natural Lan-

guage Understanding, Core Chat
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Chapter 1

Introduction

1.1 Background

In this century, with the development of science and technology, human beings tend

to live longer. This phenomenon, accompanied with the low birth rate, results in a large

change to the distribution of age, leading to an increasing proportion of elderly popula-

tion. Consequently, some new focuses related to elderly population are raised. One of the

worldwide issues is the elderly care, which aims to fulfill the special needs and require-

ments from senior citizens.

Plenty of solutions have been raised to help elders, such as the establishment of nurs-

ing homes, policy of long-term care, or provision of daily care from social workers. With

the help of these strategies, the elders are empowered to maintain their functionality,

autonomy, and quality of life [7]. However, these health care systems are going to en-

counter a large shortage of qualified workers, due to the gradually increasing aging pop-

ulation [8] [9]. Therefore, some new issues rise. One issue is that even though the elders

have already moved to nusring homes, the attention paid to each individual is little. It’s

1
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hard for only a few caregivers to comprehensively take care of a number of elders. An-

other issue is that the limited number of nursing homes makes plenty of elders who need

assistance remain in their houses, despite some of them may prefer to live in their own

places. Unfortunately, there is a ceiling of the number of social workers who can service

elders house-to-house.

Facing the shortage of manpower in elderly care, the significant role of science and

technology is highlighted [10]. Some solutions have already turned up, such as telehealth,

telemonitoring, or telecare [11]. Among these solutions, robots also play an important

role. Assistive robots can be roughly divided in to two categories [12]. One category

is to provide physical assistive technology such as smart wheelchairs or artificial limbs,

which can barely communicate with elders. The other category is to offer psychological

help or companionship. For example, in the early 21st century, AIBO [13], the first robot

proposed for entertainment, is introduced to the world.

It is commonly believed that introducing robots into elderly care can not only figure

out the problem of shortage of manpower but also reduce the expense of elderly care.

Most of all, robots have beneficial effects on elders from both physical and psychological

aspects. Therefore, in order to bring a better life to the elder population, the progress in

developing robots is immediately necessary.

1.2 Motivation

Recently, social robots have received significant attention. They are developed to

assist humans in several occasions. Some of them work in public. For example, Pepper1,

one of the most famous robots, shows up in banks, stores, or hotels, standing at the front
1https://www.softbankrobotics.com/us/pepper

2
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door or in front of the information desk, providing guidance for customers, guests and

visitors. Social robots can also serve in private sectors. For example, Jibo2, a social

robot designed for the home, can deliver several information to humans such as the daily

news and the weather forecast, or remind humans of the schedule. Social robots are also

introduced to institutes providing elderly care for senior citizens. Pepper has been used

in some nursing homes to cheer elders up by dancing. And, Miro3 can not only keep

company but also watch over their health status.

As has been described, various social robots have been introduced to the public. Their

skills are dependent on their roles. When considering social robots as companions, one

of their most essential capabilities is to chat. Robots mimic caregivers, providing men-

tal support to elders through communicating. However, a large gap still exists between

human-human conversation and human-robot conversation. One main factor is the ability

to memorize. Humans can know each other through communication, because they are

able to remember interests, hates, and past experiences of each other. And based on these

knowledges, humans tent to talk more with each other, which later makes them friends.

Robots, to the best of our knowledge, haven’t been gifted with human’s ability to mem-

orize things. Without the ability to memorize, no matter how many times has an elder

talked with a robot, the robot still treats the elder as a stranger and keeps asking the elder

similar questions. If robots can only provide general conversations, it’s barely possible

that the elders can treat robots as companions, which limits the effectiveness of mental

supports that robots can bring to elderly care.

To go beyond the limitation of human-robot conversation, one solution is to enable

robots to memorize. In other words, it demands an integration of robot’s dialogue system
2https://www.jibo.com/
3http://consequentialrobotics.com/miro

3
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with memory model. Researchers have been working on human-computer conversation

since last century, and some of the systems have successfully passed Turing Test [14].

In contrast to the abundant research done on dialogue systems, few works about mem-

ory model can be found in the field of engineering, even though plenty of theories about

memory exist in the field of psychology. Therefore, the integration of robot’s dialogue

system with memory may face several challenges. Firstly, computational memory mod-

els are not popular topics in the field of engineering, that is, it’s barely possible to find an

existing memory model which is suitable for integrating into the robot’s dialogue systems.

Secondly, a well-designed Natural Language Understanding (NLU) module is needed in

order to retrieve memory entities from human’s utterances. However, most of the dia-

logue systems are designed without memory, which means that their NLU modules do

not function with the ability to retrieve memory entities, so that few NLU modules can

be consulted. Thirdly, the generation of robot’s response embedded with memory items

is challenging. Even though there exist abundant of works trying to control the style of

generated machine’s utterances through various methods, it’s still hard to utilize memory

items to control robot’s utterances.

1.3 Related Work

In order to enable robots to memorize things, it’s important to introduce researches on

memorymodels in the field of pyschology, which helps to figure out howmemory is stored

in humans’ brains. Along with theories of memory models, it takes some advantages to

review works related to memory in the field of engineering. Later on, existing dialogue

systems are reviewed in this thesis. In fact, there are several ways which can be used to

divide existing dialogue systems, including task-oriented or non-task-oriented, rule-based

4
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Figure 1.1: Types of memory.4

or corpus-based, and dialogue-state or non-dialogue-state.

1.3.1 Memory Model

Memory relates to how information is processed in human’s brain. There are three

main functions which lead to the process, namely, encoding of memory, storage of mem-

ory, and retrieval of memory [15]. It is vital for humans to preserve their memory, since

it represents their past. Without the past, a person can not learn or develop language,

relationship, or personal identity [16].

Memory can be divided into several categories, as illustrated in Figure 1.1. Among

these categories, the declarative memory, which is the memory of facts and events and is a

subclass of long-term memory, is worth noticing in this thesis. It can be further separated

into two sub-categories, semantic memory and episodic memory. Semantic memory refers

to general factual knowledge about the world, which is independent of individuals5. In

contrast, episodic memory is related to individual memory of personal experiences and
4Adapted from http://www.human-memory.net/types.html
5For example, the apple is a kind of fruits and the lettuce is a kind of vegetables.

5
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specific objects, people and events which happened at particular places and at particular

time6.

After further studies, the boundary between semantic memory and episodic memory

can be somewhat vague [17]. For example, a person remembered that he/she took a hol-

iday to Italy last year, which may involve both semantic memory and episodic memory.

Italy and last year can be classified as episodic memory, whereas the meaning of holi-

day can be viewed as semantic memory. From this point of view, semantic memory and

episodic memory are not fully separated but in an interwinded relationship. Therefore, in

this thesis, autobiographical memory is adopted to represent human’s memory, which is a

memory model holding both semantic and episodic knowledge.

• Autobiographical Memory from Psycology

Autobiographical memory is fundamentally significant to human beings, which is a

recollection of episodes from one’s life, containing both semantic knowledge and episodic

knowledge.

Since Tulving raised his theory about autobiographical memory [18], researches on au-

tobiographical memory has lasted over 40 years in various subareas of psychology, such

as in cognitive, clinical or neuropsychological areas. However, most of their findings are

isolated, due to high complexity of autobiographical memory. It was not organized into a

framework until the Self-Memory System was proposed by Conway and Pleydell-Pearce

in 2000 [19]. The Self-Memory System is mainly separated into two parts. One is autobi-

ographical knowledge, where episodes are recollected. The other one is the working-self,

which sets personal goals and manages the control process like encoding of memories and
6For example, on the day of one’s commencement, his/her parents took a photo with him/her in front of

the school gate with a bunch of flowers in hands.

6
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Figure 1.2: Structure of autobiographical memory knowledge base in Self-Memory Sys-
tem [1].

the accessibility of memories.

After the Self-Memory System was proposed, several findings tried to illustrate this

system. In 2005, Conway did a systematic review of the system [1]. Despite that the main

components of the Self-Memory System were left the same, some details were elaborated.

The latest version of autobiographical memory knowledge base is shown in Figure 1.2.

Information, or memories, in autobiographical memory knowledge base is stored hi-

erarchically. The knowledge base can be roughly divided into two layers, the conceptual

self and episodic memories. The top layer aims to store semantic knowledge whereas the

lower layer aims to store episodic knowledge. Taking one step further, to fully discover

7
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the mechanism of the autobiographical memory knowledge base, a four-layer structure is

introduced, namely, themes, lifetime peroids, general events and episodic memories.

Themes is the most abstract level, which divides the memory knowledge base into

several categories. Each item in Themes can access particular items in Lifetime periods.

For example, in Figure 1.2,Work Theme links to specific items in Lifetime periods which

represent the conceptual knowledge about work, whereas Relationship Theme links to

other particular items which are related to friends.

Lifetime periods is a layer between Themes and General Events. It is used to acess

items inGeneral Events. An item inLifetime periods contains a set of knowledge that are

common to that period, such as goals, others (humans), locations, activities, or evaluations.

As illustrated in Figure 1.2, an item calledWorking at University X utilize its attributes to

link to items in General Events. For example, Others ofWorking at University X, which

stores information about humans, is linked to Prof. Smith, and Goals of that is linked to

Promotion.

General Events includes repeated or categoric events, extended events, and mini-

histories, which are cues to access specific memories in Episodic Memories. For exam-

ple, Prof. Smith in General Events may link to The first meeting with labmates or Attend-

ing conference in Taipei in the first year, which are items with specific details stored in

Episodic Memories.

Compared to Episodic Memories, definitions of items or their attributes are much

clearer in Themes, Lifetime periods and General Events. Even though several charac-

teristics of episodicmemory have been proposed, as shown in Table 1.1, fewworks discuss

about how episodic memory is represented or what categories or attributes can be used to

describe episodic memory. In a study of episodic memory, Conway [20] conduced a sim-

8
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Table 1.1: Ten characteristics of episodic memory [1].
1 Retain summary records of sensory-perceptual-conceptual-affective processing

derived from working memory.

2 Retain patterns of activation or inhibition over long periods.

3 They are predominately represented in the form of images.

4 Represent short time slices, determined by changes in goal-processing.

5 Represented roughly in their order of occurrence.

6 They are only retained in a durable form if they become linked to conceptual au-
tobiographical knowledge, otherwise, rapidly forgetten.

7 Their main function is to provide a short-term record of progress in current goal
processing.

8 They are recollectively experienced when accessed.

9 When included as part of an autobiographical memory construction they provide
specificity.

10 Neuroanatomically they may be represented in brain regions separate from other
autobiographical knowledge networks.

ple experiment, in which the categories of descriptions of episodic memory is introduced.

In the experiment, participants were asked to recall what they could remember from their

homes to the laboratory, including thoughs and feelings. After participants listed their de-

scriptions, two judges developed a coding scheme to classify the statements in descriptions

of memories. The coding scheme contained several categories: action, thought, feeling,

location and fact, which is adopted in this thesis to store episodic memories.

In [17], Williams discussed about three functions of autobiographical memory to show

how important autobiographical memory is to human beings. The first one is the direc-

tive function, which shows that autobiographical memory uses memories of past events

to guild current and future behavior including problem-solving. The second one is the

social function. The social function provides material for conversations and helps social

interactions, which is the progress of making friends with each other. The third function

defines how autobiographical memory is related to the self, and it is viewed as the most

9



doi:10.6342/NTU201903356

important function. Autobiographical memory stores personal histories and is the database

from which a person is formed. Through autobiographical memory a person forms his/

her personal identity.

To sum up, autobiographical memory is essential to a person’s identity and is a repre-

sentation of one’s history. The conceptual model of autobiographical memory knowledge

base in Self-Memory System can obtain both semantic and episodic memories. Therefore,

it’s reasonable for robots to understand someone through his/her autobiographical mem-

ory. It is believed that with the help of autobiographical memory, robots can bring better

companionship to elders.

• Autobiographical Memory in Engineering

With the development of social robots, a few researchers have tried to introduce au-

tobiographical memory into their robot systems. Some aim to help robots understand the

world and others try to consolidate the relationship between humans and robots.

In order to let robots understand the world, Pointeau [21] proposed an autobiographi-

cal memory system on the iCub7, a humaniod robot, so that the robot could accumulate its

experiences while interacting with humans and formed composite knowledge in its mind.

Their autobiographical memory system followed Tulving’s theorem [18], which consisted

of two parts, Episodic-Like Memory and Semantic memory. The memory model, imple-

mented using PostgreSQL8, tried to store inputs from humans, i.e., names, actions, time,

actions from robots, and pertinent information of context, space or time of the world. They

applied their work to the development of robot’s knowledge of spatial locations, relations

between objects, and temporal relations between events.
7http://www.icub.org/
8https://www.postgresql.org/
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Some researchers worked on Synthetic Autobiographical Memory System (SAM),

which not only required robots to understand the world, but also imitated the physiol-

ogy of the brain. In [22], a hippocampus architecture assisted by deep learning methods

is proposed as a modern SAM, which could better fulfilled functional requirements of

autobiographical memory. The work [23] implemented SAM on the iCub in order to let

robots understand the surrounding enviroment and improve robot’s perception. The iCub

gathered information including human faces, human arm movements, and gestures from

multiple sensors. After learning, it is tested by perception of faces, actions, and gestures.

Besides enabling robots to understand the world, the integration of robots and mem-

ory models is also used for consolidation of the human-robot interactions. In [24], they

tried to integrate a computational autobiographical memory with intelligent virtual agents

so as to create coherent life stories for virtual agents, which aims to achieve long-term

believability. The computational autobiographical memory utilized three parts, Abstract,

Narrative, and Evaluation, to store information of object, location, human, and so on.

Another work [25] proposed a memory model in order to let robots achieve long-term

companion. The proposed memory model enabled robots to remember events which are

significant or relevant to themselves or users. The structure of the memory model pro-

vided not only space for storage but also management of goals in order to reason robot’s

actions. Robots embedded with memory models are expected to become more believable

companions.

Some researchers also put effort into the integration of dialogue systems and memory

models. In [26], they claimed that continous communication between humans is promoted

by sharing experiences, and therefore, MAY, a memory-gathering conversational virtual

companion is developed. The autobiographical memorymodel embedded inMAY, similar

11
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to the memory knowledge base in this thesis, was based on Conway’s study [20]. Their

experiment showed that even providing little acquaintance about users’ life, users had

more positive attitude towards human-robot relationship. MAY’s dialogue system was a

modification of A.L.I.C.E.9, which is a chatbot relying on scripts.

1.3.2 Dialogue System

Researchers have worked on dialogue systems for several decades, endowing ma-

chines with the ability to talk with humans. The ultimate goal is to let human-robot

conversation as similar as possible to human-human conversation. So far, existing dia-

logue systems can be divided into several categories, task-oriented or non-task-oriented,

rule-based or corpus-based, and dialogue-state of non-dialogue-state.

• Task-oriented versus Non-task-oriented Dialogue System

Task-oriented dialogue systems aim to solve particular tasks and are required to fin-

ish their tasks within few interactions with humans. Several remarkable examples can

be listed, such as Siri10, Alexa11, and Google Assistant12. Theses dialogue systems obey

commands from human and can manage schedules, make phone calls or search for infor-

mation online. Moreover, some of them can answer questions or work as consultants, like

DoNotPay, which is a virtual lawyer helping people with incorrect parking fines, insurance

issues, and so on.

In contrast, non-task-oriented dialogue systems are designed to keep human accom-

pany, that is, they are not asked to complete specific tasks, but should be able to generate
9https://www.chatbots.org/chatbot/a.l.i.c.e/
10https://www.apple.com/tw/siri/
11https://www.alexa.com/
12https://assistant.google.com/
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conversations with human in boundless domain. One famous example is XiaoIce [27]13

developed by Microsoft, which utilizes a great number of skills to communicate with hu-

man.

The proposed dialogue system in this thesis aims to tackle the problem of companion-

ship, so it is classified as a non-task-oriented dialogue system, which is able to generate

responses embedded with memory items in boundless topics, that is, the proposed system

listens to humans talking about their experiences and then give related responses. There-

fore, the following review will focus on non-task-oriented dialogue systems, or they can

be called chatbots.

• Rule-based versus Corpus-based Dialogue System

In earlier research on chatbot, most of the systems are rule-based. Eliza [2], is known

as the first chatbot which is a simulation of a Rogerian psychotherapist. Through hand-

crafted scripts and methods of pattern matching, Eliza can accept textual inputs and then

generate corresponding responses. Figure 1.3 shows a conversation between Eliza and a

human being, where capitalized sentences indicate utterances generated by Eliza. Even

though the conversation shown in Figure 1.3 seems to be quite fluent, due to the limitation

on Eliza’s knowledge, it can only chat with humans within a constrained domain.

Another world-famous chatbot is Alice14, which was developed in 2009. Alice uses an

Artificial Intelligence Markup Language (AIML) to let its users customize their chatbots.

Since AIML tags allow chatbots to call a pattern matcher recursively, the scripts needed

by chatbots are simplified. Alice was the winner of the Loebner Prize15 in 2000, 2001,

and 2004. Recently, still based on AIML, Mitsuku16 has won the Loebner Prize for four
13https://www.msxiaobing.com/
14https://home.pandorabots.com/home.html
15http://www.aisb.org.uk/events/loebner-prize
16https://www.pandorabots.com/mitsuku/
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Figure 1.3: An example of conversation between Eliza and a human [2].

times (in 2013, 2016, 2017, 2018). Due to the power of AIML, some of the skills in this

thesis are built upon it.

One main weakness of rule-based dialogue systems is the limited amount of scripts.

Fortunately, with the advancement of research on dialogue systems, several corpus-based

dialogue systems have been proposed to deal with existing issues. Corpus-based chatbots

learn to respond to humans from data of human-human conversations, human-machine

conversations or even non-dialogue documents. They can be separated into two cate-

gories, IR-based (information retrieval based) and ML-based (machine learning based).

IR-based chatbots use several similarity functions to extract proper responses from their

databases. Most commonly used similarity functions are cosine similarities between word

features, such as the cosine similarity between word embeddings. Several IR-based chat-

bots [28] [29] [30] have already succeeded in response generation. The response generated

by IR-based chatbots guarantees its performance on grammar, but it’s lack of adaptability

on sentences, since sentences are retrieved from databases.

In contrast to IR-based chatbots, ML-based, or generation-based chatbots can not guar-

antee the performance on grammar and sometimes may even generate some nonsenses,

14
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Figure 1.4: An example of Seq2Seq framework used for response generation [3].

but they can generate more human-like sentences due to their adaptability on the con-

struction of sentences. ML-based chatbots are mostly constructed in an encoder-decoder

framework, which is also known as Sequence-to-seuqnece (Seq2Seq). Seq2Seq was first

developed to deal with machine translation tasks and was laterly adopted in response gen-

eration [31] [3] [32]. An example of chatbot with Seq2Seq framework is shown in Fig-

ure 1.4.

Compared to machine translation tasks, it’s much more difficult to tackle tasks of re-

sponse generation. For one input text, it is likely to have various plausible responses.

Therefore, a lot of researchers keep working in this field, proposing several modified

versions of Seq2Seq. For example, in order to prevent chatbots from always producing

repetitive and dull responses like“I don’t know”, Li [33] proposed using Maximum

Mutual Information (MMI) instead of maximum log-likelihood as the objective function

so that chatbots could generate more diverse and interesting responses. Some other works

also aim to let chatbots generate more informative responses. The work [34] incorporated

copying mechanism into Seq2Seq so as to replicate certain segments in input queries into

output responses. Another work [6] also tried to bring external knowledge into the gener-

ated sentences. They firstly obtained topic words from Latent Dirichlet Allocation (LDA)

model, and then a joint attention mechanism is performed to affect the decoding process.

Extra probability was added to topic words in order to let generated words bias upon

15
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Figure 1.5: A typical architecture of a task-oriented dialogue-state system [4].

them. Their experimental results showed profit on incorporating external knowledge into

generated sentences. In this thesis, based upon their model framework, with some mod-

ifications, we try to let our proposed system generate robot’s responses embedded with

memory items.

• Dialogue-state versus Non-dialogue-state Dialogue System

Either IR-based chatbots or ML-based chatbots mentioned above are both classified

as non-dialogue-state dialogue system. However, when taking commercial products into

considerations, a more complex system seems to be much more suitable.

Most of the chatbots on the market are developed under complicated structure, such as

Siri, Alexa or XiaoIce. They obtain plenty of skills to give responses to users. A typical

dialogue-state system, as shown in Figure 1.5, may help to explain working mechanisms

in their complicated systems. Firstly, the inputs from users is transferred into texts through

Automatic Speech Recognition (ASR) module. Next, a Spoken Language Understanding

(SLU) module is used to extract necessary information from input texts. The extracted

information updates dialogue states in Dialogue State Tracker (DST) module. After that,

16
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Figure 1.6: The architecture of Sounding Board [5].

the Dialogue Policy (DP) module makes decisions on dialogue actions, i.e., confirm, based

on DST. Finally, through Natural Language Generation (NLG) module, information is

transferred into sentences and is spoken out by Text to Speech (TTS) module. Modules in

this architecture can be divided into individual research areas, and can be designed based

on requirements of systems.

Sounding Board [5], a chatbot proposed by University ofWashington in Alexa Prize17,

also adopted the architecture of dialogue-state system with some modification. The archi-

tecture of Sounding Board is shown in Figure 1.6. NLU module is similar to SLU, which

detects human’s intents and extracts useful information. Dialogue Manager (DM) mod-

ule can be viewed as a combination of DST and DP. DM controls several skills to gain

knowledge, and through NLG the knowledge is transferred into sentences. As the winner

of Alexa Prize, the advantage of using complicated systems is verified.

In this thesis, the architecture of the proposed system is similar to that of Sounding
17https://developer.amazon.com/alexaprize
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Board but with redefined modules to meet the requirement of utilizing memory items to

chat with elders.

1.4 Objective and Contribution

For the purpose of assisting elderly care with robots, the system aims to provide better

human-robot communication through the integration of computational autobiographical

memorymodel and dialogue system. Storing elders experiences in robot’s mind, it enables

robots to know what an elder is favorite of or what has happened to an elder before, which

helps robots to provide elders with better mental support through conversations. Three

objectives are addressed in this thesis.

The first objective is to build a computational autobiographical memory knowledge

base as well as its database management system (DBMS). In this work, a conceptual

framework of autobiographical memory called Self-Memory System from the field of

Psychology is adopted. And a probabilistic-based retrieval method is designed as a part

of its DBMS.

The second objective is to develop a suitable NLU module in order to extract proper

information from human utterances. Since items stored in our autobiographical memory

knowledge base are specific terms, a well-designed module is needed to extract essential

information without noise.

Finally, several skills are proposed to help generate robot’s responses. These skills are

required to generate both general responses as well as responses embedded with memory

items. Besides, a procedure is needed to identify human identity so as to load human

memory from knowledge base. To make conversations complete and better, some script

bots are designed to offer helps.

18
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Previous works on conversational agents are mostly memory-less, which limits robot’s

ability on elderly care. In this thesis, our system attempts to exploit autobiographical

memory knowledge base to assist human-robot conversation. Through the improvement

of human-robot conversation, it is believed that robots can build closer companionship

with elders and bring more benefits to elderly care.

1.5 Thesis Organization

The rest of this thesis is organized as follows.

In Chapter 2, some tools and basic knowledge are introduced. Firstly, Structured

Query Language (SQL) and Artificial Intelligence Markup Language (AIML) are pre-

sented. SQL is used for storing and managing autobiographical memory knowledge base

and AIML is the basic of the proposed script bots. Then, basic knowledge of deep learning

on generation of sequences is briefly introduced, which is themain techniques of sentences

generation.

In Chapter 3, the proposed dialogue system with autobiographical memory is pre-

sented. Firstly, an overview of the proposed system is given. Next, the structure of auto-

biographical memory knowledge base used in this thesis is introduced, so as its memory

database management system. Then components of our dialogue system are described one

by one, including NLU module, DM module, Skills, and NLG module.

In Chapter 4, the evaluation of the proposed system is divided into three parts, the

evaluation of NLU module, the evaluation of autobiographical memory module and the

evaluation of chatting module.

At the end of this thesis, a conclusion is conducted in Chapter 5.
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Chapter 2

Preliminary

2.1 Relational Database

In order to maintain a large amount of data, database and database management system

(DBMS) are developed. Database is where data is storedwhereasDBMS is a systemwhich

enables users to manipulate and control access to the database. Relational database (RDB)

is an extension of database proposed by E. F. Codd in 1970 [35], and correspondingly its

DBMS is called relational database management system (RDBMS), where the data stored

are relational, refering to Figure 2.1.

Figure 2.1: An example of RDB.
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A three-layer definition is used to introduce RDB. The lowest-level definition is items

stored in the database. Values of items in the RDB should not exceed defined domains.

Here, domains are sets of atomic values, which have types and formats, or even names.

The medium-level definition is relation schema, which is the green rectangle in Figure 2.1

and can be simply viewed as a table. A relation schema has a relation name and a list of

attributes, which all have attribute names. In a relation schema, a row is a relation state

and a column is an attribute. The top-level definition is of database schema, which is the

definition of all relation schemas in this database.

In order to make databases more meaningful and more useful, several model con-

straints are proposed. One of the main constraints is on primary keys. Primary keys are

used to identify relation states within a relation schema. Thus, they can not be replicated.

Moreover, primary keys can contain more than one attribute. It is common to indicate

primary keys by underlining attribute names. For example, in Figure 2.1, StudentID and

ClassID are primary keys with respect to their tables. Another essential constraint in RDB

is on foreign keys. Foreign keys help to link relation schemes. Foreign keys in a refer-

encing relation schema tie to primary keys in a referenced relation schema, as indicated in

Figure 2.1. Foreign keys can be duplicate in referencing relation schemas, but need to be

unique in referenced schemas. In addition, a relation state in referencing relation schemas

must refer to an existing relation state in referenced schemas.

RDB and RDBMS is commonly used to store information of financial records, per-

sonal data and manufacturing information. Therefore, in this thesis, RDB and RDBMS

are adopted to store peronal memories heard from elders and retrieve relevant entities to

response to elders.
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2.1.1 Structured Query Language

Structured Query Language (SQL) is a useful language for constructing and managing

a RDB and RDBMS. Based upon relational algebra and relational calculus, statements of

SQL can be simply classified as data definition language (DDL) and data manipulation

language (DML).

DDL defines database schemas, which is able to create, alter or drop database objects,

i.e., tables. An example of creating tables in Figure 2.1 is shown as follows. Firstly,

the type (i.e., TABLE) of the relation schema is declared and a name (i.e., class) is

given. Then, each attribute is declared by a name (i.e., ClassID) and a domain (i.e.,

VARCHAR(10)) to contrain its values. Finally, constraints on tables need to be specified,

i.e., to indicate that ClassID is the primary key, or to indicate that Class is a foreign

key refer to ClassID in the referenced table class.

CREATE TABLE class (

ClassID VARCHAR(10),

ClassTeacher VARCHAR(30),

PRIMARY KEY(ClassID));

CREATE TABLE student (

StudentID INT,

FirstName VARCHAR(30),

LastName VARCHAR(30),

BirthDate DATE,

Class VARCHAR(10),

PRIMARY KEY(StudentID),
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FOREIGN KEY(Class) REFERENCES class(ClassID));

DML is used for inserting, updating, and deleting data in a RDB. Besides, it can per-

form selecting to retrieve data from RDB. An example of inserting data into tables in

Figure 2.1 is shown as follows. Several terms need to be specified, the table to insert (i.e.,

class), the attributes to insert (i.e., ClassID), and the values to insert (i.e., (’A’,

’Jenny’)).

INSERT INTO class(ClassID, ClassTeacher)

VALUES (’A’, ’Jenny’), (’B’, ’Mark’);

In this thesis, our RDB andRDBMS are constructed and aremanipulated usingMySQL1,

which is an open-source to implement SQL.

2.2 Artificial Intelligence Markup Language

Artificial Intelligence Markup Language (AIML), developed by Richard Wallace in

2003, is an XML dialect aiming to help people build their own rule-based conversational

system. Following its rules, conversational agents match people’s inputs to patterns and

generate responses based on individual templates. For example, as shown below, if a user

says‘Hello I am Jenny’, then the response given will be‘Hi Jenny’. The wildcard (*) in the

pattern is to extract information from input sentences and place the extracted information

at <star/>, so that personal information can be used in machine’s responses.

<category>

<pattern>Hello I am *</pattern>

1https://www.mysql.com/
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<template>Hi <star/></template>

</category>

The power of AIML is that it is able to call itself recursively. In the example as follows,

if the input from users is‘How can I call you’, the <srai> tag will map the input to

‘What is your name’and then the template used to respond will be‘My name is Pepper’

. This ability enables machines to generate various responses within short scripts.

<category>

<pattern>What is your name</pattern>

<template>My name is Pepper</template>

</category>

<category>

<pattern>How can I call you</pattern>

<template>

<srai>What is your name</srai>

</template>

</category>

AIML has already achieved remarkable success on human-computer conversations.

Alicebot (Artificial Linguistic Internet Computer Entity) is developed based on AIML,

which has won the Loebner Prize2 for three times (in 2000, 2001 and 2004) and has been

released as an open source. Another outstanding chatbot is Mitsuku3, which is a four-time

winner of the Loebner Prize (in 2013, 2016, 2017, and 2018). Mitsuku can be viewed

as an offspring of Alicebot, which inherits all scripts from Alice and plenty of additional
2The Loebner Prize is a format of Turing test which is held annually to award prizes to the most human-

like computer programs.
3https://www.pandorabots.com/mitsuku/
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Figure 2.2: An example of chatting with Mitsuku online.

scripts. It is kept maintaining until now and is available on several social platforms. Users

can talk with Mitsuku on diverse topics, as shown in Figure 2.2.

In this thesis, AIML is adopted to build rule-based chatting modules which makes

conversations more complete.

2.3 Part-of-speech Tagging

Part-of-speech Tagging (POS tagging), which is also called grammatical tagging, is a

process of giving marks to words with respect to definitions of words and contexts. It can

also be simply viewed as marking words with grammatical tags, such as noun, verb, or

adjective. POS tagging is the first step of various tasks in the field of computational lin-

guistics, for instance, syntactic parsing, which is to build grammatical trees for sentences,

and information extraction, which aims to extract correlated info from texts. An example

of POS tagging in simplified Chinese is shown in Figure 2.3. In the example, “元芳

(YuanFang)”is tagged as“nh”, which indicates human name,“你 (you)”and“怎
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Figure 2.3: An example of POS tagging in simplified Chinese using LTP, which is an
open-source tools for Natural Language Processing.

麼 (how)”are tagged as“r”, which means pronoun, and“看 (see)”is tagged as“v”

, which means verb.

Several well-known open-source tools for Chinese POS tagging have been developed,

such as NLTK4, Jieba5, THULAC6, LTP7, and pkuseg8. Some of their tags are in common,

such as noun, verb and adjective, while some of those are different. For example, some

words are tagged as an by Jieba, which indicates that these words can be both noun and

adjective, but LTP doesn’t offer this tag.

In this thesis, in order to extract people’s memory from their utterance, POS tagging

from LTP is adopted, which helps to accomplish the task of information extraction.

2.4 Dependency Parsing

Dependency parsing is a parsing that links each lexical items in a sentence with di-

rected relations. Despite of word-order information, dependency parsing represents the

information which is necessary for the parse. A sentence through dependency parsing will

form a dependency tree. A dependency tree need to satisfy several constraints. Firstly,

each tree should have a single root node without incoming arcs. Secondly, each nodes in

the tree, except for the root node, should have exactly one incoming arc. Thirdly, in each
4http://www.nltk.org/
5https://github.com/fxsjy/jieba
6http://thulac.thunlp.org/
7https://github.com/HIT-SCIR/ltp
8https://github.com/lancopku/pkuseg-python
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Figure 2.4: An example of dependency parsing in simplified Chinese using LTP.

tree the root node has a unique path to each lexical item.

An example of dependency parsing is shown in Figure 2.4. Root pointed to“看 (see)”

and their relation has a label“HED”, which means“看 (see)”is the key item in this

sentence. The relations between“看 (see)”and“元芳”, and,“看 (see)”and“你

(you)”, are labeled with“SBV”, which means their relations are subjects and verbs.

As for the relation between“看 (see)”and“怎麼 (how)”, it is labeled with“ADV”

, which means they have an adverbial relation.

There exist open-source tools for dependency parsing. In this thesis, dependency pars-

ing from LTP is adopted and is used to help extract essential information from human’s

utterances.

2.5 Recurrent Neural Network

A standard class of artificial neural networks is called Recurrent Neural Network

(RNN), which inputs are temporal sequences and information of contexts is maintained

by their internal states. RNN’s working principle is shown in Figure 2.5. The internal

states, i.e. ht in RNN is generated by both input elements, i.e. xt, and previous internal

states, i.e. ht−1, through variable matrix Wx, Wh and an bias b. Then internal states are
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Figure 2.5: The working principle of unfolded RNN.

Figure 2.6: The working principle of unfolded BRNN.

transformed into outputs through Wy and an activation function g(·).

ht = Wh ∗ ht−1 + Wx ∗ xt + b

yt = g(Wy ∗ ht)
(2.1)

An improvement on RNN model is Bidirectional RNN (BRNN) [36], which takes not

only former contexts but also latter contexts into considerations. As shown in Figure 2.6,

firstly, each inputs pass through a forward hidden layer and a backward hidden layer. Then

the hidden states stored in both forward hidden layer and backward hidden layer are later

concatenated (Denoted by green circle in Figure 2.6) and passed to the output layer to
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generate outputs.

2.5.1 Long Short-Term Memory

Long short-termmemory (LSTM) [37] is one of the RNNcells that is proposed to avoid

the vanishing gradient problem as well as the gradient exploding problem of training an

RNNmodel. The internal structure of an LSTM cell is shown in Figure 2.7. This structure

can be explained using several gates. The first gate is called forget gate which decides

whether to keep previous memory in the cell. Through Wf and a sigmoid function σ(·),

the concatenation of ht−1 and xt is transformed into ft, obtaining a value between 0 and

1. If ft is 0, then previous memory Ct−1 will be completely forget. In contrast, if ft is 1,

then previous memory will be remained. The second gate is input gate, which is to decide

what information from input xt. Through it and C̃t, memory Ct in the cell is updated.

The last gate is output gate, which determines what to output. The output gate takes ht−1

and xt as inputs and generate ot, which is a value between 0 and 1. Then ot decides what

information from Ct will be transformed into ht as the hidden state for this timestamp.

ft = σ(Wf · [ht−1, xt] + bf )

it = σ(Wi · [ht−1, xt] + bi)

C̃t = tanh(WC · [ht−1, xt] + bC)

Ct = ft ∗ Ct−1 + it ∗ C̃t

ot = σ(Wo · [ht−1, xt] + bo)

ht = ot ∗ tanh(Ct)

(2.2)

29



doi:10.6342/NTU201903356

Figure 2.7: The internal structure of an LSTM cell.

2.5.2 Gated Recurrent Unit

Gated Recurrent Unit (GRU) [38] is an RNN cell adapted from LSTM which reduces

the parameters needed as well as improves the speed of convergence while training. The

internal structure of GRU is shown in Figure 2.8. Firstly, previous hidden state ht−1 and

xt pass through the reset gate and form rt. They also pass through update gate and form

zt. rt and zt decide the portion of old memory and new input which together form current

state ht.

rt = σ(Wr ∗ [ht−1, xt])

zt = σ(Wz ∗ [ht−1, xt])

h̃t = tanh(Wh ∗ [rt ∗ ht−1, xt])

ht = (1− zt) ∗ ht−1 + zt ∗ h̃t

(2.3)
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Figure 2.8: The internal structure of an GRU cell.

2.6 Sequence to Sequence

Sequence to Sequence (Seq2Seq) is a structure which can take sequences as both in-

puts and outputs. It consists of two main parts, the encoder and the decoder, which are

both made up of RNN cells. As shown in Figure 2.9, the job of the encoder is to gather

input sequences, i.e. x1, x2, x3 and x4, and represent these inputs using a hidden vector

(Indicated by an orange rectangle in Figure 2.9). Then the decoder utilizes the hidden

vector together with a start input < bos > to generate outputs, i.e. y1, y2, y3 and < eos >.

This architecture is commonly used to deal with NLP tasks like machine translation or

neural response generation.

2.6.1 Seq2Seq with Attention

An improvement on Seq2Seq is the addition of attention mechanism [39] [40], which

tackles the bottleneck of using a fixed-length vector to decode all outputs. Under the
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Figure 2.9: An illustration of Seq2Seq.

Figure 2.10: The working principle of an attention mechanism.
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architecture of Seq2Seq with attention, the model is able to automatically search for parts

in source sentences which are relevant to generated target words. The working principle

of an attention mechanism is shown in Figure 2.10. The context vector ct is the weighted

sum of all encoded vectors hi, and the weights αt
i is a normalized similarity of st−1 and hi.

The similarity is calculated using Multi-Layer Perceptron (MLP). Finally, st is generated

by st−1, yt−1 and ct through an RNN cell, which is denoted as f(·).

ct =
T∑

i=1
αt

ihi

αt
i = exp(et

i)∑T
k=1 exp(et

k)

et
i = MLP (st−1, hi)

st = f(st−1, yt−1, ct)

(2.4)

33



doi:10.6342/NTU201903356

Chapter 3

Methodology

3.1 System Overview

The proposed system can be divided into five major parts, as illustrated in Figure 3.1.

Firstly, Natural Language Understanding (NLU) module will extract informative memory

items from human utterances and provide sentiment analysis for the utterances. Next, the

extracted information as well as the results of sentiment analysis will be updated to Global

State Tracker (GST) module. In DialogueManagement (DM)module, GSTmodule main-

tains information needed by other modules until the end of the dialogue. Meanwhile,

Figure 3.1: The architecture of overall system.
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Global Dialogue Policy (GDP) module commands Autobiographical Memory module and

Skills module, based on several information stored in GST. If Memory DBMS receives

commands from GDP, it utilizes extracted information stored in GST to retrieve relevant

memory items from Memory Knowledge Base (Memory KB) and updates the extracted

information to Memory KB as well. The retrieved memory items are sent back to GST. As

for Skills module, it consists of two sub modules, Core Chat module and Script Bots mod-

ule. These sub modules obey the commands from GDP and generate robot’s responses.

The generated responses are also updated to GST. Finally, Natural Language Generation

(NLG) module helps output robot’s responses.

In the rest of this chapter, Autobiographical Memory module will be firstly introduced

in Section 3.2, including Memory DBMS and Memory KB. Next the design of NLU is

described in Section 3.3, including Event Extractionmodule, which helps to retrievemem-

ory items from human utterances, and Sentiment Analysis module, which helps to predict

human emotion. Then DM is introduced in Section 3.4, consisting of GST module and

GDP module. After that, Skills module will be introduced in Section 3.5, including Core

Chat module and Script Bots module. Finally, NLG module is described in Section 3.6,

which helps to present robot’s utterances to humans.

3.2 Autobiographical Memory

Autobiographical memory is a recollection of episodes from one’s life, which can be

viewed as an essential element of one’s personal identity. In this thesis, autobiographical

memory knowledge base introduced in Self-Memory System, which is a conceptual model

of autobiographical memory as described in Section 1.3.1, is built into a computational

model under the help of SQL (described in Section 2.1.1). Utilizing this computational
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memory model, the proposed system is able to collect and manage human memory. Be-

sides, robots are able to generate memory-related responses by utilizing memory items

retrieved from Memory KB.

3.2.1 Memory Knowledge Base

After tracing the conceptual architecture of autobiographical memory knowledge base

[1], a computational model of it is shown in Figure 3.2. The model is made of four layers,

Theme Layer, Lifetime Period Layer, General Event Layer, and Episodic Memory

Layer. Each layer is constructed by one or several SQL tables, and each table has specific

primary keys as well as foreign keys to link to other tables. Contents and rules of these

layers will be described in detail in this subsection.

• Theme Layer

Theme Layer separates human life into several subjects and is represented by theme

table, as shown in Figure 3.3. In theme table, two attributes are given. One is id, which

is the primary key, and the other one is name which stores the names of themes. In this

work, Theme Layer contains only nine predefined themes, namely,“住所 (habitation)”

,“旅遊 (travel)”,“家人 (family)”,“朋友 (friend)”,“伴侶 (soulmate)”,“讀

書 (study)”,“工作 (work)”,“興趣 (hobby)”, and“其他 (others)”, as shown in

Figure 3.2. One theme can not connect to other themes in Theme Layer, and it can only

connect to specific lifetime periods in Lifetime Period Layer.

• Lifetime Period Layer

Lifetime Period Layer consists of lifetime periods and is represented by lifetime

table, as shown in Figure 3.4. In lifetime table, the primary key consists of four at-
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Figure 3.2: The architecture of Memory KB.

Figure 3.3: The relational schema of theme table.
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Figure 3.4: The relational schema of lifetime table.

tributes, theme_id, age, id, and sub_id. theme_id represents the link between

lifetime periods and themes in Theme Layer. age is used to arrange lifetime periods in

the order of time and to distinguish similar items that happened in different years. The

default value of age is set to -1 which is used to represent lifetime periods with unknown

age. id, which can be viewed as the identity of items, identifying items that happened

in the same year. Finally, sub_id is desgined to enable one lifetime period to link to

multiple items in General Event Layer. In Figure 3.2, nodes in Lifetime Period Layer

are tagged with age and id. For example, a node tagged with“20_4”means that the

lifetime period is the fourth item memorized in Memory KB in one’s twenty.

Links between lifetime periods and items in General Event Layer are represented

by three attributes, human_id, location_id, vn_id and sentiment. Except for

sentiment, each of them is a foreign key to human table, location table, and vn

table respectively. Besides, each foreign key has a counter, count_h, count_l, and

count_vn, which offers help in the procedure of retrieval of Memory DBMS. A counter

together withnum_act are used to compute the probability that an itemwill bementioned
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in a lifetime period. For example, as shown in Figure 3.2, a person has talked about his/

her travelling experiences to Taiwan in his/her twenty for five times. Among these five

times, if this person has mentioned“台灣”(Taiwan) for four times, then the link between

this lifetime period and“台灣”(Taiwan) will be labelled with 0.8, since num_act of

this lifetime period is five and count_l of“台灣”(Taiwan) under this lifetime period

is four. It is reasonable that“台灣”(Taiwan) is more significant than“小藍”(Blue) with

respect to this lifetime period, since the probability of occurrence of“台灣”(Taiwan) is

higher than that of“小藍”(Blue).

sentiment is used to simply represent the evaluation of lifetime periods. If the sen-

timent is positive, sentiment will be set to 1, indicating by white circles in Figure 3.2.

In contrast, if the sentiment is negative, sentiment will be set to -1, indicating by black

circles. If the sentiment is neural, sentiment will be set to 0.

It is worth noticing that each lifetime period can only link to one specific theme in

Theme Layer but can link to several items in General Event Layer. Besides, it’s pro-

hibited that a lifetime period directly connects to episodic memories in Episodic Memory

Layer.

• General Event Layer

General Event Layer consists of three relation schemas, human table, location

table, and vn table as shown in Figure 3.5, Figure 3.6 and Figure 3.7, which stores mem-

ory of humans, locations and activity & objects, respectively. Items in General Event

Layer are linked by lifetime periods in Lifetime Period Layer and episodic memories in

Episodic Memory Layer.

In human table, four attributes are given, id, name, nickname and num_act. id
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Figure 3.5: The relational schema of human table.

Figure 3.6: The relational schema of location table.

Figure 3.7: The relational schema of vn table.

40



doi:10.6342/NTU201903356

is the primary key of this table. name aims to store human names. Moreover, considering

that humans may be called in other ways, such as“朋友”(dude) or“媽媽”(mum),

nickname is introduced into this table. In order to know the preference of humans,

num_act counts the times of humans being mentioned. For instance, in Figure 3.2, if

“小藍”(Blue) is mentioned much more times than“小綠”(Green), then num_act of

“小藍”(Blue) will be larger than that of “小綠”(Blue), indicated by a larger size of

node.

In location table, four attributes are given as well, namely, id, spe, gen and

num_act. id is the primary key. spe stores knowledge of special locations, such as

“台灣”(Taiwan) or“台北”(Taipei), and gen stores knowledge of general locations,

such as“動物園”(zoo) or“公園”(park). num_act learns the preference of locations. The

larger num_act an item obtains, the higher probability that this location is much more

familiar to a human. In Figure 3.2, for example,“台灣”(Taiwan) has larger num_act

than“日本”(Japan), indicated by a larger size of node.

In vn table, similar to human table and location table, it contains four attributes,

id, verb, noun and num_act. id is the primary key of this table. verb stores verbs,

such as“吃”(eat) and“賞花”(hanami), while noun stores nouns, such as“拉麵”(ramen)

and“水果”(fruit). num_act, similar to that of human table and that of location

table, stores human preferences of activities and objects. Illustrated in Figure 3.2, the

human prefers“水果”(fruit) to“賞花”(hanami).

Each item inGeneral Event Layer can connect to several lifetime periods inLifetime

Period Layer and several episodic memories in Episodic Memory Layer. As for the

relations between items, they can be inferred using Lifetime Period Layer and Episodic

Memory Layer.
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Figure 3.8: The relational schema of episodic table.

• Episodic Memory Layer

Episodic Memory Layer aims to collect episodic memories into episodic table,

as shown in Figure 3.8. Since episodic memories are much more specific than semantic

knowledge stored in Theme Layer, Lifetime Period Layer and General Event Layer,

the table requires more attributes to maintain abundant of information.

The primary key of this table is the combination of id and sub_id. id is the identity

of episodic memories, and sub_id helps to connect one item with several general events

in General Event Layer.

Descriptions of episodic memories are separated into several attributes: human_id,

locatioon_id, vn_id, thought, fact, sentiment and age. Among these at-

tributes, human_id, location_id and vn_id are similar to those of lifetime

table, which are foreign keys and link to tables inGeneral Event Layer. thought aims

to store some sighs or sentences full of sentiment like“好吃”(Delicious) and“很喜歡
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這裡”(Like this place), and fact is designed to store things with modifiers like“熱呼

呼的麵”(hot noodles) and“花很香”(flowers smell good). It is worth noticing that com-

pared to human, location and vn, though and fact are more unique with respect

to each episodic memory, so that they are not stored using tables in General Event

Layer. sentiment represents human sentiment using 1, 0 and -1. age not only stores

temporal knowledge but also helps to map episodic memories to specific lifetime peri-

ods in Lifetime Period Layer. These descriptive attributes, except for sentiment and

age, have counters to compute the times of items being mentioned with respect to each

episodic memories.

As illustrated in Figure 3.2, an episodic memory links to“小紅,朋友”(Red, friend)

and“小藍”(Blue) in human table,“台灣”(Taiwan) in location, and“吃拉麵”(eat,

ramen) in vn. Each link has a probability which indicates the importance of linked items

to this episodic memory. And this episodic memory stores“熱呼呼的麵”(hot noodles)

into fact and“好吃”(Delicious) into thought. The age stored in this episodic memory

is 20, 21 and 30, and its sentiment is positive, indicated by a white block.

3.2.2 Memory Database Management System

Databasemanagement system (DBMS) uses DML tomanipulate databases and control

the accessibility to databases as introduced in 2.1.1. In this thesis, Memory DBMS aims to

deal with the retrieval of memory items fromMemory KB and the storage of new memory

items into Memory KB. Therefore, instead of describing basic manipulations (i.e., insert,

update and delete), the method of retrieving memory items from Memory KB and storing

new memory items into Memory KB is fully described.

The overall procedure of retrieval and storage of memory items is shown in Algo-
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rithm 1. The inputs can be divided into five categories: Memory KB, Store command,

Threshold, GSTeItemName and GSTrItemName. Store command iis used to decide whether

to update old items or store new items into Memory KB. Threshold is used for election

of episodic memories store in episodic table. GSTeItemName indicates items extracted

from human utterances and stored in GST, including GSTeTheme, GSTeHuman, GSTeLocation,

GSTeVN, GSTeAge, GSTeFact, GSTeThought and GSTeSenti. GSTrItemName indicates buffers

from GST which is to store retrieved items from Memory KB.

Algorithm 1Memory DBMS algorithm
1: procedureMemoryDBMS(

MemoryKB, Store, Threshold,
GSTeTheme, GSTeHuman, GSTeLocation, GSTeVN,
GSTeAge, GSTeFact, GSTeThought, GSTeSenti,
GSTrTheme, GSTrHuman, GSTrLocation, GSTrVN, GSTrFact, GSTrThought)

2: Idstheme ← GetIds(MemoryKB, GSTeTheme)
3: Idshuman ← GetIds(MemoryKB, GSTeHuman, Store)
4: Idslocation ← GetIds(MemoryKB, GSTeLocation, Store)
5: IdsVN ← GetIds(MemoryKB, GSTeVN, Store)
6: IdsEM ← VoteIds(MemoryKB, Threshold, Idshuman, Idslocation, Idsvn, GSTeAge)
7: R← EMRetrieve(MemoryKB, IdsEM)
8: MemoryKB← MemoryKB ∪ EMStore(MemoryKB,

IdsEM, Idshuman, Idslocation, IdsVN, GSTeAge, GSTeFact, GSTeThought, GSTeSenti, Store)
9: IdsLP ← VoteIds(MemoryKB, Threshold,

Idtheme, Idshuman, Idslocation, Idsvn, GSTeAge)
10: R← R ∪ LPRetrieve(MemoryKB, IdsLP)
11: MemoryKB← MemoryKB ∪ LPStore(MemoryKB,

IdsLP, Idshuman, Idslocation, IdsVN, GSTeAge, GSTeSenti, Store)
12: R← R ∪ GSTRetrieve(

GSTeTheme, GSTeHuman, GSTeLocation, GSTeVN, GSTeFact, GSTeThought)
13: GSTrTheme, GSTrHuman, GSTrLocation,

GSTrVN, GSTrFact, GSTrThought ← GSTUpdate(R)
14: R← RClear(R)
15: return GSTrTheme, GSTrHuman, GSTrLocation, GSTrVN, GSTrFact, GSTrThought
16: end procedure

Firstly, in line 2-5, IdsItemName of GSTeTheme, GSTeHuman, GSTeLocation and GSTeVN

are retrieved from theme table, human table, location table and vn table. If Store

command is True, then these items will be updated and stored into Memory KB.
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Then, in line 6, Idshuman, Idslocation, Idsvn and GSTeAge are used to elect episodic

memories stored in episodic table which may be relevant to human utterances. If an

episodic memory in episodic table consists one element of Idshuman, Idslocation, Idsvn

and GSTeAge), the episodic memory gains one point. If the score of an episodic memory

excceeds Threshold, its id is elected. IdsEM is the collection of id of elected episodic

memories sorted by their scores.

In line 7, IdsEM are used to retrieve relevant memory items from episodic table,

includinghuman, location, vn, thought andfact, and the retrieved relevant mem-

ory items are temporarily stored in R. In line 8, if Store command is True, IdsItemName

and the rest of GSTeItemName will be updated and stored into episodic table.

In line 9-11 the same procedure in line 6-8 is used to retrieve relevant memory items

from lifetime table and update GSTeItemName into lifetime table.

After that, in line 12, GSTeItemName are also updated to R and are viewed as a part

of retrieved itmes. It is used to prevent the situation that nothing can be retrieved from

Memory KB. During storytelling, if nothing can be retrieved from Memory KB, humans

may confuse about whether robots are listening to them, since they can not receive any

responses from robots. Therefore, GSTeItemName is used to let people know that robots are

kept listening and are trying to understand their utterances.

In line 13, retrieved items are updated toGSTrItemName, includingGSTrTheme,GSTrHuman,

GSTrLocation, GSTrVN, GSTrFact and GSTrThought. And in line 14, R is reset to an empty set.

Finally, in line 15, GSTrTheme, GSTrHuman, GSTrLocation, GSTrVN, GSTrFact and GSTrThought

are returned.

45



doi:10.6342/NTU201903356

• Retrieval and Storage of Episodic Memory Layer

In Algorithm 1, line 7 and line 8 indicate the procedure of retrieveing memory items

from episodic table and updating new items into episodic table. The expansion of

line 7 and line 8 in Algorithm 1 is shown in Algorithm 2 and Algorithm 3.

Algorithm 2 EMRetrieve Algorithm
1: procedure EMRetrieve(MemoryKB, IdsEM)
2: if IdsEM ̸= ∅ then
3: OldItems← RetrieveOldItems(MemoryKB, IdsEM)
4: end if
5: return OldItems
6: end procedure

In Algorithm 2, if IdsEM, which is the collection of id of episodic memories from

episodic table, is not empty, items of these episodic memories are retrieved. Instead

of equally retrieving all items, Bayes’ theorem is adopted here to compute the probability

of each item being retrieved, so as to increase the accuracy of retrieval of Memory KB.

Given a set of episodic memories, EP = {epj}M
j=1, assume that episodic memories in

EP are independent of each other, and a set of items of EP , ITEM = {itemi}N
i=1, then

the probability of observing a specific item itemi is

p(itemi) = αi

M∑
j=1

p(itemi|epj)p(epj)

p(epj) = nj∑M
k=1 nk

p(itemi|epj) = nij

nj

(3.1)

where p(epj) is the probability of observing epj from EP , computed using nj , which is

num_act of epj . And p(itemi|epj) is the probability of observing itemi conditioned epj ,

computed through nij and nj . nij indicates the count of itemi of epj , including count_h,

count_l, count_vn, count_f and count_t. αi is a bias computed using scores of
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episodic memories in order to inherit scores of episodic memories into the probability of

items.

αi = score(itemi)∑N
l=1 score(iteml)

score(itemi) =
∑

{j:itemi∈epj}
scoreepj

(3.2)

Algorithm 3 EMStore Algorithm
1: procedure EMStore(

MemoryKB, IdsEM, Idshuman, Idslocation, Idsvn,
GSTeAge, GSTeFact, GSTeThought, GSTeSenti, Store)

2: if Store = True then
3: if IdsEM ̸= ∅ then
4: IdEM ← GetFirstElement(IdsEM)
5: MemoryKB← MemoryKB ∪ UpdateSentiment(IdEM, GSTeSenti)
6: MemoryKB← MemoryKB ∪ UpdateNumAct(IdEM)
7: NewIdshuman ← FilterOldItems(IdEM, Idshuman)
8: NewIdslocation ← FilterOldItems(IdEM, Idslocation)
9: NewIdsvn ← FilterOldItems(IdEM, Idsvn)
10: NewItemsfact ← FilterOldItems(IdEM, Itemsfact)
11: NewItemsthought ← FilterOldItems(IdEM, Itemsthought)
12: NumAct← GetNumAct(IdEM)
13: MemoryKB← MemoryKB ∪ StoreNewItems(

IdEM, NewIdshuman, GSTeAge, GSTeSenti, NumAct)
14: MemoryKB← MemoryKB ∪ StoreNewItems(

IdEM, NewIdslocation, GSTeAge, GSTeSenti, NumAct)
15: MemoryKB← MemoryKB ∪ StoreNewItems(

IdEM, NewIdsvn, GSTeAge, GSTeSenti, NumAct)
16: MemoryKB← MemoryKB ∪ StoreNewItems(

IdEM, NewItemsfact, GSTeAge, GSTeSenti, NumAct)
17: MemoryKB← MemoryKB ∪ StoreNewItems(

IdEM, NewItemsthought, GSTeAge, GSTeSenti, NumAct)
18: else
19: IdEM ← GetMaxEMId() + 1
20: MemoryKB← MemoryKB ∪ StoreNewEM(

IdEM, Idshuman, Idslocation, Idsvn, GSTeAge, GSTeFact, GSTeThought, GSTeSenti)
21: end if
22: end if
23: returnMemoryKB
24: end procedure

In Algorithm 3, if Store command is True, all input memory items will be updated
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to MemoryKB, including a set of id from human table, a set of id from location

table, a set of id from vn table, an extracted age, extracted facts, extracted thoughts and

detected sentiments stored in GST.

If IdEM is not empty, in line 4, the first element of the collection of id of elected

episodic memories are chosen, which gains the highest score among all id, and is viewed

as id for all given items, that is, all given items is viewed as items of this specific episodic

memory. In line 5-6, sentiment and num_act of the chosen episodic memory is up-

dated. From line 7-11, all given items are passed through a filter to filter out existing items

of the chosen episodic memory in Memory KB and update their counts (i.e., count_h,

count_l, count_vn, count_f and count_t) as well. From line 13-17, new items

of the chosen episodic memory are stored into the Memory KB.

As for the situation that IdEM is an empty set, in line 19-20, a new id is generated and

all given items will be directly updated to this new episodic memory.

• Retrieval and Storage of Lifetime Period Layer

The procedure of retrieving old items from lifetime table and storing new items

into it is similar to those of episodic table. The expansion of line 10 and line 11 in

Algorithm 1 is shown in Algorithm 2 and Algorithm 3.

In Algorithm 1, line 7 and line 8 indicate the procedure of retrieveing memory items

from episodic table and updating new items into episodic table. The expansion of

line 7 and line 8 in Algorithm 1 is shown in Algorithm 4 and Algorithm 5.

In Algorithm 4, if IdsLP, which is the collection of tuples made up of theme_id,

age, id of lifetime periods from lifetime table, is not empty, items of these lifetime

periods are retrieved. Instead of equally retrieving all items, Bayes’ theorem is adopted
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Algorithm 4 LPRetrieve Algorithm
1: procedure LPRetrieve(MemoryKB, IdsLP)
2: if IdsLP ̸= ∅ then
3: OldItems← RetrieveOldItems(MemoryKB, IdsLP)
4: end if
5: return OldItems
6: end procedure

here to compute the probability of each item being retrieved, so as to increase the accuracy

of retrieval of Memory KB.

Given a set of lifetime periods, LP = {lpj}M
j=1, assume that lifetime periods inLP are

independent of each other, and a set of items of LP , ITEM = {itemi}N
i=1, then simiar to

Equation 3.1 and Equation 3.2 the probability of observing a specific item itemi is

p(itemi) = αi

M∑
j=1

p(itemi|lpj)p(lpj)

p(lpj) = nj∑M
k=1 nk

p(itemi|lpj) = nij

nj

(3.3)

where p(lpj) is the probability of observing lpj from LP , computed using nj , num_act

of lpj . And p(itemi|lpj) is the probability of observing itemi conditioned lpj , computed

using nij and nj . nij indicates the count of itemi of lpj , including count_h, count_l

and count_vn. αi is a bias computed using scores of lifetime periods in order to merge

scores of lifetime periods into the probability of items.

αi = score(itemi)∑M
l=1 score(iteml)

score(itemi) =
∑

{j:itemi∈lpj}
scorelpj

(3.4)

In Algorithm 5, if Store command is True, all input memory items will be updated to

MemoryKB, including a set of id from human table, a set of id from location table,
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Algorithm 5 LPStore Algorithm
1: procedure LPStore(

MemoryKB, IdsEM, Idshuman, Idslocation, Idsvn,
GSTeAge, GSTeSenti, Store)

2: if Store = True then
3: if IdsLP ̸= ∅ then
4: IdLP ← GetFirstElement(IdsLP)
5: MemoryKB← MemoryKB ∪ UpdateSentiment(IdLP, GSTeSenti)
6: MemoryKB← MemoryKB ∪ UpdateNumAct(IdLP)
7: NewIdshuman ← FilterOldItems(IdLP, Idshuman)
8: NewIdslocation ← FilterOldItems(IdLP, Idslocation)
9: NewIdsvn ← FilterOldItems(IdLP, Idsvn)
10: NumAct← GetNumAct(IdLP)
11: MemoryKB← MemoryKB ∪ StoreNewItems(

IdLP, NewIdshuman, GSTeSenti, NumAct)
12: MemoryKB← MemoryKB ∪ StoreNewItems(

IdLP, NewIdslocation, GSTeSenti, NumAct)
13: MemoryKB← MemoryKB ∪ StoreNewItems(

IdLP, NewIdsvn, GSTeSenti, NumAct)
14: else
15: IdLP ← GetMaxLPId() + 1
16: MemoryKB← MemoryKB ∪ StoreNewLP(

IdLP, Idshuman, Idslocation, Idsvn, GSTeSenti)
17: end if
18: end if
19: returnMemoryKB
20: end procedure
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a set of id from vn table, and detected sentiments stored in GST.

If IdLM is not empty, in line 4, the first element of the collection of elected lifetime

periods are chosen, which gains the highest score, and is viewed as the lifetime period for

all given items. In line 5-6, sentiment and num_act of the chosen lifetime period

is updated. From line 7-9, all given items are passed through a filter to filter out existing

items of the chosen lifetime period inMemoryKB and update their counts (i.e., count_h,

count_l and count_vn) as well. From line 11-13, new items of the chosen episodic

memory are stored into the Memory KB.

As for the situation that IdLP is an empty set, in line 15-16, a new lifetime period is

generated and all given items will be directly updated to this new lifetime period.

3.3 Natural Language Understanding

NLU module is one of the most essential components to a dialogue system. It helps a

system to parse human utterances and its parsing results may have large influence on the

performance of the overall dialogue system [41]. Classical NLU module performs three

tasks: slot tagging, domain detection and intent determination.

However, in this thesis, instead of developing these techniques, the main task to sovle

is event extraction, which is to extract memory events from human’s utterances in order to

meet the need ofMemory KB. Another task is to perform sentiment analysis in order to de-

tect human feelings. Two modules are introduced in this section. One is Event Extraction

module and the other one is Sentiment Analysis module.
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Figure 3.9: The workflow of Event Extraction Module.

3.3.1 Event Extraction

Event extraction is a category under infromation extraction which is to identify events

such as who, what, when, where, why, how and even to detect the relationship between

these events such as who did what to whom. It is considered as the hardest one among all

information extraction tasks [42]. In this thesis, the proposed Event Extraction module is

based on pattern-matching methods as other event extraction works in Chinese [43] [44].

The workflow is shown in Figure 3.9.

Initially, several parameters are given to initialize Entity Extraction module, including

the age of human, the year and thresholds for event extraction. Next, the module receives

inputs. An input consists of four components: human utterances, detected sentiments

from Sentiment Analysis module, and Global State Tracker. After receiving inputs, it

checks human’s intent of chatting. The module won’t do anything unless human intents

are willing to chat. If humans are willing to chat, then input utterances will be passed
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through three functions, Utterance Parsing, Memory Item Extraction and Memory Item

Update. The three functions will be described in detail.

• Utterance Parsing

Instead of developing new tools for parsing, tools from LTP1, a well-known Chinese

language platform, is adopted. Human utterances is firstly segmented into words. Then

POS tagging from LTP is applied, which example is shown in Figure 2.3. Later on, de-

pendency parsing, introduced in Section 2.4, is applied. And through Algorithm 6, depen-

dency parsing gives scores to each word.

Algorithm 6 Dependency Parsing Scoring Algorithm
1: procedure DependencyParsingScoring(Words, POSs)
2: Heads← 0
3: Rank ← 1
4: ScoreList← []
5: Pars← DependencyParsing(Words, POSs)
6: while True do
7: Heads← FindHeads(Heads, Pars)
8: if Heads ̸= ∅ then
9: Scoresheads ← Reciprocal(Rank)
10: Heads← Heads
11: Rank ← Rank + 1
12: ScoreList← UpdateToScoreList(ScoreList, Scoresheads)
13: else
14: break
15: end if
16: end while
17: ScoreList← Normalize(ScoreList)
18: return ScoreList
19: end procedure

As shown in Algorithm 6, words and the reults of POS tagging are the inputs. In line

2-4, some variables are initialized: Heads is initialized to 0 whichmeans the root,Rank is

initialized to 1whichmeans one step away from the root, and, ScoreList is initialized to an

empty list. In line 5, words and the results of POS tagging are passed through dependency
1https://github.com/HIT-SCIR/ltp
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parsing from LTP. Pars stores the results of dependency parsing, each element in Pars

consists of the position of its head and the relationship between them.

In line 6-16, scores of words are computed. Firstly, in line 7, words that directly link

to heads are chosen and are viewed as new heads. For example, if a word directly link to

the root, then this word will be chosen and it will be denoted as the new head. Then, if

chosen words exist, the reciprocal of Rank is assigned as scores of chosen words. It is

reasonable that the closer a word to the root, the more important it is in a sentence. After

that, in line 10-12, variable are updated.

Finally, before returning scores of words, in line 17, all the scores are normalized.

•Memory Item Extraction

Item Extraction is to extract memory items from human utterances. These items in-

clude theme, human, location, activity & object, fact, thought and age, with respect to

human table, location table, vn table, fact and thought in episodic table, and

age inlifetime table andepisodic table. To accomplish this task, pattern-matching

are adopted in this thesis. With the help of POS tagging from LTP, each word is tagged

with a tag. For example, “你”(you) is tagged as “r”, which means pronoun. The

tags of POS tagging from LTP is listed in Table 3.1, together with their explanations and

examples.

Patterns for extracting memory items are designed based on tags of POS tagging. Each

type of items is extracted using uni-gram patterns, bi-gram patterns, tri-gram patterns and

other special patterns if needed.

To extract items of human, which may be stored into human table in Memor KB, the

patterns are shown in Table 3.2. It mainly depends on the tag“nh”and a collected list of
2http://ltp.ai/docs/appendix.html
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Table 3.1: Tags of POS tagging from LTP. (Adapted from 2.)
Tag Explanation Example

a adjective 美麗 (beautiful)

b other noun-modifier 西式 (western)

c conjunction 雖然 (although)

d adverb 很 (very)

e exclamation 唉 (Ugh)

g morpheme 甥

h prefix 阿

i idiom 百花齊放

j abbreviation 公檢法

k suffix 率

m number 一 (one)

n general noun 蘋果 (apple)

nd direction noun 右側 (right)

nh person name 湯姆 (Tom)

ni organizaiton name 台積電 (TSMC)

nl location name 城郊 (country)

ns geographical name 台北 (Taipei)

nt temporal noun 今天 (today)

nz other proper name 諾貝爾獎 (Nobel Prize)

o onomatopoeia 嘩啦

p preposition 在 (at)

q quantity 束 (bundle)

r pronoun 我們 (we)

u auxiliary 的 (of)

v verb 跑 (run)

wp punctuation ，(,)

ws foreign words CPU (中央處理器)

x non-lexeme 萄
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Table 3.2: Rules for extracting items of human.
Category Pattern

Uni-gram word→ name, if word tagged with nh;

word→ nickname, if word ∈ HumanList;

Bi-gram word1 + word2→ name + nickname,

if word1 tagged with nh/nz, and word2 ∈ HumanList;

word1 + word2→ nickname + name,

if word1 ∈ HumanList and word2 tagged with nh/nz;

Special Case word1 + word2→ name + nickname,

if only word1 tagged with nh, and only word2 ∈ HumanList,

and叫/叫做/姓名/名字/稱呼/稱 (call) exists;

human nouns. The collected list contains words like“媽媽”(mother),“朋友”(friend)

or“家人”(family member), which are tagged with“n”but most of time are used when

talking about someone else. The design of bi-gram patterns is because that in some cases,

humans are called like“珍妮阿姨”(Aunt Jenny) or“同學小綠”(Classmate Green).

As for the design of special case, humans are used to introduce someone using sentences

like“我朋友叫小藍”(My friend is called Blue). Therefore, the pattern for the special

case is to detect the existence of words like“朋友”,“叫”and“小藍”. Moreover,

the number of words tagged with“nh”or existed in the collected list is limited to one,

respectively, in order to avoid any ambiguity.

To extract items of location, which may be stored into location tale inMemory KB,

the patterns are shown in Table 3.3. It mainly depends on the tag“ns”and“nl”, where

“ns”marks words like“台北”(Taipei) and“nl”marks words like“山上”. However,

it’s far from enough using the two tags to extract expressions of locations, because most

of the places are tagged with“n”, such as“公園”(park),“學校”(school), or“動物

園”(zoo). In order to extract places tagged with“n”, we ask help from“在”(at),“來”
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Table 3.3: Rules for extracting items of location.
Category Pattern

Uni-gram word→ spe, if word tagged with ns;

word→ gen, if word tagged with nl;

Bi-gram word→ gen,

if在/來/去 (at/come/go) + word and word tagged with n;

word→ spe,

if在/來/去 (at/come/go) + word and word tagged with j/ni/nz;

word1 + word2→ spe + gen,

if word1 tagged with ns, and word2 tagged with nl;

word1 + word2→ gen + spe,

if word1 tagged with n/nl, and word2 tagged with ns;

word1 + word2→ spe,

if word1 and word2 tagged with ns;

Tri-gram word1 + word3→ spe + gen,

if word1 tagged with ns,

and word2 tagged with u,

and word3 tagged with nl;

57



doi:10.6342/NTU201903356

Table 3.4: Rules for extracting items of activity & object.
Category Rules

Uni-gram word→ verb, if word tagged with v;

word→ noun, if word tagged with n/ni/nz/j/nt;

Bi-gram word1 + word2 → verb + noun,

if word1 tagged with v and word2 tagged with n/ni/nz/j/nt;

word1 + word2 → noun,

if word1 and word2 tagged with n/ni/nz/j/nt;

word1 + word2 → verb,

if word1 and word2 tagged with v;

Tri-gram word1 + word2 + word3 → verb + noun,

if word1 and word2 tagged with v, and word3 tagged with n/ni/nz/j/nt;

word1 + word2 + word3 → verb + noun,

if word1 tagged with v, and word2 and word3 tagged with n/ni/nz/j/nt;

word1 + word2 + word3 → noun,

if word1, word2 and word3 tagged with n/ni/nz/j/nt;

(come) and“去”(go), which are words that humans are used to add places after them,

such as“在學校”(at school),“來學校”(come to school) and“去學校”(go to school).

Moreoever, in some cases, general places may be specified by cities or countries, like“台

灣山上”(mountain of Taiwan), so that a bi-gram rule is designed to extract this kind of

expressions. The tri-gram pattern taks“的”(of) into considerations, which is tagged with

“u”, and is used to extract expressions like“台北的動物園”(Zoo of Taipei).

To extract items of activity & object, which may be stored into vn table in Memory

KB, the patterns are shown in Table 3.4. The reason that using the same patterns to extract

expressions of activities and those of objects is that it’s hard to clearly separate them using

only tags. An activity can be tagged with only“v”or a combination of“v”and“n”. In

Table 3.4,“v”are used to extract expressions of verbs whereas“n”/“ni”/“nz”/“j”/“nt”
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are used to extract expressions of nouns. Since expressions of activities and objects may

consist of multiple words, bi-gram patterns and tri-gram patterns are designed as well.

To extract items of fact, which may be stored into episodic table in Memory KB,

the patterns are shown in Table 3.5. Since the design of fact aims to store special events,

the patterns are expected to extract expressions of activities and objects with modifiers.

Bi-gram patterns are able to extract expressions like“高山”(high mountain) and“快

跑”(fast run). Tri-gram and Quad-gram patterns takes“u”into consideractions. Words

like“的”,“地”, and“得”ususally appear between modifiers and verbs or nouns.

Therefore, words tagged with“u”are allowed to exist in the middle of an expression,

such as“漂亮的花”(beautiful flower) or“非常迅速地跑”(very fast run).

To extract items of age, whichmay be stored into bothlifetime table andepisodic

table in Memory KB, the patterns are shown in Table 3.6. The expressions of age can be

roughly divided into two categories. One is directly using“歲”(age), the other one is

using“年”(year). The expressions containing“歲”(age) can be extracted using bi-gram

patterns, whereas the expressions containing“年”(year) is much more complicated. In

some cases, expressions containing“年”(year) can be extracted using uni-gram patterns

like “一九九五年”(1995). However, some expressions containing “年”(year) are

divided into multiple tags, which results in the design of bi-gram, tri-gram and quad-gram

patterns. Moreover, rules to distinguish“民國”(Republic Era) and“公元”(A.D.) are

also added. Sometimes when humans mention about their past experiences, they are used

to use expressions like“在十年前”(ten years ago). Therefore, patterns are also designed

for expressions containing“前”or“之前”(ago).

After extracting various items, a biased term frequency-inverse document frequence

(tf-idf) is used to rank the extracted items, in order to extract memory items of a paragraph
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Table 3.5: Rules for extracting items of fact.
Category Rules

Bi-gram word1 + words2 → fact,

if word1 tagged with a∗ and word2 tagged with n∗;

word1 + word2 → fact,

if word1 tagged with a∗ and word2 tagged with v;

Tri-gram word1 + word2 + word3 → fact,

if word1 tagged with a∗, word2 tagged with a∗/u and word3 tagged with n∗;

word1 + word2 + word3 → fact,

if word1 tagged with n∗, word2 tagged with a∗/u and word3 tagged with a∗;

word1 + word2 + word3 → fact,

if word1 tagged with a∗, word2 tagged with a∗/u, and word3 tagged with v;

word1 + word2 + word3 → fact,

if word1 tagged with v, word2 tagged with a∗/u, and word3 tagged with a∗;

Quad-gram word1 + word2 + word3 + word4 → fact,

if f word1 tagged with a∗, word2 and word3 tagged with a∗/u,

and word4 tagged with n∗;

word1 + word2 + word3 + word4 → fact,

if f word1 tagged with n∗,

word2 and word3 tagged with a∗/u, and word4 tagged with a∗;

word1 + word2 + word3 + word4 → fact,

if f word1 tagged with a∗, word2 and word3 tagged with a∗/u,

and word4 tagged with v;

word1 + word2 + word3 + word4 → fact,

if f word1 tagged with v,

word2 and word3 tagged with a∗/u, and word4 tagged with a∗;

Notes n∗ denotes n/j/nh/ni/nl/ns/nt/nz;

a∗ denotes a/b/d/i/z;
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Table 3.6: Rules for extracting items of age.
Category Rules

Uni-gram word→ age, if word tagged with nt and年 (year) in word;

word→ age, if word in TimeList;

Bi-gram word1 + word2 → age,

if word1 tagged with m and word2 is歲 (age);

word1 + word2 → age,

if word1 tagged with m and word2 is年 (year);

Tri-gram word1 + word2 + word3 → age,

if word1 and word2 tagged with m and word3 is年 (year);

word1 + word2 + word3 → age,

if word1 tagged with m and word2 is年 (year),

and word3 is前/之前 (before);

Quad-gram word1 + word2 + word3 + word4 → age,

if word1, word2 and word3 tagged with m and word4 is年 (year);

instead of a sentence. Given a set of sentences S = {sj}M
j=1 and sets of words Wj =

{wij}Nj

i=1 for each sentence, the biased tf-idf score of wij is computed as

tfidfbias(wij) = βij ∗ tfidf(wij)

tfidf(wij) = tf(wij) ∗ idf(wij)

tf(wij) =
M∑

k=1

nik∑Nk
l=1 nlk

idf(wij) = log M

|{j : wij ∈ sj}|

βij =
∑

j:wij∈sj

Nj∑M
k=1 Nk

(3.5)

where nij is the count of wi in sj .

The reason of adding bias to tfidf score is that long utterances should be more infor-

mative than short utterances. Therefore, words which belong to long utterances should
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gain higher scores than words which belong to short utterances.

3.3.2 Sentiment Analysis

Sentiment Analysis is to detect human sentiment and the results of it are both stored

into Memory KB. Besides, if a sequence of negative sentiment is detected, the system will

generate suggestions to change to a new topic or to tell a new story. This helps not only

prevent humans from reminding of and talking about sad experiences but also prevent

robots keep making mistakes which makes human unhappy [5].

In this thesis, CopeOpi [45] is directly adopted to perform analysis on sentiment, which

is able to perform sentiment analysis on texts in both Traditional Chinese and Simple

Chinses.

3.4 Dialogue Management

DMmodule controls the whole process in this system. It consists of GST module and

GDP module. GST module maintains necessary information for other modules and GDP

module generates commands to other modules.

3.4.1 Global State Tracker

GST module preserves information for other modules. The information can be cate-

gorized into several parts:

• Storage for NLU : a storage to maintain items from human’s utterances extracted

by NLU module, including items of theme, human, location, activity, object, fact,

age, thought and sentiment.
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• Storage for Memory KB: a storage to maintain items retrieved from Memory KB

through Memory DBMS, including items of theme, human, location, activity, ob-

ject, fact and thought.

• Storage for GDP: a storage tomaintain necessary information needed byGDPmod-

ule, including human input utterances, the state of human identification, and a global

state which affects the workflow of the overall system.

• Storage for Skills: a storage to maintain necessary information needed by Skills

module as well as generated responses.

3.4.2 Global Dialogue Policy

GDP module controls the workflow of the overall system and give commands to other

modules. The commands given by GDP module are in a hierarchical structure, denoted

as the top-level commands and the low-level commands.

The top-level commands depend on the global state stored in GST module. If the

global state is 0, GDP module gives commands of greeting. If the global state is 1, it

generates commands to identify human identity. If the global state is 2, GDP module

commands the system to generate responses.

The low-level commands vary based on the top-level commands. If the global state is

0 or 1, Scrip Bots module is assigned to generate response. If the global state is 2, Auto-

biographical Memory module may be loaded, based on the state of human identification

stored in GST module and both modules in Skills module may be commanded. Core Chat

module may be asked to generate reponses contain memory words or not. Script Bots

module may be required to generate reponses using retrieved facts or thoughts stored in

GSTmodule. Besides, Script Bots module is also able to suggest humans to change a story
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Figure 3.10: The architecture of Core Chat module (Adapted from [6]).

or a topc, if a sequence of negative sentiment is detected. At the end of the conversation,

Script Bots module is responsible for saying ending words to humans.

3.5 Skills

Skills module taks the responsibility for generating responses according to human ut-

terances. It can be divided into two submodules, namely Core Chat module and Scrip Bots

module.

3.5.1 Core Chat

Core Chat takes most of the responsibility for generating robot’s utterances with re-

spect to human inputs. This module is designed to meet the requirement of generating

both general responses as well as responses embedded with items retrieved fromMemory

KB. It’s worth mentioning that if the indentifiction of humans fails, then this module can

only generate general responses.

In order to embed items from Memory KB into responses, the architecture of TA-
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Seq2Seq model [6] is adopted, as shown in Figure 3.10. Given an input sequence X =

{xi}N
i=1, a series of hidden vectors {hi}N

i=1 of them are generated through a bidirectional

GRU (described in Section 2.5.2). At the same time, severalmemorywordsM = {mj}M
j=1

are transformed into hidden vectors {kj}M
j=1 through an embedding look-up table. At time

step t, message attention, or attention mechanism, described in Section 2.6.1, generates

a context vector ct from {hi}N
i=1, which are the hidden vectors of the input sequence. A

memory vector ot is generated by memory attention, where each weight αt
kj
for kj is given

as

αt
kj

= exp(MLP (st−1, kj, hN))∑M
j′=1 MLP (st−1, kj′ , hN)

(3.6)

where st−1 is the previous hidden state in decoder and hN is the last hidden state of the

input sequence. Then st, the current hidden state in decoder is generated from ct and ot.

3.5.2 Script Bots

Script Bots module generates robot’s responses through rule-based methods written

in AIML (described in 2.2). It can be divided into three submodules, Memory Script

Bot, Assistive Script Bot and Emotion Support Bot. These submodules generate robot’s

utterances obeying the commands from GDP module.

•Memory Script Bot

Memory Script Bot module is designed for generating robot’s utterances embedded

with items retrieved from Memory KB. The items belong to two categories, fact and

thought from Episodic Memory Layer, since items from this two categories are hard

to embed into sentences using ML-based dialogue modules. An example AIML code of
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Memory Scriptbot is shown as follows.

<category>

<pattern>*</pattern>

<template>

我記得你有說過<star/>

<!--

I remember that you have talked about <star/>. -->

</template>

</category>

• Assistive Script Bot

Assistive Script Bot module is designed for three purposes: to greet, to identify users,

and to say goodbye. For the greeting part, the module generates utterances actively to

ask whether human is willing to chat with it, shown as follows. Then, if detected human

intents are positive, responses like“終於有人陪我聊天了真開心”(Someone finally talk

with me. So happy.) will be generated and the conversaiton will keep going, otherwise

responses like“雖然有點難過再見”(Even though a little sad, bye.) will be generated and

the conversation will stop. If human intents is ambiguous, the module generates responses

like“不好意思你這是要和我聊天呢還是不要和我聊天呢”(Excuse me, would you

like to chat with me or not?) to suggest human to make his/her intents clear.

<category>

<pattern>start</pattern>

<template>

嗨 你好 我是胡椒 要和我聊聊天嗎
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<!-- Hi. How are you? I’m Pepper.

Would you like to chat with me? -->

</template>

</category>

For the part of identifying human identities, shown as follows, themodule actively asks

humans to tell their names. While human names have been told, the module confirms on

human names. If human names are correct, then the process of identification is finished.

For the case that humans refuse to tell their names, the module may generates responses

like“好吧不勉強你想和我說什麼呢”(All right. No pressure. What do you want to

talk to me?) and the state of identification on humans remains false. Moreover, if humans

say something useless, in this stage, the module will actively say“好吧我放你你的名

字了你想和我說什麼呢”(Well, I give up. What do you what to talk to me?) to skip the

process of identifying humans and the state of human identification remains false.

<category>

<pattern>start</pattern>

<template>

我不確定之前是不是有和你聊過天 請告訴我你的名字

<!-- I’m not sure whether we have talked before.

Would you like to tell me your name please? -->

</template>

</category>

The last task for Assitive Scrip Bot module is to say goodbye. As human intents to

leave or to stop chatting is detected, the module generates“掰掰我會想你的下次聊”

(See you. I will miss you. Chat with me next time.) to end conversations.
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• Emotion Support Bot

Emotion Support Bot module works no matter the identification of humans succeed

or fail. If the identification of humans succed, the module picks items from General

Event Layer in Memory KB which have large num_act to generate robot’s utterances

to suggest humans to change a topic or a story, shown as follows. The reason of choosing

items with large num_act is because that the larger num_act an item has gained, the

more familiar the item may be to humans.

<category>

<pattern>*</pattern>

<template>

要不要換個話題 談談<star/> 如何

<!-- Would you like to change a topic?

What about <star/>? -->

</template>

</category>

3.6 Natural Language Generation

NLG module is responsible for providing robot’s responses to humans. In our design,

NLG module provides humans with robot’s responses in two ways. One is through texts

and the other one is through graphs.

As for the part of texts, since multiple responses may be generated by Skills module,

NLGmodule arranges the order of the generated responses. Responses generated by Core

Chat module is always placed before responses generated by Script Bots module. If Script
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Bots module is asked to generate suggestions to change topics or stories, these suggestions

will be placed in at last.

Graphs also help the proposed system to perform robot’s responses or in another words,

robot’s minds. Since not all the retrieved items from Memory KB will be embedded in

generated sentences, the graphs full of nodes are used to illustrate them. One node is

tagged with one retrieved item. Moreover, the probability of observing an retrieved item

is indicated by the size of the node.
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Chapter 4

Evaluation

In this chapter, evaluations of the proposed system is presented. Evaluations are di-

vided into three parts, the evaluation of NLU module, the evaluation of Autobiographical

Memory module, and the evaluation of Core Chat module.

4.1 Evaluation of Natural Language Understanding

The evaluation of NLU module is to show its ability to understand human utterances

and extract essential memory information. Postings collected from social community are

used as human utterances talking about their experiences in this experiment. After using

NLU module to extract memory items from the collected postings, we ask humans to

annotate these memory items. The annotation from humans are viewed as the ground

truth for the evaluation of NLUmodule. The description of collected postings, experiment

procedures, experimental results and discussions are shown in this section.
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Figure 4.1: The distribution of collected postings over 11 categories.

4.1.1 Data Description

50 postings from Dcard1 are collected, which is a social community that people can

share their stories with each other. The postings spread over 11 categories, including“工

作”(work),“閒聊”(chat),“親子”(family),“留學”(study abroad),“心情”(feeling),

“美食”(food),“時事”(news),“旅遊”(travel) and“感情”(relationship), which follows

the categories on Dcard. The distribution of these 50 postings are shown in Figure 4.1.

The length of collected postings are in the range from 6 to 60 sentences.

4.1.2 Participants

We have invited 6 volunteers to participate in this experiment. There have been 4

males and 2 females, whose ages range from 23 to 26.

4.1.3 Procedure

After collecting postings from social community, NLUmodule is used to extract items

which should be essential for the postings. The extracted items can be divided into five

categories, including expression of human, location, activity & object, fact and time. Then
1https://www.dcard.tw/f
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Table 4.1: Questions contained in the questionnaire for each posting.
Index Question

1 此文章中出現過的主要人物有哪些？（可複選）

(Which are the main characters in the posting? (Multiple choice))

2 此文章中出現過的主要地點有哪些？（可複選）

(Which are the main locations in the posting? (Multiple choice))

3 此文章中出現過的主要事物（動名詞）有哪些？（可複選）

(Which are the main activities or objects in the posting? (Multiple choice))

4 此文章中出現過的主要特別事物（被形容的動名詞）有那些？（可複選）

(Which are the main special activities or objects (activities or objects

with adjectives or adverbs) in the posting? (Multiple choice))

5 此文章中出現過的時間詞有哪些？（可複選）

(Which are the main expressions of time in the posting? (Multiple choice))

each posting and its extracted items, along with designed questionnaire, are formed into a

testing pair. Each questionnaire requires humans to read the posting first and then follow

the designed questions to annotate memory items for the posting, based on their memory

of the content.

For each posting, five questions are given to humans as instructions to help them do

annotations. The questions are listed in Table 4.1. The extracted items are provided, as

well as blankets for humans to add choices if necessary. An example of a testing pair is

shown in Figure 4.2.

4.1.4 Results and Discussion

We use Precision, Recall and F1 Score (containing both marco F1 Score and micro

F1 Score) to analyze the performance of the proposed NLU module. The formula for
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Figure 4.2: An example of the testing pair for the evaluation of NLU module.

Table 4.2: The Precision, Recall and F1 Score of NLU module of different categories.
Category human location activity & object fact time

Precision 0.833 0.667 0.587 0.525 0.972

Recall 0.843 0.884 0.981 0.978 0.814

F1 Score 0.838 0.760 0.734 0.683 0.886

Precision, Recall and F1Score is

Precision = TP

TP + FP

Recall = TP

TP + FN

F1 score = Precision ·Recall

Precision + Recall

(4.1)

where TP denotes true positive,FP denotes false positive andFN denotes false negative.

In this experiment, items chosen by both humans and NLU modules are viewed as true

positive. Items chosen only chosen by NLU modules are viewed as false positive, and

items added by humans are viewed as false negative. The results are shown in Table 4.2

and Table 4.3, where one shows the results of each category and the other one shows the

results of all postings.
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Table 4.3: The Precision, Recall and F1 Score of NLU module of all postings.
Category marco micro

Precision 0.717 0.612

Recall 0.900 0.935

F1 Score 0.790 0.740

In Table 4.2, it’s obvious that NLUmodule gains higherPrecision on the categories of

human, location and time. One reason is that expressions of categories of human, location

and time are not that various as expressions of categories of activity & object and fact.

Therefore, when extracting items for categories of human, location and time, it’s much

more possible that the extracted items are correct. Another reason is that expressions

of categories of human, location and time are much more specific in a story, in contrast,

expressions of categories of activity & object and fact are not that distinct, which increases

the probability of extracting something trivial or nonsense.

NLU module seems to gain pretty high Recall in all categories. It’s worth noticing

that items that can be memorized by humans are limited, so that it’s possible that humans

are not able to recall all essential items from postings, which limits the number of human-

added items when doing annotation.

In Table 4.3, it can be observed that there’s not much difference between marco and

micro Precision, Recall and F1 Score, where micro scores are more suitable for the case

when postings are not equally distributed in chosen categories. Therefore, we can claim

that the proposed NLU module is suitable for extracting items from postings from various

categories.
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Figure 4.3: The distribution of collected postings over 6 categories.

4.2 Evaluation of Autobiographical Memory

The evluation of Autobiographical Memory module is to show the performance of

proposed Memory KB as well as the ability of Memory DBMS to retrieve relevant mem-

ory items fromMemory KB. Postings collected from social community are used as human

memories and are stored into Memory KB. Summaries for postings are prepared and are

used to retrieve relevant memory items from Memory KB. The description of collected

postings, summaries of the postings, experiment procedures, experimental reuslts and dis-

cussions are shown in this section.

4.2.1 Data Description

20 postings fromDcard are collected. The postings spread over 6 categories, including

“親子”(family),“有趣”(interesting),“心情”(feeling),“旅遊”(travel),“感情”

(relationship) and“工作”(work), which follows the categories on Dcard. The distribution

of these 20 postings are shown in Figure 4.3. The length of collected postings are in the

range from 7 to 29 sentences.

In order to retrieve items of collected postings from Memory KB, each posting is

prepared with a summary written by humans. An example of the posting and its summary
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Figure 4.4: An example of the posting and its summary.

is shown in Figure 4.4.

4.2.2 Procedure

After collecting postings from social community, NLU modules is firstly used to ex-

tract memory items for the postings. Then the experiment are conducted in two ways.

In the first experiment, we aims to test the performance of Autobiographical Memory

module under low memory density. In this experiment, two posting and a summary of one

of the posting form into a testing pair. Both the postings are stored into Memory KB, and

the summary is used to retrieve relevant memory items from Memory KB.

In the second experiment, we aims to test the performance of Autobiographical Mem-

ory module under high memory density. In this experiment, all postings are stored into

Memory KB. Each of the summary is used to retrieve relevant memory items from Mem-

ory KB.

In order to find a suitable Threshold (mentioned in Algorithm 1) for the procedure of

retrieval, three values of Threshold are tested in both experiments.
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Table 4.4: Results of Autobiographicl Memory module under low memory density.
Threshold 1 3 5

Precision 0.761 0.95 1.0

Recall 0.811 0.804 0.283

F1 Score (marco) 0.785 0.871 0.411

4.2.3 Results and Discussion

We usePrecision,Recall andF1 Score (marcoF1 Score) to analyze the performance

of the proposed Autobiographical Memory module. The formula for Precision, Recall

and F1Score is shown in Equation 4.1. The results of the first experiment are shown in

Table 4.4, which shows the performance of Autobiographical Memory module under low

memory density.

In Talbe 4.4, it can be observed that the lower the Threshold is, the higher the Recall

will be, however, with lower Precision. The reason is that if the Threshold is set to be

low, it’s more likely for AutobiographialMemorymodule to consider the written summary

being relevant to both postings. For example, if an item from the summary occurs in

both postings, under the situation that the Threshold is set to be 1, then items from both

postings will be retrieved, even though the summary belongs to only one of the postings.

In constrast, the higher the Threshold is , the higher the Precisionwill be, but with lower

Recall. It’s also intuitive that high Threshold means the requirement of high repetition

of items from the summary and the relevant posting. Due to the requirement of high

repetition, the Precision gets higher, but the Recall becomes lower.

The results of the second experiment are shown in Table 4.5, which shows the perfor-

mance of Autobiographical Memory module under high memory density.

In Talbe 4.5, it’s obvious that the performance of Autobiographical Memory module
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Table 4.5: Results of Autobiographicl Memory module under high memory density.
Threshold 1 3 5

Precision 0.025 0.468 0.356

Recall 0.045 0.472 0.288

F1 Score (marco) 0.032 0.470 0.319

under high memory density are not as well as under low memory density. Several reasons

may lead to this situation. One main reason is that if the density of memory stored in

Memory KB increases, items from simiar postings will be retrieved. Therefore, it results

in the decrease of Precision and Recall. Another reason is that with the increase of

memory density makes it more possible for Memory DBMS to view similar postings as

the same posting, and it’s even worse if postings don’t obtain distinct items. From one

aspect, it can be claimed that the performance of Autobiographical Memory module under

high memory density get worse, but from another aspect, it increases the probability for

Aubotiographical Memory module to retrieve similar or relevant memories fromMemory

KB to help human-robot conversations.

From both experiments, Threshold of 3 seems to be much more suitable than other

two values. Therefore, Threshold of 3 is adopted in our system. Moreover, we conduct

another experiment to show the situation of Recall for Threshold of 3 in detail. The

expriment result is shown in Figure 4.5. The darker the block is, the higher the Recall is.

The best case is that the diagonal are dark and others are light. Even though in most of

the case dark blocks appear on the diagnoal, in some cases, green blocks appear in places

other an the diagnoal, which reduces Recall of Threshold of 3.
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Figure 4.5: The expriment result of Recall for Threshold of 3.
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4.3 Evaluation of Core Chat

The evaluation of Core Chat module is to show its ability to generate robot’s utterances

embedded with memory items. The performance of Core Chat module is validated and

is compared with a Seq2Seq with Attention model. Besides, human evaluations are also

conducted. The description of data used for training, validation and testing, parameters of

model, expeirmental results and discussions are shown in this section.

4.3.1 Data Description

We use Douban Conversation Corpus [30] to train, valid and test Core Chat module.

Douban Conversation Corpus is a multi-turn conversation dataset collected for retrieval-

based response generation, which contains 1 million training data, 50 thousand validation

data and 50 thousand testing data. After removing fake data, only half of the data is left.

Then multi-turn contexts are separated into single turn pairs. Among all single turn pairs,

pairs that contain sentences which are longer than 25 words are removed. Besides, English

characters and numerical numbers are removed as well. After that, we reorganize the data

and obtain 1,440,136 training pairs, 75,677 validating pairs and 1,893 testing pairs. A

threshold is set to 30 to build the vocabulary for both input and output sentences, and

25,979 words are left in the vocabulary. The input memory words are extracted from

both queries and responses through our proposed NLU module. The reason of that is to

let our model learn to generate sentences using given words but to not too rely on given

words. The given words belong to categories of human, location, activity & object, and

fact. Some example of training, validation and testing data are shown in Table 4.6.
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Table 4.6: Examples of data used to train, valid and test Core Chat module.
Input Utterance: 不能用銀聯是要用臉刷卡麼

Input Memory Items: 單銀聯買不起刷能卡應該

Ground Truth: 不能用銀聯的地方應該買得起單 <eos>

Input Utterance: 跟瓶女在一起需要學會欲擒故縱

Input Memory Items: 畫跳瓶女一起女學會好想圈需要

Ground Truth: 只要瓶女想要的她一定會畫好圈讓你跳的 <eos>

Input Utterance: 挖牆腳不成

Input Memory Items: 不成喜歡挖送牆角基友

Ground Truth: 你喜歡就送你吧反正我基友一大堆 <eos>

4.3.2 Parameters

In Core Chat module, the maximum number of input memory items is set to 10. The

embedding dimension is set to 256, the encoder dimension and the decoder dimension

are set to 512, and both attention dimensions are set to 128. The model is trained using

Adam optimizer [46] with learning rate equal to 0.0001 on NVIDIA GeForce 1080 GPU.

The batch size is 128. We implement the model with an open source deep learning tool

TensorFlow2.

4.3.3 Results and Discussion

Since most of the evaluation metrics are not able to represent human judgements on

responses generated by a dialogue system [47], in this experiment, the evaluation of Core

Chat module mainly relies metrics defined for human evaluations. Firstly, to prove that

our model has learned from the training data, the training loss and validation loss is shown

in Figure 4.6 and Figure 4.7. It can be observed that the model has converged.

In Table 4.7, we compute the perplexity for validation and testing data. The perplexity
2https://www.tensorflow.org/

81

https://www.tensorflow.org/


doi:10.6342/NTU201903356

Figure 4.6: The training loss of Core Chat module.

Figure 4.7: The validation loss of Core Chat module.

82



doi:10.6342/NTU201903356

Table 4.7: The perplexity of Core Chat module compared with Seq2SeqAtt.
PPLD PPLT

Seq2SeqAtt 27.132 26.851

Core Chat (ours) 5.82 5.47

of validation and testing data are denoted as PPLD and PPLT respectively, and they are

compared with those of a Seq2Seq with Attention (Seq2SeqAtt) model. The results show

that our model learned better than the baseline model.

Since perplexity are not fully correlated to human judgements, we designed three met-

rics for humans to judge the performance of Core Chat module. The first metric is to

evaluate the correctness of generated responses on grammar, and is defined as

G(S) = 1
N

N∑
i=1

g(si), si ∈ S

g(si) =


1, if grammar is correct

0, if grammar is wrong

(4.2)

where S denotes a set of testing sentences.

The second metric is to evaluate the ability of embedded memory items into generated

responses, and is defined as

M(S) = 1
N

N∑
i=1

m(si), si ∈ S

m(si) =


1, if contains memory items

0, if not contains memory items

(4.3)

The third metric is to evaluate the relatedness of generated sentences with input sen-
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Table 4.8: The result of human judgement for Core Chat module.
G(S) M(S) R(S)

0.70 0.98 0.84

tences, where it is defined as

R(S) = 1
N

N∑
i=1

r(si), si ∈ S

r(si) =


1, if related to inputs

0, if not related to inputs

(4.4)

50 sentences are sampled from testing data to form the evaluation set S. The results

of human judgement is shown in Table 4.8. It’s worth noticing that beam search is used

during the generation of sentences and the beam size is set to 5. From the results, we can

conclude that generated sentences have weak grammar which are not pleasant enough to

chat with humans, but they do embed input memory items into sentences and they are

somehow related to input sentences. One of the reason why the correctness of grammar

is low is because of the dataset. Since the dataset comes from the Internet, it contains

expressions not suitable to use in oral conversations. Moreover, utterances collected from

the Internet contain various abbreviations and combinations of multiple sentences, which

increase the difficulty for Core Chat module to learn to generate robot’s responses. Some

of the generated responses are shown in Table 4.9
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Table 4.9: Examples of responses generated by Core Chat module.
Input Utterance: 還有到了市鎮給小孫子買巧克力那一段

Input Memory Items: 到買名字小劇忘記總是巧克力孫子

Ground Truth Responses: 但是我總是忘記這劇的名字

Generated Responses: 我也忘記了這劇的名字總是忘記了

Input Utterance: 啊啊啊每天便便順暢可是還是得了痔瘡啊

Input Memory Items: 淚得痔瘡說

Ground Truth Response: 同說多了都是淚啊

Generated Response: 我說的是淚啊

Input Utterance: 看照片他就染了的頭髮捏挑染省點吧

Input Memory Items: 認識不捏媽辦看染完萬一照片

Ground Truth Response: 萬一染完我媽都不認識我了咋辦啊

Generated Response: 萬一我媽不認識我我就不辦了

Input Utterance: 我多想找到你然後一起去旅行

Input Memory Items: 找到先嗎旅行想多

Ground Truth Response: 可以只是旅行嗎先

Generated Response: 先去旅行吧

Input Utterance: 從今天開始抽個小時學習英語口語

Input Memory Items: 抽學習練英語口語今天人

Ground Truth Response: 一個人怎麼練呢

Generated Response: 我也是練口語的人
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Chapter 5

Conclusion

In this thesis, a dialogue system integrated with a computational memory model is

proposed. The main purose is to provide robots with the ability to memorize while com-

municating with humans. Through the assistance offered by the computational memory

model, robots are able to build better relationship with humans, which may help in the

field of elderly care.

Three objectives are fulfilled in this work. Firstly, a computational memory model is

built as well as its DBMS. The compuatational memory model, Autobiographical Mem-

ory module, is built upon a conceptual autobiographical memory model. Memory KB in

Autobiographical Memory module uses a four-layer structure to accomplish the storage of

both episodic knowledge and semantic knowledge, which can be viewed as the identity of

humans. Memory DBMS helps to retrieve memory items fromMemory KBwhich are rel-

evant to human utterances, and also helps to update new memory items into Memory KB.

Secondly, a NLUmodule is built, which tries to understand human utterances and extracts

memory items. Thirdly, Skills module is proposed to embed memory items into robot’s

utterances through both rule-based methods and generation-based methods. Moreover, a
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DMmodule, including GST and GDP, is proposed to help to preserve information needed

in a dialogue session and control the workflow of overall dialogue system. Besides, a

NLG module helps to present robot’s utterances and robot’s mind to humans.

The evaluation of the proposed system contain four parts. Firstly, NLUmodule is eval-

uated using postings collected from social community. The extracted items are compared

with human annotations and metrics of precision, recall and F1 Score are used to analyze.

The experiment results show that the proposed NLUmodule achieves precision of 71.7%,

recall of 90.0%, and F1 Score of 79.0%, which indicates the ability of NLU module to ex-

tract memory items from human utterances. Secondly, Autobiographical Memory module

is evaluated using postings collected from social community as well. Each collected post-

ing is provided with a human-written summary, which is used to retrieve relevant posting

items from Memory KB. Metrics of precision, recall and F1 Score are used in this experi-

ment as well. The experiment can be divided into two parts, low memory density Memory

KB and high memory density Memory KB. Under low memory density, Autobiograph-

ical Memory module performs well, achieving precision of 95.0%, recall of 80.4% and

F1 Score of 87.1% when Threshold equals to 3. However, under high memory density,

the performance of Autobiographical Memory module is not pleasant enough. It achieves

precision of 46.8%, recall of 47.2% and F1 Score of 46.0%, which indicates an improve-

ment on Autobiographical Memory module is necessary. Thirdly, Core Chat module is

evaluated using Douban Conversation Corpus. The plots of losses show the convergence

of Core Chat module and the perplexity of validation data and testing data is computed.

It achieves perplexity of 11.341 and 11.217 on the validation data and testing data re-

spectively. Human judgement are also conducted to examine the correctness of grammar,

the ability to embed memory items into setences and the relatedness to input sentences.
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After human judging, Core Chat module achieves 0.34, 0.86, 0.98, respectively. Some

generated examples are listed to show the performance of generated reponses intuitively.

Even though generated responses have learned to embed input memory items into gener-

ated sentences, the generated sentences are not satisfied enough for chatting with humans,

that is, a better model may be needed. Finnaly, the overall system is evaluated through

human-robot interaction experiment.
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