
國立臺灣大學工學院機械工程學研究所 

博士論文 

Department of Mechanical Engineering 

College of Engineering 

National Taiwan University 

Doctoral Dissertation 

 

人型機器人之最佳化步態生成與即時控制 

Optimized Walking Pattern Generation and Real-time 
Control for Humanoid Robots 

 

 

嚴舉樓  

Jiu-Lou Yan 

 

指導教授：黃漢邦 博士 

Advisor: Han-Pang Huang, Ph.D. 

 

  中華民國 101 年 6 月 

June 2012 







致謝 

首先，我要感謝長久支持我的爸爸、哥哥以及在天國享樂的媽媽，沒有你們，

就沒有現在的我，接下來我要開始人生的下一段旅程了!! 

 感謝指導教授  黃漢邦老師多年來的教誨與指引，認識老師到現在也已經八

年了，老師不只在學術方面指導我，也時常在人生與思想方面給予許多建議，讓

我在這個實驗室生涯中，學到許多寶貴的知識與經驗，也度過了重重的難關，老

師，謝謝您!! 在此，也要感謝論文口試委員福田敏男教授、李國民教授、羅仁權

教授、李祖添教授、蔡得民教授，在論文修改上給予精闢的意見，讓本篇論文更

加完整與豐富。 

 感謝在實驗室這些年遇到的所有人，書耘大學長從我是專題生的時候就開始

指引我進入機器人這塊領域，也常常會靈光一閃提供我許多的意見；算是最大的

損友子豪與聖諺在這幾年中，也和我一起度過了許多碎碎念與游泳交換八卦的時

光；至於跟我同一屆打拼的軍毅、乙至與峻弘，我到現在都不時會想起我們一起

度過那手忙腳亂的兩年。也感謝在我也變成學長之後，認真幫忙的學弟學妹們，

尼諾機器人是由大家的努力所共同完成的!! 在這邊也要特別感謝參與這次人型機

器人成果發表會的各位，畢業前能夠成功展出機器人，都是由於你們的幫忙：笑

聲超級爽朗的泓逸，謝謝你總是主動幫忙，還有你真是很會找好吃的東西；認真

負責的瑋軒，謝謝你都幫我們接下像是機械臉或是整線等難以處理的工作；萬能

的聖翔，謝謝你幫我們負責手臂的部分；熱心的秀婷與衍文，謝謝你們一起排演

邦妮與尼諾的表演；還有要特別感謝毓文，在我們最困難的時候回來加入我們，

推我們一把，讓成果發表會能夠順利進行。 

 最後，我要謝謝我十年來的好朋友聯聖(熊)以及嘉德(Tito)，雖然我們不同實

驗室，但是你們總是能在我需要的時候幫助我與陪伴我，謝謝你們。也謝謝所有

在台大這十年之間遇到的所有人!! 

           2012/06/22 於機器人實驗室 



 
i 

 

 

摘要 

早從二十世紀初，人類對於人型機器人的幻想就不曾停止過，隨著時代的演

進，我們對於人型機器人的想像一直都是類似的，會跑、會跳、行為舉止要像人

類、甚至是超越人類，都是我們對於機器人的期待，可惜由於材料與致動器的限

制，機器人的重量與力量輸出的比例一直沒有辦法追上人類，導致機器人的身體

能力一直都沒有辦法突破到符合我們想像的程度，直到最近，由於科技的進步以

及經驗的累積，才由日本與美國的研究者開發出具有跑跳能力並且十分穩定的人

型機器人，機器人的身體能力也才慢慢開始足以應付這些困難的要求。但是在運

動規劃方面，目前在學界與業界的研究上，仍然是各自採用各自的機器人平台與

演算法來開發機器人的控制與運動規劃，各種的方法也有各自的限制與長處。有

鑑於此，本論文提出了一套可通用於人型機器人之最佳化運動控制與步態生成器，

此方法兼具了即時性與機器人重心高度與地面高度可變之特點，可達成自由指定

零力矩點(Zero Moment Point)軌跡與重心高度軌跡輸入之步態生成。利用此一步態

生成器與牛頓—尤拉動力學(Newton-Euler dynamics)，我們可以設計一個代價函數

(cost function)並且求得重心高度軌跡對於此代價函數之導數，進而求得在指定零力

矩點輸入軌跡之下最佳化之重心高度軌跡，達成本論文所提出之人型機器人之最

佳化 3D 重心軌跡之步態生成器。除此之外，本論文也利用多個狀態機(state machine)

與 USB-to-CAN-Bus 通訊網路建立一套人型機器人之即時控制系統，利用此系統，

也驗證了我們所提出的即時步態生成系統的效能。 

 

 

關鍵字：人型機器人、即時步態生成、最佳控制、全身運動規劃
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Abstract 

Since early twentieth century, human continues to imagine the future of humanoid 

robots. As the time going on, we always wish humanoid robots can run, jump, act like 

human, and even be better than human. Because of the limitations of material 

technology and actuators, the ratio of weight and power output of robots cannot reach 

the same level as human. Until now, due to the improvement of technology and the 

accumulated experiences, researchers in America and Japan start to demonstrate that 

their new robots can run and jump smoothly and stably. And the robots nowadays start 

to be capable of these difficult tasks. However, in the aspect of motion planning and 

pattern generation, the researchers in academy and in industry use their own robot 

platforms and algorithms to develop their motion control and planning systems. These 

systems have their own advantages and limitations. In view of this, an optimized 

walking pattern generator for humanoid robots is proposed in this dissertation. The 

proposed pattern generator can solve walking patterns with arbitrary assigned COG 

(Center of Gravity) height trajectory and 3D ZMP (Zero Moment Point) trajectory in 

real-time. Thus, walking pattern generation with arbitrary assigned ground height status 

is achievable. Based on the proposed walking pattern generator and Newton-Euler 

dynamics, a cost function is designed to optimize COG height trajectory with given 

ZMP trajectory. An optimized 3D COG walking pattern generator can be achieved in 

this dissertation. In addition, state machine based distributed control system with 

USB-to-CAN-bus interface is used to construct a real-time robot control system. Using 

this system, the performance of the proposed walking pattern generator is also verified. 

 

Keywords: Humanoid Robot, Real-time Walking Pattern Generation, Optimal Control, 
Whole Robot Motion Planning  
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J+ pseudoinverse of J 

Jα Jacobian matrix in DLS method 

JW,α Jacobian matrix in RWLN method 

R0,i the rotation matrix of the ith joint in the world coordinates 

T0,i the homogeneous matrix of the ith joint 

W joint limit weighting matrix in WLN method 

wi the ith diagonal element of W 

zi unit vector along positive direction of the ith z-axis  

X combined position/orientation vector of all end-effectors 

Α the damping factor in DLS method  

θ robot joint angle vector 

 𝜃̇ robot joint velocity vector 

θi the ith joint angle 

Φ null space of the solution of inverse kinematics  

  



 
xi 

 

Dynamics 
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 𝑎⃑𝑖  acceleration of the ith joint 

 𝐴𝑀  total angular momentum 
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Whole Body Inverse Kinematics 
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Chapter 1    Introduction 
The motivation, contributions, and overall framework of this dissertation are 

discussed in this chapter. Advantages and disadvantages of different types of robot are 

described in section 1.1. Section 1.2 shows several methods used for pattern generation 

for humanoid robots. Section 1.3 compares different humanoid robots and control 

systems. Section 1.4 shows the contributions of this dissertation. With this section, the 

main ideas and their functions can be realized easily. Finally, section 1.5 describes the 

overall framework of the dissertation and the relationship among all chapters. 

1.1 Different Types of Robots 

In order to achieve different goals and objectives, many different types of robots 

are built, including wheeled robots, legged robots, industrial robots, etc. Wheeled robots 

are most used as service robots and exploration robots. Simultaneous localization and 

mapping (SLAM) [35][134], exploring and mapping [11], and motion planning [64] 

algorithms are often verified on mobile robots. Legged robots are developed for rugged 

terrains. Some quadruped robots can go through rugged terrains very successful, such as 

the TITAN series [28][42] and the big dog (Boston Dynamics) [154]. Quadruped robots 

or robots with more legs can go through rugged terrains stably since the supporting 

polygon is much larger than biped robots. For biped robots, walking through rugged 

terrains is still a challenge. Some researchers in America and Japan proposed their new 

generation of robots and accomplish several difficult challenges, such as Petman 

(Boston Dynamics) [154], ASIMO [110][153], and HRP series [47][56][57][59]. 

Different form legged robots, industrial robots can be classified according to their 
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objectives, such as industrial robot arms [22], grippers [116], and parallel robots 

[120][138]. 

Nowadays, there are so many types of robots and they are built for their own 

propose. Robots are still more expensive than other products and only industrial robots 

for factory and small-sized robots for education or entertainment can be commercialized. 

Nevertheless, we still have a dream that one day humanoid robots can be everywhere 

around us. However, when walking through different types of environments, there are 

still many problems must be solved for humanoid robots. For example, robots fall down 

easily in unknown environments. The linearized inverted pendulum model (LIPM) 

constrains humanoid robots to walk with constant COG height. Some optimizations of 

robot motions cannot be processed in real-time. Humanoid robots are too heavy and the 

endurance of batteries is not long enough for long-term operation. These problems are 

solved one-by-one with the improvement of technology in these years. In this 

dissertation, we attempt to develop a 3D optimized walking pattern generation and 

real-time control system. By using the proposed system, the mobility of humanoid robot 

can be improved and walking pattern generation in more types of environments can be 

achieved. 

1.2 Pattern Generation System for Humanoid Robots 

Starting from the algorithms for solving inverse kinematics (IK), more 

considerations are required for legged robots than robot arms or grippers. The balance 

problem of biped robots is more critical and more constrained than other types of robots. 

The switching between single support phase (SSP) and double support phase (DSP), and 

how to manipulate the kinematics relationship in these phases are also important for 

biped robots. In addition, some dynamics of the robots can be added to the kinematics 

solver, such as the control of COG, linear and angular momentum, or other physics 
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properties of the robot. Researchers have proposed several solutions for COG Jacobian 

[3][119][124] and momentum Jacobian [30][50]. Based on the well-known inverted 

pendulum model [97][114][140], the control of COG is especially important for the 

balance control of biped robots. Momentum compensation is also a good method to 

improve the stability of robot and to generate more human-like walking patterns. 

However, since conventional methods needs complex computation and coordinate 

transformation, a generalized whole body IK solver is proposed in this dissertation to 

simplify and generalize the IK solver. This will be discussed in chapters 2 and 3. 

Based on the basic IK solver, the walking pattern generation algorithms can be 

developed. The most used criterion to check the stability of biped walking is the (zero 

moment point) ZMP method [136]. It is a simple and powerful criterion for the stability 

of biped robots. By checking the position of ZMP, the status of stability can be verified. 

Using the concept of ZMP, there are many methods to construct a walking pattern 

generator. For example, methods using a controller [70][92][127], Fourier 

series/transform [104][108][141], neural networks [51], genetic algorithm 

[12][108][141], rapid-exploring random tree (RRT) and probabilistic roadmap (PRM) 

[7][65], and motion capture [52] can generate walking patterns for humanoid robots. 

Among these methods, controller based walking pattern generator is the most used one. 

Each method has its own advantages and disadvantages. Learning algorithms can 

generate optimized walking patterns but their computation/learning time is too long to 

be used in real-time. Controller based methods need a more precise model for good 

performance. RRT method is quick but it generates different results each time. Motion 

capture method can generate the most natural and human-like results, but since the 

mechanism and mass distribution of robots are different from humans, the stability of 

the captured trajectories must be further verified. In this dissertation, a real-time LQ 
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(linear quadratic) control based method, the LQSI (linear quadratic state incremental) 

controller, is proposed to achieve real-time walking pattern generation. The robot is 

modeled as an inverted pendulum satisfying the COG/ZMP equations. 

There are several models for modeling a humanoid robot, some are complex and 

some are relatively simple, as shown in Figure 1-1. 

 
Figure 1-1. Types of model for humanoid robots 

Figure 1-1 shows five types of models used to control humanoid robots. In the 

figure, (a) and (b) are the well-known cart-table model and the linear inverted pendulum 

model (LIPM) [31][71]; they have the same governing equations and are basically the 

same, (c) is the nonlinear inverted pendulum model [87], (d) is the three mass model 

[127], and (e) is the most complex one, the multi-mass model [107][128]. In these 

models, more complex models have less modeling errors, but they are more difficult to 

be used for humanoid robots because of their high nonlinearity. In this dissertation, the 

model of (c) is used for walking pattern generation and (e) is used for dynamic 

computation and momentum compensation.  
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For walking pattern generation methods using inverted pendulum model, there are 

three types of inverted pendulum models considering the relationship between COG and 

ZMP. Each type of model has its advantages and disadvantages. The first type of model 

is the most complex and nonlinear one. It considers both the motion of COG in vertical 

direction and the multi-link effects of robot motions. Both terms make the COG/ZMP 

equations nonlinear. Since the multi-link effects of robot motions cannot be handled and 

calculated easily, the second type of model ignores this term in the COG/ZMP equations. 

Fortunately, the multi-link effects of robot motions are relatively small and can be 

ignored in most cases which have no large and exaggerated motions. The third type 

linearizes the COG/ZMP equations by setting the COG height trajectory as a constant 

and it also ignores the multi-link effects. The computation and implementation of the 

third type is simple and quick. Since the third type of inverted pendulum model can be 

used to generate stable walking patterns easily, it is most used among the three types of 

model. The most well-known example is the cart-table model and the preview control 

method [2][36][47]. In this dissertation, the second type of model is used to extend the 

ability of motion when the robot needs to change its COG height in the environments 

with stairs, slopes, or some obstacles must be avoided. The details of the proposed 

method are described in chapter 4. Using the second type of model, because the 

multi-link effects of robot motions are ignored and this will result in un-modeled torque 

terms in the COG/ZMP equations. Momentum compensation can be used to reduce the 

multi-link effects in x and y (horizontal) directions if the robot has redundant degrees of 

freedom. In this dissertation, momentum compensation is used in z direction to reduce 

the slipping around the z-axis in the world coordinate, the derivations and discussions 

about momentum compensation are shown in chapter 3.  
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After achieving a walking pattern generator that can allow varying COG height 

trajectories, the input COG height trajectories can be optimized to generate more 

human-like and energy-saving walking patterns for humanoid robots. The LQSI 

controller in chapter 4 is proposed to optimize the horizontal (sagittal and lateral) COG 

trajectories, and the method in chapter 5 is proposed to optimize the vertical COG 

trajectory. In chapter 5, the pseudoinverse matrix in the proposed IK solver and the 

Newton-Euler dynamics are used to find the gradient of a cost function. And then the 

COG height trajectory is optimized by minimizing the cost function. 

1.3 Control System for Humanoid Robots 

The selection of the control system for humanoid robots is very important for 

real-time control for humanoid robots. Long time delay while transmitting and receiving 

data is not allowed. There are many types of communication ports and protocols, some 

are designed for computers and some are designed for vehicles. The communication 

ports and protocols for computers have higher speed but lower robustness, different 

from the them, the hardware and software design for communication ports for vehicles 

needs more robustness against noise, this also make the speed lower.  

Many devices use RS232 as communication port to control the platform since it is 

easy and convenient. But RS232 is too slow and not robust enough for humanoid robots. 

USB is a quick and generalized communication port. It is fast but can only be connected 

back to the central controller one-by-one; serial connection is not allowed. Using 

Ethernet to connect the nodes on the bus can achieve a very small time delay but the 

circuit design is more complex. Considering the requirements of real-time and 

robustness, CAN-Bus is used to construct the local control bus in this dissertation for 

controlling the motors and receiving data from the sensors of the humanoid robot. 

CAN-Bus has 1Mbps speed and good robustness against noise; serial connection is also 
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achievable. Only one set of wires is required for CAN-Bus communication, thus the 

whole control system can be built without using a huge amount of wires. The proposed 

humanoid robot contains several such CAN-Bus networks, and each local network is 

controlled by the main computer through USB-to-CAN-Bus adaptors. Using the 

proposed USB-to-CAN-Bus based control architecture, each cycle of motion control 

and sensor reading of the whole robot can be done in 5ms. The whole architecture and 

the protocol of the proposed control system are discussed in chapters 6 and 7. 

1.4 Contributions  

To improve the ability of motion of humanoid robots, this dissertation attempts to 

develop a real-time walking pattern generation and control system. There are five main 

contributions of this dissertation. They are listed as follows: 

 The concept of Fixed-Leg-Motion Jacobian matrices. 

 A whole body inverse kinematics solver for humanoid robots. 

 The derivation and application of the LQSI controller for humanoid robots. 

 A Newton-Euler dynamics based COG height trajectory optimization method. 

 Architecture and implementation of a real-time control system for robots. 

Fixed-Leg-Motion Jacobian 

Using the concept of Fixed-Leg-Motion Jacobian matrices, we can build the 

Jacobian matrices for solving IK of legged robots with a direct and neat way. Complex 

computation and coordinate transformation can be avoided. In this dissertation, the 

concept of Fixed-Leg-Motion Jacobian is derived and used on the conventional 

Jacobian, the COG Jacobian, and the momentum Jacobian matrices. It can also be used 

to construct other kind of Jacobian matrices describing other physical quantities for 

legged robots. 
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Whole Body Inverse Kinematics Solver 

The proposed whole body IK solver can be used to control all the end-effectors of 

the robot, including the hands, arms, legs, head, and torso. In addition, physical 

quantities which are directly relative to the dynamics of the robot can also be controlled, 

including COG, linear momentum, and angular momentum. By using the proposed 

Fixed-Leg-Motion Jacobian method, the proposed whole body IK solver can solve IK 

without complex coordinate transformation. 

LQSI COG/ZMP Pattern Generator 

In order to ensure and improve the stability of humanoid robots when they are 

walking in height-changing environments, the LQSI controller is proposed in this 

dissertation. LQSI controller is a LQ control based controller with state-incremental 

performance index. Since the proposed LQSI controller uses a linear time varying 

version of inverted pendulum model for COG/ZMP walking pattern generation, the 

input COG height trajectory can be arbitrarily assigned. Due to this property, humanoid 

robots can walk on height-changing environments with the LQSI controller. LQSI 

controller is also implemented using C++ for the proposed humanoid robot. Each 

re-planning for COG patterns can be processed in 1ms. Real-time 3D COG/ZMP pattern 

generation can be achieved using the proposed LQSI controller. 

Optimized COG height Trajectory 

When using the proposed LQSI controller for pattern generation, the COG height 

trajectory is arbitrarily assigned. The COG trajectory is optimized in horizontal (sagittal 

and lateral) directions. For generating more natural and energy-saving walking patterns, 

the derivation and discussion of the optimization of the COG height trajectory is 

proposed in this dissertation. A cost function including the terms of joint limit and joint 

torque is minimized to optimize the COG height trajectory of the robot. The gradient of 
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the cost function is calculated by calculating the derivative of the cost function with 

respect to COG height. And the derivatives are derived and calculated by using the 

pesudoinverse matrix of the IK solver, Newton-Euler dynamics, and several kinematics 

techniques. 

1.5 Overall Framework of the Dissertation 

The overall framework of the dissertation is shown in Figure 1-2. 

 
Figure 1-2. The overall framework of the dissertation 

In Figure 1-2, the main topics of the chapters are listed in each block. Chapters 2 

and 3 are combined as a “Joint Motion Generation” block. Using the contents in 

chapters 2 and 3, the trajectories of all joints of the robot can be generated. Chapter 4 

focuses on the balance and stability of walking. The contents in chapters 2, 3, and 4 are 

used to construct the proposed real-time walking pattern generator satisfying COG/ZMP 



 
10 

 

inverted pendulum equations. In this stage, the COG trajectory is optimized in 

horizontal (sagittal and lateral) directions. The COG height trajectory is directly 

calculated by considering the ground height of the environment. In chapter 5, an 

optimization algorithm for COG height trajectory is proposed. The time required for 

each optimization for different 3D ZMP input is about two minutes. As a future work, 

real-time implementation of the method in chapter 5 can be achieved by constructing a 

database of training results. Using the algorithms form chapters 2 to 5, an optimized 3D 

COG walking pattern generation with 3D ZMP input can be achieved. For the 

implementation part, chapters 6 and 7 discuss the protocol and the hardware used to 

build the real-time control system in this dissertation. Using the algorithms and 

techniques in this dissertation, optimized walking pattern generation and real-time 

control are achieved.  
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Chapter 2 Kinematics and Dynamics 

Basic kinematics and dynamics of robots are developed for many years. Equations 

and descriptions of the behaviors of rigid body and the center of gravity (COG) of each 

link are very important for constructing the model of robots. This chapter shows the 

basic knowledge of kinematics and dynamics used in this dissertation. All equations and 

concepts are used in the other chapters in this dissertation. 

2.1 Introduction 

Many researchers have proposed the solutions to the singularity problem and the 

joint limit problem while solving Jacobian linearized IK. They include the damped least 

square method (DLS) [137] and the robust damped least square method (RDLS) [89], 

which are used for singularity avoidance. The weighted least-norm method (WLN) [14] 

is used for joint limit avoidance. The combined method of RDLS and WLN [146] is 

also proposed. Many other methods are proposed, such as the selectively damped least 

squares methods (SDLS) [1], the gradient projection method (GPM) [76] and the 

extended Jacobian method EJM [63][131]. In this dissertation, to improve the 

performance of the IK solver, RWLN method [146] is used to achieve singularity 

avoidance and joint limit avoidance. On the other hand, except the kinematics part, the 

dynamics part of the robot must be considered. Newton-Euler dynamics [4][27][132] is 

used to construct the dynamics part of the pattern generation algorithm, including the 

prediction of torques and forces of the robot joints while motion planning and the data 

analysis after experiments. 
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The rest of this chapter is organized as follows: section 2.2 describes the DH 

method and forward kinematics. Section 2.3 shows the IK engine used in this 

dissertation. Section 2.4 discusses about the Newton-Euler dynamics. Section 2.5 shows 

the calculation of linear and angular momentum. Section 2.6 summarizes this chapter. 

2.2 Forward Kinematics 

The Denavit-Hartenberg (DH) method is used to construct the forward kinematics 

(FK) of the robot system [133]. The homogeneous matrix describing the translation and 

rotation of the robot is expressed in Eq. (2-1). 

𝑇0,𝑖 = 𝑇0,1𝑇1,2𝑇2,3 ⋯𝑇𝑖−1,𝑖 (2-1) 

𝑇0,𝑖 denotes the homogeneous matrix describing the ith joint in the world coordinate 

and 𝑇𝑖−1,𝑖  denotes the homogeneous matrix from the (i-1)th to the ith joint. The 

homogeneous matrix is composed of two main parts, the rotational part and the 

translational part, shown as Eq. (2-2). 

𝑇0,𝑖 = �𝑅0,𝑖 𝐷0,𝑖
0 1

� (2-2) 

𝑅0,𝑖 denotes the rotation matrix of the ith link described in the world coordinate and 

𝐷0,𝑖 denotes the position of the origin of the ith link in the world coordinates. The 

physical meaning of 𝑅0,𝑖 is very important for describing and deriving the equations of 

robot kinematics and dynamics. It is composed of the unit vectors of local x, y, and z 

axes described in the world coordinates, as shown in Eq. (2-3) and Figure 2-1. 

𝑅0,𝑖 = [𝑥𝑖 𝑦𝑖 𝑧𝑖] (2-3) 
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Figure 2-1. The physical meaning of rotation matrix in the world coordinates 

In the equation and figure above, 𝑥𝑖, 𝑦𝑖, and 𝑧𝑖 denote the unit vectors of local x, y, 

and z axes described in the world coordinates; they are all 3-by-1 vectors. 

By calculating forward kinematics using DH parameters, the relationship between 

the end-effectors and the joint angles can be expressed as Eq. (2-4). 

𝑥 = 𝑓(𝜃) (2-4) 

In the equation, 𝑥  denotes the combined vector including the position and 

direction of the end-effectors of the head and the limbs. The COG position is also a part 

of the vector 𝑥, it is found by averaging all the position multiplied by the weight of 

each link. On the right hand side, 𝜃 denotes all joint angles of the robot, as shown in 

Eq. (2-5). 

𝜃 = [𝜃1 𝜃2 ⋯ 𝜃𝑗 ⋯ 𝜃𝑛]𝑇 (2-5) 

2.3 Inverse Kinematics 

Using the Jacobian linearization method, the joint speed can be mapped to the 

speed of 𝑥 with Jacobian matrix, as shown in Eq. (2-6). 
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𝑥̇ = 𝐽𝜃̇ (2-6) 

where 𝐽 denotes the Jacobian matrix. It is not a square matrix when the system has 

redundant degrees of freedom (DOFs). Pseudoinverse is used to solve the joint speed 

for the desired 𝑥̇, as shown in Eq. (2-7). 

𝜃̇ = 𝐽+𝑥̇ (2-7) 

When solving IK, singularity configurations may cause discontinuous solved 

trajectory or the failure of the IK solver. This is solved with the robust damped least 

squares method (RDLS) in section 2.3.1. And the other problem when solving IK is the 

joint limit problem. When a joint of mechanism is reaching its joint limit, the 

mechanism may crash and broken. The weighted least-norm (WLN) method is used to 

solve the joint limit problem of the robot, shown in section 2.3.2. 

2.3.1 Robust Damped Least Squares Method (RDLS) 

If the determinant of 𝐽𝐽𝑇 is zero or close to zero, singularity occurs. In order to 

avoid the singularity, robust damped least square method (RDLS) is applied. The idea 

of the damped least square method (DLS) is to minimize ||𝑥̇ − 𝐽𝜃̇||2 + 𝛼||𝜃̇||2, the sum 

of the square of the residual error and the joint velocities. Here α is a positive damping 

factor. Thus, the pseudoinverse matrix with DLS method is shown as Eq. (2-8). 

𝐽𝛼+ = 𝐽𝑇(𝐽𝐽𝑇 + 𝛼𝛼𝑚)−1 (2-8) 

where 𝐼𝑚 is an identity matrix with the same dimension as 𝐽𝐽𝑇 matrix. The damping 

factor α helps to avoid singularity, but it also affects the solved 𝜃̇. Thus, 𝛼 should not 

be applied at nonsingular configurations. In RDLS method, the manipulability ℎ of the 

mechanism [142] is defined as Eq. (2-9). 

ℎ(𝜃) = �𝑑𝑑𝑑(𝐽𝐽𝑇) (2-9) 

When ℎ approaches to zero, it is getting closer to singularity. Then 𝛼 is adjusted 

automatically using Eq. (2-10). 
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𝛼 = �𝛼0(1 − ℎ/ℎ𝑠),           ℎ < ℎ𝑠

0                           ,     otherwise
 (2-10) 

where ℎ𝑠 denotes the threshold value, 𝛼0 is the value of damping factor at singular 

configurations. With the equation above, 𝛼 is effective only when the configuration is 

near singular configurations. 

2.3.2 Weighted Least-Norm Method (WLN) 

The weighted least-norm method is designed from the idea of null space. The 

general solution of 𝜃̇ for solving IK can be written as 

𝜃̇ = 𝐽+𝑥̇ + (𝐼 − 𝐽+𝐽)𝜑 (2-11) 

where 𝜑 is an arbitrary vector, 𝐽+𝑥̇ is a particular solution, and (𝐼 − 𝐽+𝐽)𝜑 is the 

homogeneous solution. Joint limit avoidance is important for humanoid robots in order 

to act like human beings. A weighted least-norm (WLN) solution based scheme for 

avoiding joint limits is proposed by Chan & Dubey [14]. In this method, a performance 

criterion 𝐻(𝜃) is defined as  

𝐻(𝜃) = �
1
4

�𝜃𝑖,𝑚𝑚𝑚 − 𝜃𝑖,𝑚𝑚𝑚�
2

�𝜃𝑖,𝑚𝑚𝑚 − 𝜃𝑖��𝜃𝑖 − 𝜃𝑖,𝑚𝑚𝑚�

𝑛

𝑖=1

 (2-12) 

When any joint approaches its limit, the value of 𝐻(𝜃) grows very fast, and so is 

its partial differentiation ∂𝐻(𝜃)/𝜕𝜃𝑖 . Thus, a weighting matrix is defined as Eqns. 

(2-13) and (2-14). 

𝑊 =

⎣
⎢
⎢
⎢
⎡
𝑤1 0
0 𝑤2

⋯
 

  0        0  
        0  

⋮       ⋱            ⋮
0    
0   0

  
⋯

𝑤𝑛−1 0
0   𝑤𝑛⎦

⎥
⎥
⎥
⎤
 (2-13) 

𝑤𝑖 = 1 + �
𝜕𝜕(𝜃)
𝜕𝜃𝑖

� (2-14) 

The WLN method can be expressed as Eqns. (2-15) and (2-16). 

𝐽𝑊 = 𝐽𝑊−1/2 (2-15) 

𝜃̇ = 𝑊−1/2𝐽𝑊+ 𝑥̇ + �𝑊−1/2𝐽𝑊+ − 𝐽+�𝑥̇ (2-16) 
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2.3.3 Robust Weighted Least Norm Method (RWLN) 

The RWLN method is the combination of the RDLS method and the WLN method. 

The equation used to solve IK with the RWLN method is shown as Eqns. (2-17) and 

(2-18). 

𝜃̇ = 𝑊−1/2𝐽𝑊,𝛼
+ 𝑥̇ + �𝑊−1/2𝐽𝑊,𝛼

+ − 𝐽𝛼+�𝑥̇ (2-17) 

𝐽𝑊,𝛼
+ = 𝐽𝑊𝑇 (𝐽𝑊𝐽𝑊𝑇 + 𝛼𝑊𝐼𝑚)−1 (2-18) 

The procedure of solving IK is shown in Figure 2-2. 

 
Figure 2-2. The procedure of solving inverse kinematics 

In the figure, the end-effector trajectories are input to the IK solver. Firstly, the 

robot posture and all positions of end-effectors are calculated with FK, and then the IK 

solver updates the joint angles with pseudoinverse calculation. These two steps are 

repeated till the robot end-effectors reach the target positions and orientations. Using 

this procedure, the robot motions are solved one-by-one with the input trajectory. 

2.4 Newton-Euler Dynamics 

The joint angle, velocity and acceleration can be found using the method 

introduced in sections 2.2 and 2.3. In this section, Newton-Euler Dynamics is used to 

find the dynamics of the robot, including the velocity, acceleration, angular velocity, 

angular acceleration, force, and torque of all joints of the robot described in the world 

coordinate. 
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2.4.1 Forward Iteration 

In the forward calculation stage of the Newton-Euler method, the velocity, angular 

velocity, acceleration and angular acceleration of all joints and all COGs of each link of 

the robot are calculated, as shown in Eqns. (2-19)–(2-22) and Figure 2-3. 

 
Figure 2-3. The vectors used to find the dynamics of the robot 

𝜔��⃑ 𝑖 = 𝜔��⃑ 𝑖−1 + 𝑧𝑖𝜃̇𝑖 (2-19) 

𝑣⃑𝑖+1 = 𝑣⃑𝑖 + 𝜔��⃑ 𝑖 × 𝑟𝑖 (2-20) 

𝛼⃑𝑖 = 𝛼⃑𝑖−1 + 𝑧𝑖𝜃̈𝑖 + 𝜔��⃑ 𝑖 × 𝑧𝑖𝜃̇𝑖 (2-21) 

𝑎⃑𝑖+1 = 𝑎⃑𝑖 + 𝛼⃑𝑖 × 𝑟𝑖 + 𝜔��⃑ 𝑖 × (𝜔��⃑ 𝑖 × 𝑟𝑖) (2-22) 

In the equations, 𝜔��⃑ , 𝑣⃑, 𝛼⃑, and 𝑎⃑ denote the angular velocity, the velocity, the 

angular acceleration, and the acceleration of each joint of the robot in the world 

coordinate. 𝜃̇ and 𝜃̈ denote the rotational speed and acceleration of each joint of the 

robot. 𝑟𝑖 is the vector from the joint i to the joint i+1. 𝑧𝑖 is the unit vectors of the 

z-axis of the ith joint, as shown in Figure 2-4. 
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Figure 2-4. z-axis unit vectors of all joints of both robot legs 

The angular velocity, velocity, angular acceleration, and acceleration of each link 

COG are derived as Eqns. (2-23) to (2-26) using the vectors in Figure 2-5. 

 
Figure 2-5. The link COG and vectors used to find its dynamics 

𝜔��⃑ 𝑐,𝑖 = 𝜔��⃑ 𝑖 (2-23) 

𝑣⃑𝑐,𝑖 = 𝑣⃑𝑖 + 𝜔��⃑ 𝑖 × 𝑟𝑐,𝑖 (2-24) 

𝛼⃑𝑐,𝑖 = 𝛼⃑𝑖 (2-25) 

𝑎⃑𝑐,𝑖 = 𝑎⃑𝑖 + 𝛼⃑𝑖 × 𝑟𝑐,𝑖 + 𝜔��⃑ 𝑖 × �𝜔��⃑ 𝑖 × 𝑟𝑐,𝑖� (2-26) 
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where 𝑟𝑐,𝑖 is the vector from the ith joint to the COG of the ith link. In Eqns. (2-23) and 

(2-25), the ith angular velocity and angular acceleration of the link COG is the same as 

the ith joint angular velocity and angular acceleration. In Eqns. (2-24) and (2-26), the 

calculation of the velocity and the acceleration of the ith link COG is the same as Eqns. 

(2-20) and (2-22); in the equations, 𝑟𝑖 is replaced with 𝑟𝑐,𝑖. 

2.4.2 Backward Iteration 

In the forward calculation phase, the first joint is always the ankle of the stance leg. 

The first joint switches between the left and right ankles during the walking process. In 

the backward calculation stage of the Newton-Euler method, the force and torque are 

calculated, as shown in Eqns. (2-27)–(2-28) and Figure 2-6. 

𝑓𝑖+1 = 𝑓𝑖 − 𝑚𝑖𝑔⃑ + 𝑚𝑖𝑎⃑𝑐,𝑖 (2-27) 

𝜏𝑖+1 = 𝜏𝑖 + 𝐼𝑖𝛼⃑𝑖 + 𝜔��⃑ 𝑖 × (𝐼𝑖𝜔��⃑ 𝑖) − 𝑟𝑖→𝑖 × 𝑓𝑖 + 𝑟𝑖→𝑖+1 × 𝑓𝑖+1 (2-28) 

f and τ denote the force and the torque of each joint of the robot. 𝑚𝑖 and 𝐼𝑖 

denote the mass and inertia matrix of the ith link of the robot, calculated with CAD 

software. 𝑟𝑖→𝑖 and 𝑟𝑖→𝑖+1 denote the vectors from the COG of the link to its two 

end-points. 

 
Figure 2-6. The free body diagram of the ith link 
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The derivative of Newton-Euler dynamics with respect to the COG height will be 

derived and discussed in chapter 5. It is used to optimize the input COG height 

trajectory of the robot when walking.  

2.5 Linear Momentum and Angular Momentum 

The calculation of linear momentum and angular momentum of the robot is 

described in this section. Calculation of the momentum of rigid bodies can be found in 

textbooks or papers [50][84].Considering the robot momentum can further improve the 

balance of the robot walking. The momentum Jacobian will be discussed in section 3.5. 

2.5.1 Linear Momentum  

Since the velocity of the COG of the ith link is shown in Eq. (2-24), the linear 

momentum of each link in the world coordinate is 

𝐿�⃑ 𝑀,𝑖 = 𝑚𝑖𝑣⃑𝑐,𝑖 (2-29) 

The total linear momentum of the robot is the summation of linear momentum of 

all links of the robot as shown in Eq. (2-30). 

𝐿�⃑ 𝑀 = �𝑚𝑖𝑣⃑𝑐,𝑖 (2-30) 

2.5.2 Angular Momentum  

The angular momentum of the robot contains two parts: spin and orbit angular 

momentum, as shown in Eq. (2-31).  

𝐴𝑀 = 𝐴𝑀,𝑠𝑠𝑠𝑠 + 𝐴𝑀,𝑜𝑜𝑜𝑜𝑜 (2-31) 

Since the inertias of all parts of the robot changes in world coordinates with the 

robot movements, the inertias in local coordinates should be used as references. The 

inertias with respect to the COG of each link in local coordinates are constant matrices 

and they can be calculated by using CAD software such as CATIA and SolidWorks. 

The local inertia matrix with respect to the COG of the ith link of the robot is defined as 
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𝐼0,𝑖. The relationship between of the inertia matrices in local and in world coordinates is 

shown as Eq. (2-32) and Figure 2-7.  

𝐼𝑖 = 𝑅0,𝑖𝐼0,𝑖𝑅0,𝑖
𝑇  (2-32) 

 
Figure 2-7. The local inertia matrix 

𝐼𝑖 denotes the inertia matrix with respect to the COG of the ith link in the world 

coordinates, 𝑅0,𝑖 is the rotation matrix part of the homogeneous matrix 𝑇0,𝑖 shown in 

Eq. (2-2). The spin angular momentum can be calculated by summing all the product of 

the momentum of inertia and the corresponding angular velocity in the world coordinate, 

as Eq. (2-33). 

𝐴𝑀,𝑠𝑠𝑠𝑠 = �𝐼𝑖𝜔��⃑ 𝑖 (2-33) 

The orbit angular momentum with respect to the support point is calculated as Eq. 

(2-34) and shown in Figure 3-13. 

𝐴𝑀,𝑜𝑜𝑜𝑜𝑜 = ��𝑟𝑠→𝑐,𝑖 × 𝑚𝑖𝑣⃑𝑐,𝑖� (2-34) 
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Figure 2-8. The orbit angular momentum 

where 𝑟𝑠→𝑐,𝑖 denotes the vector from support point to the COG of the ith link. The 

support point of the robot is in the robot’s stance foot, thus the support point of the 

momentum Jacobian in section 3.5.3 is chosen as the position of the ankle of the stance 

leg. 

2.6 Summary 

In this chapter, the basic kinematics and dynamics engine in the whole dissertation 

are introduced. The methods of forward and inverse kinematics are discussed in the first 

half of this chapter and then the Newton-Euler dynamics and the calculation of 

momentum are shown in the second half.  

In the following chapters, the detailed part and constraints for solving IK, and more 

detailed momentum calculation are shown in chapter 3. Newton-Euler dynamics is used 

to optimize the COG height trajectory in chapter 5. 
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Chapter 3  Jacobian Based Inverse Kinematics 

Solver 

In this dissertation, IK is solved using pseudoinverse method. The Jacobian matrix 

can describe the linearized relationship between the joint velocity and the end-effectors 

of the robot, including the conventional Jacobian matrix, the COG Jacobian matrix, 

momentum Jacobian matrix, and the Fixed-Leg-Motion Jacobian matrix. All the 

discussions and calculations in this chapter use the concept of the physical meaning of 

the robot Jacobian matrix: Fixing all the other joints and calculate the component 

caused by the movement of the ith joint. The concept of Fixed-Leg_Motion Jacobian is 

also proposed in this chapter and it is a quick and easy concept to deal with the 

constraint that the stance foot is fixed on the ground and has zero linear and angular 

velocity. 

3.1 Introduction 

In robot applications, IK is a common method to solve joint trajectories to follow 

the assigned end-effector trajectories. There are many methods to solve IK, including 

analytical displacement analysis method, Jacobian linearization method, searching 

method, etc. The analytical displacement analysis method [29][34][73] is to find the 

relationship between the joints and the links using sine and cosine functions directly; 

this is convenient for simple mechanisms to solve IK but very difficult and highly 

nonlinear for multi-link or redundant mechanisms. Jacobian linearization method is 

most used in applications of robot arms and robot legs; by linearizing the kinematics 

relationship of the mechanism, this method can solve IK after several iterations. There 



 
24 

 

are two types of Jacobian linearization methods. One is to use the analytical solution 

[15][103] of the mechanism to find the Jacobian matrix and the other is to use the 

cross-product method [9][90][109][123][130]. Same as the analytical displacement 

analysis method, the Jacobian matrix found by using analytical method is also highly 

nonlinear and very complex for humanoid robots. Compared with the Jacobian matrix 

calculated using the analytical method, to calculate it using cross product method does 

not need to deal with the highly nonlinear equations and its calculation is also very fast. 

Searching methods include random search method [46][135] and motion capture and 

database method [102]. Random search methods can be very fast and it gives different 

results in each test. On the other hand, database methods need large memory for 

complex mechanisms and the motion capture method must have a good mapping 

algorithm or the robot will become unstable since the shape and mass distribution of the 

robot is different from human. In this dissertation, the Jacobian matrix calculated by 

using cross product method is used since it is fast and convenient. 

This chapter is organized as follows: section 3.2 shows the conventional Jacobian 

matrix which describes the linearized relationship between the motion of the 

end-effector and joint angles, section 3.3 derives and describes the proposed 

Fixed-Leg-Motion Jacobian concept which can be used to all types of Jacobian matrices 

for legged robots, section 3.4 shows the calculation of COG and the COG Jacobian 

matrix, section 3.5 further describes the calculation of momentum and derives the 

momentum Jacobian matrix, section 3.6 combines all Jacobian matrices discussed in 

this chapter to a global Jacobian matrix, and finally section 3.8 summarizes this chapter. 

3.2 Conventional Jacobian Matrix 

After constructing the DH parameters, the Jacobian matrix can be found by the 

cross product method, and then the limbs and the head can be controlled independently 
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with the Jacobian matrix. The ankles, the fingertips and the head are chosen as 

end-effectors. But if we solve IK for the limbs and the head of the robot independently, 

it is difficult to decide where the positions of the end-effectors should be in local 

coordinates because DH forward kinematics method constructs the joint positions and 

orientations in its own coordinates instead of the world coordinates, and all positions of 

the end-effectors in the world coordinates are influenced by the movements of the 

stance leg. Thus the trajectories of the end-effectors should be decided in the world 

coordinates directly. Eq. (3-1) describes the conventional Jacobian matrix that is used 

while solving IK independently. 

⎣
⎢
⎢
⎢
⎢
⎡𝑑̇𝐿𝐿
𝑑̇𝑅𝑅
𝑑̇𝐿𝐿
𝑑̇𝑅𝑅
𝑑̇𝐻 ⎦

⎥
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎡
𝐽𝐿𝐿  0 0
0 𝐽𝑅𝑅 0
0  0 𝐽𝐿𝐿

0
0
0

0
0
0

0   0   0 𝐽𝑅𝑅 0
0    0   0 0 𝐽𝐻⎦

⎥
⎥
⎥
⎤

⎣
⎢
⎢
⎢
⎢
⎡𝜃̇𝐿𝐿
𝜃̇𝑅𝑅
𝜃̇𝐿𝐿
𝜃̇𝑅𝑅
𝜃̇𝐻 ⎦

⎥
⎥
⎥
⎥
⎤

 (3-1) 

where 𝑑̇ denotes the vector composed of the differences of position and orientation 

from the current end-effector to the desired end-effector in its own coordinates; LL, RL, 

LA, RA, and H denotes left leg, right leg, left arm, right arm, and head, respectively. If 

we just want to control the limbs and the head of the robot independently, it is enough 

to solve IK with the equation above in one iteration if 𝑑̇ is given appropriately (not too 

large). 

The linearized relationship of the end-effector and all joints that decides its 

position and orientations in the world coordinates can be described as the format in the 

following. Figure 3-1 shows the vectors used to construct the conventional Jacobian 

matrix. 
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Figure 3-1. The vectors used to construct Jacobian matrix 

In Figure 3-1, 𝑟𝑖→𝑒𝑒𝑒 and 𝑧𝑖 vectors denote the vector from the position of the ith 

joint to the end-effector and the unit vector of the rotation axis of the ith joint. The 

construction of the conventional Jacobian matrix of the left leg is used as an example. 

From Eq. (3-1), the relationship between the end-effector and the joints can be written 

as 

𝑑̇𝐿𝐿 = 𝐽𝐿𝐿𝜃̇𝐿𝐿 = �
𝑣𝑠𝑠𝑒,𝐿𝐿
𝜔𝑠𝑠𝑒,𝐿𝐿

� (3-2) 

𝑑̇𝐿𝐿 is the 6-by-1 vector composed of the linear velocity and angular velocity of 

the end-effector described in the world coordinates. 𝑣𝑠𝑠𝑒,𝐿𝐿 and 𝜔𝑠𝑠𝑒,𝐿𝐿 denote the 

linear velocity and angular velocity; both vectors are 3-by-1 vector. For an n-axis leg 

mechanism, Eq. (3-2) can be further rewritten as Eqns. (3-3) and (3-4). 

vend,LL = �(z⃑i × r⃑i→end)θı̇
n

i=1

 (3-3) 

𝜔𝑑𝑠𝑑,𝐿𝐿 = �𝑧𝑖𝜃𝚤̇

𝑠

𝑖=1

 (3-4) 
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𝑧𝑖 × 𝑟𝑖→𝑠𝑠𝑒 is the position change under unit rotation of the ith joint and thus the 

𝑣𝑠𝑠𝑒,𝐿𝐿 is the summation of the position change due to the motion of each joint. On the 

other hand, because the angular velocity change under unit rotation of the ith joint is 𝑧𝑖, 

the 𝜔𝑠𝑠𝑒,𝐿𝐿 is the summation of the angular velocities due to the motion of all joints. 

The conventional Jacobian matrix in Eq. (3-2) can be found by rearrange the Eqns. (3-3) 

and (3-4) in matrix form, as shown in Eq. (3-5). 

𝐽𝐿𝐿𝜃̇𝐿𝐿 = �
𝑧1 × 𝑟1→𝑠𝑠𝑒 𝑧2 × 𝑟2→𝑠𝑠𝑒 ⋯ 𝑧𝑖 × 𝑟𝑖→𝑠𝑠𝑒 ⋯ 𝑧𝑠 × 𝑟𝑠→𝑠𝑠𝑒

𝑧1 𝑧2 ⋯        𝑧𝑖          ⋯          𝑧𝑠        �

⎣
⎢
⎢
⎢
⎢
⎢
⎡𝜃̇1,𝐿𝐿

𝜃̇2,𝐿𝐿
⋮

𝜃̇𝑖,𝐿𝐿
⋮

𝜃̇𝑠,𝐿𝐿⎦
⎥
⎥
⎥
⎥
⎥
⎤

 (3-5) 

where 𝐽𝐿𝐿  is a 6-by-n matrix. Rather than using the partial derivative method in 

common text books to find the Jacobian matrix, it is easier and neater to use the 

cross-product method in Eq. (3-5). 

3.3 Fixed-Leg-Motion Jacobian Matrix 

Since the stance leg is “fixed” on the floor, the movements of the joints of the 

stance leg change the positions and orientations of other end-effectors. The concept of 

the “Fixed-Leg-Motion” Jacobain matrix describing the linearized relationship among 

the stance leg and the end-effectors is proposed in this dissertation. With the proposed 

Fixed-Leg-Motion Jacobian method, rather than change the origin point of all the 

forward kinematics trains to the stance foot or using the complex transformation 

formula, the original kinematics trains can be used very conveniently to construct the 

Jacobian matrix of the robot, as shown in Figure 3-2. 
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Figure 3-2. To change and not to change the origin of kinematics trains 

In the figure, “base point” denotes the origin point of the kinematics trains of the 

robot. The concept of the Fixed-Leg-Motion Jacobian matrix is used to find how the 

joints in stance leg affect the positions and orientations of the end-effectors directly 

using the original kinematics trains. It can also be used on COG Jacobian, momentum 

Jacobian and other linearized relationships, as shown in the following sections. 

Same as the conventional Jacobian matrix, the Fixed-Leg-Motion Jacobian matrix 

is also a 6-by-n matrix. It is defined as  

𝐽𝐹 = �
𝐽𝐹,𝑇𝑜𝑠𝑠𝑠𝑙𝑠𝑜𝑖𝑜𝑠𝑠𝑙
𝐽𝐹,𝑅𝑜𝑜𝑠𝑜𝑖𝑜𝑠𝑠𝑙

� ,       𝐽𝐹 ∈ 𝑅6×𝑠 (3-6) 

𝐽𝐹,𝑇𝑜𝑠𝑠𝑠𝑙𝑠𝑜𝑖𝑜𝑠𝑠𝑙 and 𝐽𝐹,𝑅𝑜𝑜𝑠𝑜𝑖𝑜𝑠𝑠𝑙 denote the translational and rotational parts of 

the Fixed-Leg-Motion Jacobian matrix. The 𝐽𝐹,𝑅𝑜𝑜𝑠𝑜𝑖𝑜𝑠𝑠𝑙 is defined as  

𝐽𝐹,𝑅𝑜𝑜𝑠𝑜𝑖𝑜𝑠𝑠𝑙 = −[𝑧1 𝑧2 ⋯ 𝑧𝑖 ⋯ 𝑧𝑠] (3-7) 

where 𝑠 denotes the total number of joints of the stance leg, 𝑧𝑖  are unit normal 

vectors of the joints of the stance leg. The minus sign is multiplied since when a joint of 

the stance leg rotates clockwise in its coordinates, the body rotates counterclockwise in 
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the world coordinates. On the other hand, the 𝐽𝐹,𝑇𝑜𝑠𝑠𝑠𝑙𝑠𝑜𝑖𝑜𝑠𝑠𝑙 is calculated as Eq. (3-8) 

using the vectors in Figure 3-3. 

𝐽𝐹,𝑇𝑜𝑠𝑠𝑠𝑙𝑠𝑜𝑖𝑜𝑠𝑠𝑙
𝑇 = −

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡𝑧1 × 𝑟1,𝐹→𝑠𝑠𝑒_𝑠𝑓𝑓

𝑧2 × 𝑟2,𝐹→𝑠𝑠𝑒_𝑠𝑓𝑓 
⋯

𝑧𝑖 × 𝑟𝑖,𝐹→𝑠𝑠𝑒_𝑠𝑓𝑓 
⋯

𝑧𝑠 × 𝑟𝑠,𝐹→𝑠𝑠𝑒_𝑠𝑓𝑓⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 (3-8) 

 
Figure 3-3. The vectors used to construct Fixed-Leg-Motion Jacobian matrix 

In Eq. (3-8), the 𝑟𝑖,𝐹→𝑠𝑠𝑒_𝑠𝑓𝑓 denotes the vector from the ith joint of the stance leg 

to each end-effector, the cross product 𝑧𝑖 × 𝑟𝑖,𝐹→𝑠𝑠𝑒_𝑠𝑓𝑓 is its vector change under unit 

rotation of the ith joint. The Fixed-Leg-Motion Jacobian matrix can be applied to all 

other end-effectors, as shown in Eq. (3-9). 
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⎣
⎢
⎢
⎢
⎢
⎡𝑑̇𝑠𝑜𝑠𝑠𝑐𝑠
𝑑̇𝑠𝑠𝑖𝑠𝑠
𝑑̇𝐿𝐴
𝑑̇𝑅𝐴
𝑑̇𝐻 ⎦

⎥
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎢
⎡
𝐽𝑠𝑜𝑠𝑠𝑐𝑠 0 0 0 0
𝐽𝑓→𝑠 𝐽𝑠𝑠𝑖𝑠𝑠 0 0 0
𝐽𝑓→𝐿𝐴 0 𝐽𝐿𝐴 0 0
𝐽𝑓→𝑅𝐴 0 0 𝐽𝐿𝐴 0
𝐽𝑓→𝐻 0 0 0 𝐽𝐻⎦

⎥
⎥
⎥
⎥
⎤

⎣
⎢
⎢
⎢
⎢
⎡𝜃̇𝑠𝑜𝑠𝑠𝑐𝑠
𝜃̇𝑠𝑠𝑖𝑠𝑠
𝜃̇𝐿𝐴
𝜃̇𝑅𝐴
𝜃̇𝐻 ⎦

⎥
⎥
⎥
⎥
⎤

 (3-9) 

In the equation, 𝐽𝑓→𝑋 denotes the F-Jacobian matrices; the subscript “X” denotes 

the end-effector affected by the movement of the joints of the stance leg, such as the 

swing leg, the fingertips, and the head. 

In the world coordinates, when using the conventional Jacobian to solve IK, each 

kinematics train (head, arm, or leg) is considered separately. The effect from other 

kinematics train (i.e. the stance leg) is not considered. On the other hand, the 

Fixed-Leg-Motion Jacobian matrix considers the movements of the stance leg. For 

example, multiply the second row and the angular speed vector of Eqns. (3-1) and (3-9), 

we can find Eqns. (3-10) and (3-11).  

𝑑̇𝑠𝑠𝑖𝑠𝑠 = 𝐽𝑠𝑠𝑖𝑠𝑠𝜃̇𝑠𝑠𝑖𝑠𝑠 (3-10) 

𝑑̇𝑠𝑠𝑖𝑠𝑠 = 𝐽𝑓→𝑠𝜃̇𝑠𝑜𝑠𝑠𝑐𝑠 + 𝐽𝑠𝑠𝑖𝑠𝑠𝜃̇𝑠𝑠𝑖𝑠𝑠  (3-11) 

Eq. (3-10) can solve IK using the same iterations as Eq. (3-11) if the end-effector 

trajectories of each kinematics train are input independently. Eq. (3-11) can solve faster 

when the motions of the stance leg affects the position of the other end-effectors. Eq. 

(3-11) has better computation efficiency in real cases, as shown in Figure 3-4. 
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Figure 3-4. The iteration used with both methods 

The graphics above show the computation time and the iterations per step of the 

pseudoinverse method with and without F-Jacobian method. Step 1 and step 2 are initial 

steps, so they are with different iterations per step. The proposed method, F-Jacobian, 

saved 65.73% iterations per step. Except initial steps, each step contains 27 

configurations. In the 27 configurations, the first three and last three points need no 

iteration because they are at the same position. The proposed method, F-Jacobian, can 

solve each configuration in only one computation when the acceptable error is 0.2mm 

(0.0712% of the length of legs). “Acceptable error” means the acceptable position error 

value when solving IK. If the position error is smaller than the acceptable error, the next 

trajectory knot will be inputted to the IK solver. If the position error is still larger than 

the acceptable error, the same trajectory knot will be inputted to the solver again. Since 

the input to the IK solver are close and smooth enough, the proposed method can get 

smooth trajectories and solve each configuration in one iteration. But for the same input, 

IK without F-Jacobian makes the joints oscillate and needs about 3 iterations to solve 

one configuration. Figure 3-5 and Figure 3-6 show the solved trajectories of the left 

ankle (end-effector) with and without F-Jacobian. 
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Figure 3-5. Solved trajectory with F-Jacobian 

  
Figure 3-6. Solved trajectory without F-Jacobian 

Without F-Jacobian, the solved trajectories are not all useable. Only points that are 

in the acceptable error range are useable. We can reduce the number of useless points 

with F-Jacobian method. The robot walks from 0 to -400mm in the simulation. Only 

some configurations in the initial steps are not solved in one computation since the 

home configuration of the robot is near singularity. After initial steps, the robot has bent 

its knees, and hence keeps the robot away from the singular configurations. All the 

configurations after initial steps are solved in one computation. 

Because the Fixed-Leg-Motion Jacobian method can describe the relationship 

between end-effector and joints more accurately than conventional Jacobian method, the 
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error decay rate when solving IK is also faster. Figure 3-7 shows the acceptable error 

versus the total iterations of the IK computation (for 232 trajectory knots) with and 

without F-Jacobian method. 

  
Figure 3-7. Acceptable error vs. total iterations 

From Figure 3-7, we can see the number of total iterations for conventional 

Jacobian method grows much faster than the F-Jacobian method when we choose the 

acceptable error from 2mm to 0.0002mm. 

3.4 COG Jacobian 

The COG trajectory of walking pattern of the robot is generated with the inverted 

pendulum model. In the model, the mass of the robot is assumed to be a point (the 

COG). The position, velocity and acceleration of COG are highly related with whether 

the robot falls or not. Thus the trajectory of the COG is directly relative to the stability 

of the robot. In order to control the robot COG, the relationship between the COG and 

all joints of the robot must be derived. The generation and optimization of the COG 

trajectory will be discussed in chapters 4 and 5. In this section, the calculation of COG 

and the method to control the COG position using the joints of the robot is discussed. 
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3.4.1 Calculation of COG 

The position of COG can be easily computed by averaging the sum of the product 

of the link masses and their position vectors, as shown in Eq. (3-12). Note that 𝑟𝐶𝐶𝐶  is 

a 3-by-1 vector described in world coordinates. 

𝑟𝐶𝐶𝐶 =
∑ 𝑚𝑖 ∙ 𝑟𝑚,𝑖
𝑠
𝑖=1
∑ 𝑚𝑖
𝑠
𝑖=1

 (3-12) 

where 𝑟𝐶𝐶𝐶 is the position vector of the robot COG, 𝑚𝑖 denotes the mass of the ith 

link, and 𝑟𝑚,𝑖 denotes the position vector of the COG of the ith link in the world 

coordinate. 

3.4.2 COG Jacobian 

With the same technique in section 3.4.1, when a joint rotates, only parts of the 

robot are rotated, while the others are not rotated. Separating the rotated parts and the 

fixed parts (without rotating), we obtain Eq. (3-13). This is used to calculate the COG 

Jacobian matrix. 

𝑀 ∙ 𝑟𝐶𝐶𝐶 = ��𝑚𝑠,ℎ ∙ 𝑟𝑠,ℎ
ℎ

+ �𝑚𝑢𝑠,𝑘 ∙ 𝑟𝑢𝑠,𝑘
𝑘

��
𝑗𝑜𝑖𝑠𝑜=𝑖

 (3-13) 

where 𝑀 denotes the total mass of the robot, subscript “a” denotes the parts that are 

affected by the rotation, subscript “ua” denotes the parts that are unaffected by the 

rotation, 𝑚𝑠,ℎ and 𝑚𝑢𝑠,𝑘 denote the mass that are affected and unaffected by the joint 

i, and the vectors 𝑟𝑠,ℎ and 𝑟𝑢𝑠,𝑘 denote the position of the COG of each affected part 

and each unaffected part. The equation can also be written as  

𝑀 ∙ 𝑟𝐶𝐶𝐶 = (𝑀𝑠 ∙ 𝑟𝑠 + 𝑀𝑢𝑠 ∙ 𝑟𝑢𝑠)|𝑗𝑜𝑖𝑠𝑜=𝑖 = 𝑀𝑠,𝑖 ∙ 𝑟𝑠,𝑖 + 𝑀𝑢𝑠,𝑖 ∙ 𝑟𝑢𝑠,𝑖  (3-14) 

where 𝑀𝑠,𝑖 and 𝑀𝑢𝑠,𝑖 denote the total mass of the parts affected and unaffected by the 

motion of the ith joint , 𝑟𝑠,𝑖 and 𝑟𝑢𝑠,𝑖 denote the position vector of the COG of the 

affected and unaffected parts, as shown in Figure 3-8. 



 
35 

 

 
Figure 3-8. The affected and unaffected parts of the joint rotation 

Note that the members of affected and unaffected parts change with different joint i, 

and they also depend upon each different mechanism. The position change of 𝑟𝐶𝐶𝐶 

caused by the rotation of joint j can be approximated as 

∆𝑟𝐶𝐶𝐶,𝑖 =
𝑀𝑠,𝑖

𝑀
∙ ∆𝑟𝑠,𝑖 +

𝑀𝑢𝑠,𝑖

𝑀
∙ ∆𝑟𝑢𝑠,𝑖  (3-15) 

Since 𝑟𝑢𝑠,𝑖 is unaffected by the rotation of the ith joint, ∆𝑟𝑢𝑠,𝑖 is always equal to 

zero. ∆𝑟𝐶𝐶𝐶,𝑖  denotes the displacement of the whole robot’s COG caused by the 

rotation of the ith joint. Thus, the COG Jacobian can be obtained as 

∆𝑟𝐶𝐶𝐶,𝑖 =
𝑀𝑠,𝑖

𝑀
∙ ∆𝑟𝑠,𝑖 = 𝐽𝐶𝐶𝐶,𝑖 ∙ 𝜃̇𝑖  (3-16) 

where 𝐽𝐶𝐶𝐶,𝑖 and 𝜃̇𝑖 denote the COG Jacobian and the angular speed of the ith joint. 

The COG Jacobian matrix of the joints on the limbs except the joints on the stance leg 

can be found as Eq. (3-17) using the vectors shown in Figure 3-9. 
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𝐽𝐶𝐶𝐶,𝑖 =
𝑀𝑠

𝑀
𝑧𝑖 × 𝑟𝑠𝑐,𝑖 (3-17) 

 
Figure 3-9. The vectors used to construct COG Jacobian 

In Figure 3-9, because the ith joint is an axis of the hip joint, 𝐶𝑂𝐺𝑠,𝑖 denotes the 

COG of the whole swing leg; 𝑟𝑠𝑐,𝑖 denotes the vector from the ith joint to 𝐶𝑂𝐺𝑠,𝑖. In 

Eq. (3-17), 𝑧𝑖 × 𝑟𝑠𝑐,𝑖 denotes the position change of 𝐶𝑂𝐺𝑠,𝑖 under unit rotation of the 

ith joint. Because the mass of 𝐶𝑂𝐺𝑠,𝑖 is 𝑀𝑠, the effect to the total COG position 

change is multiplied by 𝑀𝑠/𝑀. 

3.4.3 Fixed COG Jacobian 

Using the concept of Fixed-Leg-Motion Jacobian, the COG Jacobian of the joints 

in stance leg is calculated as Eq. (3-18) using the vectors shown in Figure 3-10. 

∆𝑟𝐶𝐶𝐶,𝑖 = 𝐽𝐶𝐶𝐶,𝑖 ∙ 𝜃̇𝑖 = −
𝑀𝑠,𝑖

𝑀
∙ 𝑧𝑖 × 𝑟𝑠𝑐,𝑖𝜃̇𝑖  (3-18) 
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Figure 3-10. The vectors used to construct fixed COG Jacobian 

Same as the Fixed-Leg-Motion Jacobian for end-effectors of the limbs, the 

Fixed-Leg-Motion Jacobian for COG has a minus sign in Eq. (3-18) because the 

rotation of the ith joint gives the robot body an angular velocity along −𝑧𝑖 direction. 

With the COG Jacobian matrix, the whole Jacobian matrix including the constraint 

of COG position is expressed as 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡𝑑̇𝑠𝑜𝑠𝑠𝑐𝑠
𝑑̇𝑠𝑠𝑖𝑠𝑠
𝑑̇𝐿𝐴
𝑑̇𝑅𝐴
𝑑̇𝐻
𝑑̇𝐶𝐶𝐶 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝐽𝑠𝑜𝑠𝑠𝑐𝑠 0 0 0 0
𝐽𝑓→𝑠 𝐽𝑠𝑠𝑖𝑠𝑠 0 0 0
𝐽𝑓→𝐿𝐴 0 𝐽𝐿𝐴 0 0
𝐽𝑓→𝑅𝐴 0 0 𝐽𝑅𝐴 0
𝐽𝑓→𝐻 0 0 0 𝐽𝐻
𝐽𝑓→𝐶 𝐽𝑠→𝐶 𝐽𝐿𝐴→𝐶 𝐽𝑅𝐴→𝐶 𝐽𝐻→𝐶⎦

⎥
⎥
⎥
⎥
⎥
⎤

⎣
⎢
⎢
⎢
⎢
⎡𝜃̇𝑠𝑜𝑠𝑠𝑐𝑠
𝜃̇𝑠𝑠𝑖𝑠𝑠
𝜃̇𝐿𝐴
𝜃̇𝑅𝐴
𝜃̇𝐻 ⎦

⎥
⎥
⎥
⎥
⎤

 (3-19) 

In Eq. (3-19), the COG Jacobian matrix is added to the original Jacobian matrix. In 

order to control the COG position of the robot, three DOFs of the robot must be used to 

achieve the COG position constraint (x, y, and z directions). The original Jacobian 
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matrix described in Eq. (3-9) controls the position and direction of the stance leg and six 

DOFs are required (three for position and three for orientation). Because the robot does 

not have enough DOFs in its legs, it is impossible to control both the positions of the 

stance leg and COG, while keeping the orientation constraints. The constraints of the 

position of the stance leg is released and replaced by the COG position constraints. Thus 

the Jacobian matrix of the stance leg has only three rows for the three orientation 

constraints. The stance leg is attached on the ground, thus the positions of all joints of 

the robot can still be calculated by using forward kinematics. 

3.5 Momentum Jacobian  

In addition to tracking the COG trajectory, linear and angular momentum can also 

be considered to further stabilize humanoid robots while walking. Researchers proposed 

methods to manipulate the linear and angular momentum of the robot 

[50][95][121][152]. In this section, momentum Jacobian matrix using the proposed 

Fixed-Leg-Motion Jacobian concept is derived and described. It is also combined to the 

proposed global Jacobian matrix shown in section 3.6. 

3.5.1 Linear Momentum Jacobian 

To calculate the linear momentum Jacobian, the linear momentum caused form the 

rotation of each joint must be calculated first. Since the linear momentum is calculated 

as Eq. (2-29), the linear momentum caused form the rotation of each joint can be 

derived as Eq. (3-20) using the vectors shown in Figure 3-11. 

𝐿�⃑ 𝑀,𝑖 = 𝑚𝑠,𝑖�𝑧𝑖 × 𝑟𝑠𝑐,𝑖�𝜃̇𝑖  (3-20) 

𝑚𝑠,𝑖 = 𝑚𝑠,𝑖+1 + 𝑚𝑖  (3-21) 
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Figure 3-11. Linear momentum caused form the joint rotation 

𝐿�⃑ 𝑀,𝑖 denotes the linear momentum caused form the rotation of the ith joint, 𝑚𝑠,𝑖 

denotes the accumulated (resultant) mass from the final link back to the ith link as 

shown in Eq. (3-21), 𝑟𝑠𝑐,𝑖 denotes the vector from the ith joint to the COG position of 

the accumulated mass. From Eq. (3-20), the linear momentum Jacobian caused from 

unit rotation of the ith joint is 

𝐽𝐿𝑀,𝑖 = 𝑚𝑠,𝑖�𝑧𝑖 × 𝑟𝑠𝑐,𝑖� (3-22) 

where 𝐽𝐿𝑀,𝑖 is a 3-by-1 column vector; it shows the Jacobian matrix of the joints not 

belong to stance leg. For the joints of the stance leg, using the concept of the 

Fixed-Leg-Motion Jacobian, the accumulated mass contains all the mass above the joint 

and a minus sign must be added to the 𝑧𝑖 vector, as shown in Eq. (3-23) and Figure 

3-12. 

𝐽𝐿𝑀,𝑖 = 𝑚𝑠,𝑖�−𝑧𝑖 × 𝑟𝑠𝑐,𝑖� (3-23) 
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Figure 3-12. Linear momentum caused form the joint rotation of the stance leg 

where 𝑚𝑠,𝑖 denotes the whole mass above the ith joint of the stance leg, and 𝑟𝑠𝑐,𝑖 

denotes the vector from the ith joint to the COG of the accumulated mass. The linear 

momentum Jacobian matrix is almost the same as the translational part of the 

conventional Jacobian matrix; the only difference is the linear momentum Jacobiam 

matrix has the accumulated mass term in the equations. 

3.5.2 Iterative Calculation of Moment of Inertia 

To find the angular momentum Jacobian matrix, the spin and orbit angular 

momentum caused by unit rotation of robot axes must be found first. Same as the 

arrangement in section 2.5, the spin part of angular momentum is discussed first in this 

section. 

To calculate the spin angular momentum caused by unit rotation of all robot joints, 

the iterative equations describing the accumulated inertia of the robot must be derived, 

as shown in Eqns. (3-24)-(3-30). The derivation starts from calculating the inertia 
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matrix with respect to an arbitrary point. The parallel axis theorem in 3D space is used 

for these calculations, as shown in Eq. (3-24) and Figure 3-13. This is used to combine 

the inertia matrices of different links with respect to their averaged COG position. 

𝐼𝑠,𝑖 = 𝐼𝑖 + 𝑟𝑠𝑇𝑟𝑠𝐸3 − 𝑟𝑠𝑟𝑠𝑇 (3-24) 

 
Figure 3-13. The parallel axis theorem in 3D space 

where Ip, i is the inertia matrix with respect to an arbitrary point, 𝑟𝐶𝐶𝐶,𝑖 denotes the 

position vector of the ith link COG in the world coordinates, 𝑟𝑠 denotes the vector 

from the COG of the ith link to an arbitrary point, 𝑟𝑠𝑇𝑟𝑠 is a scalar, E3 denotes a 3-by-3 

identity matrix, and 𝑟𝑠𝑟𝑠𝑇 is a 3-by-3 symmetry matrix. Define 𝑟𝑠 as 

𝑟𝑠 = �
𝑥𝑜𝑠
𝑦𝑜𝑠
𝑧𝑜𝑠

� (3-25) 

Thus Eq. (3-25) can be further written as 

𝐼𝑠,𝑖 = 𝐼𝑖 + 𝑚𝑖 �
𝑦𝑜𝑠2 + 𝑧𝑜𝑠2 −𝑥𝑜𝑠𝑦𝑜𝑠 −𝑥𝑜𝑠𝑧𝑜𝑠
−𝑥𝑜𝑠𝑦𝑜𝑠 𝑥𝑜𝑠2 + 𝑧𝑜𝑠2 −𝑦𝑜𝑠𝑧𝑜𝑠
−𝑥𝑜𝑠𝑧𝑜𝑠 −𝑦𝑜𝑠𝑧𝑜𝑠 𝑥𝑜𝑠2 + 𝑦𝑜𝑠2

� (3-26) 
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Using Eqns. (2-32) and (3-24) the inertia matrices of all robot links can be found with 

backward iterations, as shown in Eqns. (3-27)-(3-30) and Figure 3-14. 

𝑟𝑠,𝑖 =
𝑚𝑠,𝑖+1𝑟𝑠,𝑖+1 + 𝑚𝑖𝑟𝐶𝐶𝐶,𝑖

𝑚𝑠,𝑖  (3-27) 

 
Figure 3-14. Iterative inertia calculation 

where 𝑟𝑠,𝑖 denotes position vector of the COG of these links, 𝑚𝑠,𝑖 is shown as Eq. 

(3-21). 𝑟𝑒,𝑖 and 𝑟𝑒,𝑖+1 denotes the vectors from the original accumulated COG and the 

ith link COG to the new accumulated COG, as 

𝑟𝑑,𝑖 = 𝑟𝑎,𝑖 − 𝑟𝐶𝑂𝐺,𝑖 (3-28) 

𝑟𝑑,𝑖+1 = 𝑟𝑎,𝑖 − 𝑟𝐶𝑂𝐺,𝑖+1,       1𝑠𝑑 𝑠𝑑𝑑𝑟𝑎𝑑𝑠𝑐𝑠 

        𝑟𝑑,𝑖+1 = 𝑟𝑎,𝑖 − 𝑟𝑎,𝑖+1,             𝑐𝑑ℎ𝑑𝑟𝑤𝑠𝑠𝑑
 
 

(3-29) 

Using the equations above, the accumulated moment of inertia 𝐼𝑠,𝑖 is calculated as 

𝐼𝑠,𝑖 = 𝐼𝑠,𝑖+1 + 𝐼𝑖 + 𝑚𝑖�𝑟𝑒,𝑖
𝑇 𝑟𝑒,𝑖𝐸3 − 𝑟𝑒,𝑖𝑟𝑒,𝑖

𝑇 �

+ 𝑚𝑠,𝑖+1�𝑟𝑒,𝑖+1
𝑇 𝑟𝑒,𝑖+1𝐸3 − 𝑟𝑒,𝑖+1𝑟𝑒,𝑖+1

𝑇 � 

(3-30) 

3.5.3 Angular Momentum Jacobian 

Using the results in section 3.5.2, the spin angular momentum caused by the 

rotation of the ith joint can be found as 
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𝐴𝑀,𝑠𝑠𝑖𝑠,𝑖 = 𝐼𝑠,𝑖𝑧𝑖𝜃̇𝑖 (3-31) 

Note that the summation of Eq. (3-31) is equal to Eq. (2-33), as shown in Eq. 

(3-32). The summation of Eq. (3-31) considers joint rotation and Eq. (2-33) considers 

link rotation to calculate the total spin angular momentum; these two methods get the 

same results. 

𝐴𝑀,𝑠𝑠𝑖𝑠 = �𝐼𝑖𝜔��⃑ 𝑖 = �𝐼𝑠,𝑖𝑧𝑖𝜃̇𝑖  (3-32) 

After calculating the spin angular momentum, the momentum caused by the 

rotation of the ith joint can be found by adding the orbit angular momentum to it. The 

orbit angular momentum caused by the rotation of the ith joint can be calculated using 

the vectors shown in Figure 3-15 as Eq. (3-33). 
𝐴𝑀,𝑜𝑜𝑜𝑖𝑜,𝑖 = 𝑟𝑠→𝑐,𝑖 × �𝑚𝑠,𝑖𝑧𝑖𝜃̇𝑖 × 𝑟𝑠𝑐,𝑖� (3-33) 

 
Figure 3-15. Orbit angular momentum caused by the rotation of the ith joint 

Eq. (3-33) can be used for the limbs except the stance leg. Figure 3-15 shows the 

orbit angular momentum with respect to the support point. In the application of 

humanoid robot, the support point is the ankle of the stance foot. 
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Using the results above, the angular momentum caused by the rotation of the ith 

joint is calculated by summing the spin part and the orbit part of the angular momentum, 

as 

𝐴𝑀,𝑖 = 𝐼𝑠,𝑖𝑧𝑖𝜃̇𝑖 + 𝑟𝑠→𝑐,𝑖 × �𝑚𝑠,𝑖𝑧𝑖𝜃̇𝑖 × 𝑟𝑠𝑐,𝑖� (3-34) 

Since the joint rotation speed 𝜃̇𝑖 is a scalar, Eq. (3-34) can be rearranged as 

𝐴𝑀,𝑖 = �𝐼𝑠,𝑖𝑧𝑖 + 𝑟𝑠→𝑐,𝑖 × �𝑚𝑠,𝑖𝑧𝑖 × 𝑟𝑠𝑐,𝑖�� 𝜃̇𝑖 = 𝐽𝐴𝑀,𝑖𝜃̇𝑖 (3-35) 

where 𝐽𝐴𝑀,𝑖 denotes the 3-by-1 angular momentum Jacobian. For the joints of the 

stance leg, the concept of the Fixed-Leg-Motion Jacobian is again used. Minus sign is 

multiplied and the accumulated mass and inertia of the parts are replaced by that of the 

parts above the ith joint, as shown in Eq. (3-36) and Figure 3-16. 

𝐴𝑀,𝑖 = −�𝐼𝑠,𝑖𝑧𝑖 + 𝑟𝑠→𝑐,𝑖 × �𝑚𝑠,𝑖𝑧𝑖 × 𝑟𝑠𝑐,𝑖�� 𝜃̇𝑖 = 𝐽𝐴𝑀,𝑖𝜃̇𝑖 (3-36) 

 
Figure 3-16. Fixed angular momentum Jacobian 
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Total angular momentum of the whole robot can be calculated as Eq. (3-37). It is 

equal to Eq. (2-33).  

𝐴𝑀 = �𝐽𝐴𝑀,𝑖𝜃̇𝑖 (3-37) 

Eq. (3-37) is more complex and it is derived for calculating the momentum 

Jacobian. The difference between the two equations is that Eq. (2-33) uses the concept 

of the rotation of each link and Eq. (3-37) uses the concept of the rotation of each joint.  

3.6 Global Jacobian  

Using the conventional Jacobian, COG Jacobian, momentum Jacobian, and the 

Fixed-Leg-Motion Jacobian, the global Jacobian matrix for controlling the whole 

humanoid robot can be constructed, as 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡𝑑̇𝑠𝑠𝑠𝑠𝑠𝑠
𝑑̇𝑠𝑠𝑠𝑠𝑠
𝑑̇𝐿𝐿
𝑑̇𝑅𝑅
𝑑̇𝐻
𝑑̇𝐶𝐶𝐶
𝑑̇𝐿𝐿
𝑑̇𝐴𝐴 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝐽𝑠𝑠𝑠𝑠𝑠𝑠 0 0 0 0
𝐽𝑓→𝑠 𝐽𝑠𝑠𝑠𝑠𝑠 0 0 0
𝐽𝑓→𝐿𝐿 0 𝐽𝐿𝐿 0 0
𝐽𝑓→𝑅𝑅 0 0 𝐽𝑅𝑅 0
𝐽𝑓→𝐻 0 0 0 𝐽𝐻
𝐽𝑓→𝐶 𝐽𝑠→𝐶 𝐽𝐿𝐿→𝐶 𝐽𝑅𝑅→𝐶 𝐽𝐻→𝐶
𝐽𝑓→𝐿𝐿 𝐽𝑠→𝐿𝐿 𝐽𝐿𝐿→𝐿𝐿 𝐽𝑅𝑅→𝐿𝐿 𝐽𝐻→𝐿𝐿
𝐽𝑓→𝐴𝐴 𝐽𝑠→𝐴𝐴 𝐽𝐿𝐿→𝐴𝐴 𝐽𝑅𝑅→𝐴𝐴 𝐽𝐻→𝐴𝐴⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

⎣
⎢
⎢
⎢
⎢
⎡𝜃̇𝑠𝑠𝑠𝑠𝑠𝑠
𝜃̇𝑠𝑠𝑠𝑠𝑠
𝜃̇𝐿𝐿
𝜃̇𝑅𝑅
𝜃̇𝐻 ⎦

⎥
⎥
⎥
⎥
⎤

 (3-38) 

Compared with Eq. (3-19), the linear and angular momentum Jacobian matrices are 

added to the whole Jacobian matrix. If the robot has enough DOFs, all the motion of 

end-effectors, COG position and momentum can be controlled with Eq. (3-38). Since 

the robot has limited DOFs in the legs, arms and torso, not all of them can be controlled. 

The Jacobian matrix used to control the proposed humanoid robot is shown as Eq. 

(3-39). 



 
46 

 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡𝑑̇𝑠𝑠𝑠𝑠𝑠𝑠
𝑑̇𝑠𝑠𝑠𝑠𝑠
𝑑̇𝐿𝐿
𝑑̇𝑅𝑅
𝑑̇𝐻
𝑑̇𝐶𝐶𝐶
𝑑̇𝐴𝐴,𝑧 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝐽𝑠𝑠𝑠𝑠𝑠𝑠 0 0 0 0
𝐽𝑓→𝑠 𝐽𝑠𝑠𝑠𝑠𝑠 0 0 0
𝐽𝑓→𝐿𝐿 0 𝐽𝐿𝐿 0 0
𝐽𝑓→𝑅𝑅 0 0 𝐽𝑅𝑅 0
𝐽𝑓→𝐻 0 0 0 𝐽𝐻
𝐽𝑓→𝐶 𝐽𝑠→𝐶 𝐽𝐿𝐿→𝐶 𝐽𝑅𝑅→𝐶 𝐽𝐻→𝐶
𝐽𝑓→𝐴𝐴,𝑧 𝐽𝑠→𝐴𝐴,𝑧 𝐽𝐿𝐿→𝐴𝐴,𝑧 𝐽𝑅𝑅→𝐴𝐴,𝑧 𝐽𝐻→𝐴𝐴,𝑧⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

⎣
⎢
⎢
⎢
⎢
⎡𝜃̇𝑠𝑠𝑠𝑠𝑠𝑠
𝜃̇𝑠𝑠𝑠𝑠𝑠
𝜃̇𝐿𝐿
𝜃̇𝑅𝑅
𝜃̇𝐻 ⎦

⎥
⎥
⎥
⎥
⎤

 (3-39) 

In Eq. (3-39), although the Jacobian matrices of linear and angular momentum are 

derived, only the angular momentum in z direction is controlled. This is because the 

angular momentum in z direction is directly related to the slipping rotation of the robot 

in z direction. When the robot turn left, it needs a counterclockwise moment in z 

direction to change its facing direction and vise versa; when the robot is going straight 

forward, the z direction moment must be as small as possible to prevent the robot from 

slipping and rotating about z-axis. The linear momentum Jacobian and angular 

momentum Jacobian in x and y directions can be used in future applications. The other 

parts of the Eq. (3-39) are the same as Eq. (3-19). By using Eq. (3-39), the control of 

arm motions, robot walking, COG trajectory tracking, and z direction angular 

momentum can be achieved. Versatile tasks can be achieved with the proposed IK 

solver. 

3.7 Simulation 

The physical model of the robot is constructed in SolidWorks (CAD software), and 

is imported to ADAMS (the physics engine), which is served as the control plant. In this 

section, the physical properties of the walking pattern generated with the proposed IK 

solver are verified. Figure 3-17 shows the scene of simulation for verifying the 

properties of the proposed IK solver. 
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Figure 3-17. The scene of simulation for verifying the proposed IK solver 

In the simulation, the robot goes onto a step and steps down to a lower plane. The 

COG trajectories inputted to the proposed IK solver are generated with the LQSI 

controller proposed in chapter 4. This simulation shows that the proposed IK solver can 

generate walking pattern with COG and momentum constraints.  

 
Figure 3-18. The robot motions for walking through the scene 

Figure 3-18 shows the robot can walk through the scene successfully. In this scene, 

the slipping rotations with and without angular momentum constraint in z direction are 

compared, as shown in Figure 3-19. Zero angular momentum in z direction is set as the 

constraint in the proposed solver. This is achieved with the DOFs of waist and arms in 

the solver. The solved trajectory of waist and arms will compensate the angular 

momentum caused by the swing motion of the robot leg automatically. However, the 
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real angular momentum will not be zero because of modeling error and impact forces, 

but it will be smaller than using an IK solver without momentum constraint. Since the 

time differentiation of angular momentum is smaller, the reaction torque acted on the 

stance foot is also smaller. This will reduce the slipping rotation of the robot when 

walking. In addition, because the robot will twist the waist and swing the arms, the 

solved motions are more human-like than the motions without momentum constraints. 

In the simulation, the robot can walk with smaller slipping rotation by enabling the 

angular momentum constraint in z direction. There are larger slipping rotations when 

the robot going onto or going down the step. A larger impact occurred when landing to 

the lower plane and caused a larger direction change to the robot. With zero angular 

momentum constraint, the robot can walk with smaller slipping rotation even when the 

landing impact occurred. 

 
Figure 3-19. Slipping rotation of the whole robot in z direction 

3.8 Summary 

In this chapter, the concept of Fixed-Leg-Motion Jacobian is proposed and 

described. It is very convenient because no transformation of the coordinate system is 
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required and the same kinematics chains of the robot can be used while changing the 

support phase during walking. Using the concept of the Fixed-Leg-Motion Jacobian 

method, the effects of the end-effector positions and orientations, the COG position, and 

the linear and angular momentum caused by the motions of the stance leg can be 

expressed easily. The global Jacobian matrix used for controlling humanoid robots is 

also proposed and derived in this chapter. Using the global Jacobian matrix, the 

end-effectors, COG, and the momentum of the robot can be controlled. 

The IK solver used in this dissertation is derived and described in this chapter; the 

next point this dissertation focuses on is the planning and optimization of 3D COG/ZMP 

trajectories in chapters 4 and 5.
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Chapter 4  Linear Quadratic State Incremental 

Control 

Many researchers have proposed walking pattern generation methods with 

COG/ZMP (zero moment point / center of gravity) constraints. Some of the researchers 

used a neural-networks method (NN), a central pattern generator (CPG), or a genetic 

algorithm (GA) to solve COG/ZMP pattern generation problems. However, the 

parameters used in those methods are too many, and the procedure to learn or to search 

them cost too much computation time. Other researchers designed controllers or used 

analytical solution method to generate the COG trajectories. These methods can 

generate the COG/ZMP pattern very quickly, but the COG height is limited to a 

constant to linearize the inverted pendulum model of the robot. Due to this limitation, 

the robots cannot walk freely on surfaces that change in height. In order to solve this 

problem, researchers start to use the original nonlinear inverted pendulum model to 

make the COG height value changeable, such as using a numerical method or a 

feedback controller. In this chapter, a pattern generator that can allow non-constant 

COG height is proposed. The proposed pattern generator is based on an optimal control 

method with a state-incremental performance index. It can solve sagittal and lateral 

COG patterns with arbitrarily assigned COG height and ZMP trajectories in real-time. 

Thus, dynamic walking with a natural COG trajectory on height-changing surfaces can 

be achieved. 
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4.1 Introduction 

In recent years, researchers have focused on many interesting aspects, such as 

artificial intelligence, human-machine interaction [44], trajectory/pattern generation 

[13], and mechanical design. In these research areas, walking pattern generation is very 

important for biped robots because inappropriately planned walking patterns may cause 

the robot to fall down and even to damage itself. Honda ASIMO [110], the AIST HRP 

series [47][56][57][59], Waseda University WABIAN [100], KAIST HUBO 

[101][105][106], and Fujitsu Hoap series [83][148] are the most successful humanoid 

robots in the world. Their methods for generating walking patterns are different but all 

consider the ZMP information. 

Most walking pattern generation methods are restrained by unchangeable COG 

height, long computation time, or too many parameters needed to be tuned. Compared 

with using the original nonlinear inverted pendulum model, the computation cost will be 

much smaller if the COG height is set to be a constant to linearize the inverted 

pendulum model. Researchers used the preview control based [25][47][48][125] and the 

analytical solution based [37][38] walking pattern generator with the linearized model 

to construct their walking control systems. Real-time pattern generation can be achieved 

by doing this but the robot must bend its knees more while walking in order to maintain 

the same COG height, and this also limits the ability of the robot to walk on surfaces 

with height change. Researchers also discuss the effect of COG height change to 

walking pattern generators and provide their solutions. Nishiwaki [91] extended the 

preview control method to the one with changeable COG height by tuning the control 

gains from the pre-calculated database under different COG height. Sugihara [122] also 

provided an analytical solution method to generate the walking pattern in real-time. In 

the method, the COG height can be changed if the height change is not very large. 
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Morisawa et al. [87] proposed a method to construct the walking patterns in parametric 

surface. The method can generate walking pattern on the order of millisecond with COG 

height change by using numerical method. The WABIAN robot was designed with extra 

DOFs for its waist to keep its knee straight [98]. The walking pattern of the WABIAN 

robot was done with GA [100]. It is very good to keep the knee of the stance foot of the 

robot straight because it saves energy. The only drawback is that the GA is too slow to 

be used for real-time planning problems. The method in [148] used a CPG and a 

piecewise linear pattern generator to generate the walking pattern of the Hoap-3 robot. 

In that method, many parameters must be tuned with a neural network. It takes a long 

time to find each set of parameters for different tasks. 

In other researches, the CPG [62], NN [60][61][118], and Fourier series/transform 

methods [18][99] were used to learn and to generate the walking patterns. The CPG 

method can generate a COG height changeable pattern in real-time, but it is hard to tune 

well and is not robust for different situations. NN methods can learn to adapt to 

different situations, but the learning time is not fast enough for real-time 

implementation. The Fourier series/transform methods can generate walking patterns 

fast enough, but they are difficult to adapt to various situations. Although the COG 

height is changeable, the searching and learning algorithms have some difficulty to be 

implemented in real-time. 

It is always desirable to make the robot move and act smoothly and in real-time; 

thus a real-time algorithm to generate walking patterns is required. In this dissertation, a 

real-time pattern generator with changeable COG height is proposed. The proposed 

LQSI controller can generate walking pattern with arbitrarily assigned COG height 

trajectory in real-time. It is based on optimal control schemes with a specially designed 

performance index. Optimal control schemes are very useful for nonlinear time-varying 
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problems. Instead of tuning numerous parameters, only a few parameters in the 

performance index need to be tuned to get the desired performance of the control system. 

Although the optimal controllers need more computation power to solve backward 

recursive equations and calculate all the feedback and feed-forward gains, the proposed 

LQSI controller can be implemented on the order of millisecond. 

The rest of this chapter is organized as follows: section 4.2 describes COG/ZMP 

equations and inverted pendulum model. Many researches used a linear one to simplify 

the equation but the COG heights were constrained to constant values. In this chapter, a 

linear quadratic control based controller is proposed to solve this problem by using the 

original nonlinear inverted pendulum model. Section 4.3 introduces the well-known 

preview control method widely used by many robots. Preview control provides a very 

neat and fast solution to COG/ZMP walking pattern generation. Section 4.4 shows the 

control equations of the proposed LQSI controller and discusses the properties of it 

compared with preview controller. Detailed derivation of the LQSI controller can be 

found in APPENDIX A and APPENDIX B. Section 4.5 shows the simulation settings 

and results in MATLAB and ADAMS using the LQSI controller. Section 4.6 

summarizes this chapter. 

4.2 Inverted Pendulum Model and COG/ZMP Equations 

As in most COG/ZMP pattern generation algorithms [17][38][45][47][69], the 

inverted pendulum model used to model the biped robot as shown in Figure 4-1. 
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Figure 4-1. Inverted pendulum model 

The governing equation in sagittal and lateral directions of the inverted pendulum 

model is shown in Eqns. (4-1) and (4-2). 

𝑍𝑋 = 𝐶𝑋 − 𝐶̈𝑋 �
𝐶𝑍 − 𝑍𝑍

𝑔 + 𝐶𝑧 − 𝑍𝑧
� (4-1) 

𝑍𝑌 = 𝐶𝑌 − 𝐶̈𝑌 �
𝐶𝑍 − 𝑍𝑍

𝑔 + 𝐶𝑧 − 𝑍𝑧
� (4-2) 

where the subscripts X, Y, and Z denote the trajectories in x, y, and, z directions in the 

world coordinates. Capital C denotes the COG, capital Z denotes the ZMP, and g 

denotes the gravitational acceleration, 9810 mm/s2. In the proposed method, the CZ (t) 

and ZZ (t) trajectories can be arbitrarily assigned. The robot system is decoupled as two 

inverted pendulum systems: one is in X-Z plane and the other is in Y-Z plane. The two 

systems use the same CZ (t) and ZZ (t) trajectories. Since the two systems have the same 

characteristics when solving the pattern generation problem, the COG position in x and 

y directions are replaced by a state variable “x” below. Since the COG height (Cz) is 

changeable, the height of the ground is also changeable in the pattern generator. Thus, 

CZ = CZ (t) and ZZ = ZZ (t). Z(t) = CZ (t) – ZZ (t) is defined to simplify the equations; it 

yields the height from the COG to the ground. Eq. (4-1) can be rewritten in state-space 

representation as 
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𝑑
𝑑𝑑
�
𝑥
𝑥̇
𝑝
� = 𝐴 �

𝑥
𝑥̇
𝑝
� + 𝐵𝐵 (4-3) 

𝐴 = �
0 1 0

𝑔+𝑍̈(𝑡)
𝑍(𝑡) 0 −𝑔+𝑍̈(𝑡)

𝑍(𝑡)
0 0 0

�

  

 

𝐵 = [0 0 1]𝑇 

(4-4) 

where x denotes 𝐶𝑋 or 𝐶𝑌, 𝑝 denotes the corresponding ZMP position, and 𝑢 is the 

differentiation of the ZMP position. In order to track the reference ZMP, the output y of 

Eq. (4-3) is chosen as 

𝑦 = 𝐶 �
𝑥
𝑥̇
𝑝
� ,        𝐶 = [0 0 1] (4-5) 

Eqns. (4-3) and (4-5) are the continuous time version of the control system. For 

simulations and real implementations, it must be discretized. After discretization, the 

equations become  

�
𝑥𝑘+1
𝑥̇𝑘+1
𝑝𝑘+1

� = 𝐴𝑘 �
𝑥𝑘
𝑥̇𝑘
𝑝𝑘
� + 𝐵𝑘𝑢𝑘 (4-6) 

𝑦𝑘 = 𝐶𝑘 �
𝑥𝑘
𝑥̇𝑘
𝑝𝑘
� (4-7) 

Eqns. (4-3) to (4-7) represent the time-varying state-space model [55]. The ZOH 

(zero order hold) based method will be used to find 𝐴𝑘, 𝐵𝑘, and 𝐶𝑘 is described as 

follows. 

Eqns. (4-3) and (4-4) denote a linear time varying system and it is rewritten as Eq. 

(4-8) for simplification. State matrix 𝐴 changes after each sampling time. It can be 

rewritten as Eqns. (4-9) and (4-10). 

𝑥̇ = 𝐴𝐴 + 𝐵𝐵 (4-8) 
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𝐴 = �
0 1 0
𝜔𝑘
2 0 −𝜔𝑘

2

0 0 0
� (4-9) 

𝜔𝑘
2 =

𝑔 + 𝑍̈(𝑘𝑘)
𝑍(𝑘𝑘)  (4-10) 

where 𝜔𝑘 changes with 𝑍(𝑘𝑘) function. We also use ZOH on the control input 𝑢, 

thus the discretized relationship between 𝑥𝑘 and 𝑥𝑘+1 can be solved as 

𝑥𝑘+1 = 𝑒𝐴𝐴𝑥𝑘 + � 𝑒𝐴(𝑘𝑘+𝑇−𝜏)𝐵𝐵𝐵
𝑘𝑘+𝑇

𝑘𝑘
𝑢𝑘 = 𝐴𝑘𝑥𝑘 + 𝐵𝑘𝑢𝑘 (4-11) 

Because 𝐴𝑘  are all the same format with different 𝑍(𝑘𝑘), we can find the 

solution of 𝑒𝐴𝐴 in advance in order to speed up the discretization of the system. Using 

Laplace transform, it can be obtained as 

𝑒𝐴𝐴 = 𝐴𝑘 =

⎣
⎢
⎢
⎢
⎡ 𝑐𝑐𝑐ℎ(𝜔𝑘𝑇)

1
𝜔𝑘

𝑠𝑠𝑠ℎ(𝜔𝑘𝑇) 1 − 𝑐𝑐𝑐ℎ(𝜔𝑘𝑇)

𝜔𝑘𝑠𝑠𝑠ℎ(𝜔𝑘𝑇) 𝑐𝑐𝑐ℎ(𝜔𝑘𝑇) −𝜔𝑘𝑠𝑠𝑠ℎ(𝜔𝑘𝑇) 
0

 
0

 
1 ⎦

⎥
⎥
⎥
⎤
 (4-12) 

� 𝑒𝐴(𝑘𝑘+𝑇−𝜏)𝐵𝐵𝐵
𝑘𝑘+𝑇

𝑘𝑘
= 𝐵𝑘 =

⎣
⎢
⎢
⎢
⎡𝑇 −

1
𝜔𝑘

𝑠𝑠𝑠ℎ(𝜔𝑘𝑇)

1 − 𝑐𝑐𝑐ℎ(𝜔𝑘𝑇) 
𝑇 ⎦

⎥
⎥
⎥
⎤
 (4-13) 

The output of the state space system in Eqns. (4-3) to (4-5) is the ZMP position; 

𝐶𝑘 is a constant matrix, as shown in Eq. (4-14). 

𝐶𝑘 = [0 0 1] (4-14) 

4.3 Preview Control 

The preview controller used in humanoid robots was proposed by Kajita and et al 

[47][55]. It is widely used in many approaches. In the controller, the COG height is 

assumed to be a constant; thus, the state matrices 𝐴𝑘 and 𝐵𝑘 are set to be the value 

under the average COG height in this dissertation, as shown in Eq. (4-15). It is also 

called linear inverted pendulum model (LIPM), or the cart-table model [47].  

𝑍(𝑡) = 𝑍̅𝐶      𝐴𝑘 = 𝐴0     𝐵𝑘 = 𝐵0 (4-15) 
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The performance index of the preview controller is shown in equation (4-16). 

𝐽 = ��𝑄�𝑝𝑗
𝑟𝑟𝑟 − 𝑝𝑗�

2
+ 𝑅𝑢𝑗2�

∞

𝑗=1

 (4-16) 

where the 𝑝𝑗
𝑟𝑟𝑟 is the reference ZMP input. The control algorithms are listed in Eqns. 

(4-17)–(4-19) 

𝑢𝑘 = −𝐾𝑥𝑘 + [𝑓1,𝑓2,⋯𝑓𝑁] �
𝑝𝑘+1
𝑟𝑟𝑟

⋮
𝑝𝑘+𝑁
𝑟𝑟𝑟

� (4-17) 

𝐾 = (𝑅 + 𝐵0𝑇𝑃𝐵0)−1𝐵0𝑇𝑃𝐴0 (4-18) 

𝑓𝑖 = (𝑅 + 𝐵0𝑇𝑃𝐵0)−1𝐵0𝑇(𝐴0 − 𝐵0𝐾)𝑇(𝑖−1)𝐶𝑇𝑄 (4-19) 

where 𝑃 is the solution of the Riccati equation in Eq. (4-20). 

𝑃 = 𝐴0𝑇𝑃𝐴0 + 𝐶𝑇𝑄𝑄 − 𝐴0𝑇𝑃𝐵0(𝑅 + 𝐵0𝑇𝑃𝐵0)−1𝐵0𝑇𝑃𝐴0 (4-20) 

The parameters are chosen as 

𝑄 = 106        𝑅 = 0.001 (4-21) 

In order to compare the performances in the next section, the parameters in the 

performance index of the LQSI controller are chosen as Eq. (4-22). The same 𝑄 and 𝑅 

are used in both controllers. 

𝑄𝑥 = �
10 0 0
0 0 0
0 0 1

�        𝑄 = 𝑄𝑁 = 106      𝑅 = 0.001 (4-22) 

4.4 Linear Quadratic State-Incremental Control (LQSI) 

The linear quadratic integral (LQI) control technique is a well-known method that 

uses a state-incremental and input-incremental performance index [32][49][117]. The 

previewable reference inputs are useful to control the systems; however, it can only be 

used for linear time invariant systems. For a time varying inverted pendulum system, in 

order to track the reference input ZMP well, an optimal control method with a 

state-incremental performance index is proposed in this dissertation. 
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Before deriving and describing the controller, the control goal is stated first. The 

robot should track reference ZMP input with the sagittal and lateral (x and y directions) 

COG trajectories generated by the controller. The inputs to the controller are ZMP in x, 

y, and z directions, and COG in z direction. The outputs are the COG trajectories in x 

and y directions, as shown in Figure 4-2. 

 
Figure 4-2. Input-output relationship of the controller 

The proposed linear quadratic state-incremental control (LQSI), which is based on 

optimal control method, can solve the tracking problems for time-varying system. The 

performance index of the LQSI method is shown as 

𝐽 =
1
2
�((𝑥𝑘+1 − 𝑥𝑘)𝑇𝑄𝑥(𝑥𝑘+1 − 𝑥𝑘)
∞

𝑘=𝑖

+ (𝐶𝑘𝑥𝑘 − 𝑟𝑘)𝑇𝑄(𝐶𝑘𝑥𝑘 − 𝑟𝑘) + 𝑢𝑘𝑇𝑅𝑢𝑘) 

(4-23) 

where (𝑥𝑘+1 − 𝑥𝑘) denotes the state increment, (𝐶𝑘𝑥𝑘 − 𝑟𝑘) denotes the tracking 

error, 𝑟𝑘 is the tracking reference, and 𝑢𝑘 denotes the control input. 𝑄𝑥, 𝑄, and 𝑅 

denote the weighting of each term in the performance index, respectively. 𝑄 and 𝑅 

are symmetric positive definite matrices and 𝑄𝑥 is a symmetric positive semi-definite 

matrix. Large 𝑄𝑥 reduces the state change in each control step, but it allows the 

accumulated state to be large. Large 𝑄 improves the tracking performance, and large 

𝑅 reduces the power of the control input. By solving the optimal control problem with 

the constraint in Eq. (4-24), the LQSI control law can be found as Eqns. (4-25)–(4-27). 

The detailed derivation and proof can refer to APPENDIX A. 
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𝑓𝑘 = 𝑥𝑘+1 = 𝐴𝑘𝑥𝑘 + 𝐵𝑘𝑢𝑘 (4-24) 

𝑢𝑘 = −𝐾𝑘𝑥𝑥𝑘 + 𝐾𝑘𝑣𝑣𝑘+1 (4-25) 

𝐾𝑘𝑥 = 𝑀𝑘
−1𝐵𝑘𝑇�𝑄𝑥𝐴𝐼,𝑘 + 𝑆𝑘+1𝐷𝑘−1𝑊𝑘� (4-26) 

𝐾𝑘𝑣 = 𝑀𝑘
−1𝐵𝑘𝑇(𝐼 − 𝑆𝑘+1𝐷𝑘−1𝐵𝑘𝑀𝑘

−1𝐵𝑘𝑇) (4-27) 

The elements in Eqns. (4-25)–(4-27) are defined in Eqns. (4-28)–(4-31). 

𝑀𝑘 = 𝐵𝑘𝑇𝑄𝑥𝐵𝑘 + 𝑅 (4-28) 

𝐴𝐼,𝑘 = 𝐴𝑘 − 𝐼 (4-29) 

𝐷𝑘 = 𝐼 + 𝐵𝑘𝑀𝑘
−1𝐵𝑘𝑇𝑆𝑘+1 (4-30) 

𝑊𝑘 = 𝐴𝑘 − 𝐵𝑘𝑀𝑘
−1𝐵𝑘𝑇𝑄𝑥𝐴𝐼,𝑘 (4-31) 

𝑆𝑘 and 𝑣𝑘 derived from the Lagrange multiplier method can be obtained as 

𝑆𝑘 = 𝑃𝑘𝑇𝑃𝑘 + 𝐴𝑘𝑇𝑆𝑘+1𝐷𝑘−1𝑊𝑘 (4-32) 

𝑣𝑘 = 𝐴𝑘𝑇(𝐼 − 𝑆𝑘+1𝐷𝑘−1𝐵𝑘𝑀𝑘
−1𝐵𝑘𝑇)𝑣𝑘+1 + 𝐶𝑘𝑇𝑄𝑟𝑘 (4-33) 

where the 𝑃𝑘𝑇𝑃𝑘 is a positive definite matrix and is defined as 

𝑃𝑘𝑇𝑃𝑘 = 𝑁𝑘𝑇𝑄𝑥𝑁𝑘 + 𝐴𝐼,𝑘𝑇 𝑄𝑥𝐵𝑘𝑀𝑘
−1𝑅𝑀𝑘

−1𝐵𝑘𝑇𝑄𝑥𝐴𝐼,𝑘 + 𝐶𝑘𝑇𝑄𝐶𝑘 (4-34) 

𝑁𝑘 = 𝑊𝑘 − 𝐼 (4-35) 

Eqns. (4-25)–(4-35) describe the infinite time LQSI optimal control law. It can be 

derived as a finite time case by changing the performance index to be Eq. (4-36) and 

solving the boundary conditions of the final-state-free problems in Eq. (4-37) [74]. 

𝐽 = 𝜙(𝑥𝑁,𝑢𝑁) +
1
2
��∆𝑥𝑘𝑇𝑄𝑥∆𝑥𝑘 + (𝐶𝑘𝑥𝑘 − 𝑟𝑘)𝑇𝑄(𝐶𝑘𝑥𝑘 − 𝑟𝑘) + 𝑢𝑘𝑇𝑅𝑢𝑘�
𝑁−1

𝑘=0

 (4-36) 

𝜕𝜕
𝜕𝑥𝑁

= 𝜆𝑁 (4-37) 

More details about the boundary condition and the derivation can be found in 

section 4.4.1 and APPENDIX B. Figure 4-3 is the procedure by which the proposed 

LQSI controller works. In the “Generate Command” phase, the trajectories of the COG 

height, the ZMP trajectory on the ground and the height of the ground can be 

determined by a higher-level trajectory planner. In the “Modeling” phase, with the 
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trajectory inputs, the 𝐴𝑘 and 𝐵𝑘 of the inverted pendulum system can be calculated. 

In the “Backward Recursion” phase, the state feedback gain 𝐾𝑘𝑥 and the feed-forward 

gain 𝐾𝑘𝑣 are calculated with Eqns. (4-25)–(4-35). Finally, in the “Optimal Control” 

phase, with the feedback and feed-forward gains, the control input to the system is 

obtained to find the COG pattern every time step that the robot should follow by 

forward iterations. 

 
Figure 4-3. The procedure by which the LQSI controller works 

Figure 4-4 shows the control block diagram of the LQSI control: the plant is 

modeled as an inverted pendulum system which is linear time varying. The 

feed-forward and feedback gains 𝐾𝑘𝑣 and 𝐾𝑘𝑥 are calculated by the LQSI control laws 

in the “Backward Recursion” phase; the input 𝑣𝑘+1 is calculated in the same phase 

with the reference ZMP input information. 

 
Figure 4-4. Control block diagram of the LQSI controller 

Figure 4-5 shows the role that the LQSI controller plays in the entire robot system. 

In the figure, before deciding the commands to the robot, the robot must know 

information about the environment. Then the robot can do trajectory planning for 

walking in the environment. After trajectory planning, the LQSI controller decides the 
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sagittal and the lateral COG positions. Then the joint angles of the robot are generated 

by using IK. In the feedback control loop, the LQSI controller also corrects the COG 

trajectories in order to track the reference ZMP input. 

 
Figure 4-5. The role of the LQSI controller in the entire robot control system 

4.4.1 Boundary Condition of the LQSI Controller 

The boundary condition of the LQSI controller is derived in APPENDIX B. The 

initial values, 𝑆𝑁 and 𝑣𝑁, for backward recursion can be found as classical finite-time 

final-state-free optimal control problems. With these initial values, 𝑆𝑘 becomes stable 

after some iterations. Before 𝑆𝑘 becomes stable, the tracking performance is not very 

good. This is a common problem of optimal controllers. To solve this problem, two 

methods can be used. The first is to extend the final state N to far future and then cut the 

part with transient 𝑆𝑘. The second choice is to treat the problem as an infinite time 

problem, and set the COG height change as zero in far future. In the second choice, we 

need to find the solution to time-invariant version of Eq. (4-32), the Riccati equation of 

LQSI controller, as shown in Eq. (4-38). 
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𝑆∞ = 𝑃𝑇𝑃 + 𝐴𝑇𝑆∞(𝐼 + 𝐵𝑀−1𝐵𝑇𝑆∞)−1𝑊 (4-38) 

The definition of the elements of Eq. (4-38) can be found in the beginning of 

section 4.4. Because the COG height change in far future is assumed zero, thus the state 

matrices become the same as the matrices used in preview control, as in Eq. (4-15). The 

variables, 𝑃, 𝐵, 𝑀, and 𝑊, in (4-38) are also constant matrices. By iterating Eq. (4-38) 

with a nonzero initial 𝑆 matrix, the solution 𝑆∞ can be found. This 𝑆∞ can be used as 

the initial value for backward iteration. Simulation results show that we can get much 

shorter transient time if we treat the problem as an infinite time one and set 𝑆∞ as the 

initial value, as shown in Figure 4-6 and Figure 4-7. In the figures, 𝑆𝑘 is waving with 

the CZ input. 

 
Figure 4-6. Transient time of Sk by using final-state-free boundary condition 

 
Figure 4-7. Transient time of Sk by using S∞ as initial value 

Because 𝑆∞ is the solution of the Riccati equation of the time-invariant version of 

LQSI controller, the transient time is shorter. To give extra 0.3sec future command 

input is enough for waiting 𝑆𝑘 to become stable. 
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4.4.2 Preview Gain of the LQSI Controller 

Same as the preview controller, the preview gain of the LQSI controller can be 

found. The preview gain (it is also the feed-forward gain of the future command input.) 

can be found by rewriting the Eq. (4-33). Before rewriting, a variable 𝐿𝑘 is defined to 

simplify Eq. (4-33), as shown in Eq. (4-39). 

𝐿𝑘 = 𝐴𝑘𝑇(𝐼 − 𝑆𝑘+1𝐷𝑘−1𝐵𝑘𝑀𝑘
−1𝐵𝑘𝑇) (4-39) 

Then, the Eq. (4-33) can be rewritten as 

𝑣𝑘 = 𝐶𝑘𝑇𝑄𝑟𝑘 + � �𝐿𝑘𝐿𝑘+1 ⋯𝐿𝑝−1�𝐶𝑘𝑇𝑄𝑟𝑝 + (𝐿𝑘𝐿𝑘+1 ⋯𝐿𝑘+𝑁)𝑣𝑘+𝑁+1

𝑘+𝑁

𝑝=𝑘+1

 (4-40) 

When the preview time is far enough from 𝑘, 𝐿𝑘𝐿𝑘+1⋯𝐿𝑘+𝑁 becomes very small. 

Thus, the effect of 𝑣𝑘+𝑁+1 to 𝑣𝑘 can be ignored and so is 𝑟𝑘+𝑁+1. The preview gain 

𝑓𝑘 can be calculated with Eqns. (4-25), (4-27) and (4-40), as shown in Eq. (4-41). 

𝑓𝑘 = 𝑀𝑘
−1𝐵𝑘𝑇𝐴𝑘−𝑇𝐿𝑘𝐿𝑘+1 ⋯𝐿𝑝−1𝐶𝑘𝑇𝑄�𝑝=𝑘+1

𝑝=𝑘+𝑁
 (4-41) 

The preview gain of LQSI controller under different CZ input is shown in Figure 

4-8. The frequency of the CZ is 0, 10, 16.33 rad/s, to make the maximum acceleration of 

the CZ to be 0, 3000, 8000 mm/s2, respectively. 

 
Figure 4-8. LQSI control preview gain of vs. different max. CZ acceleration 

In Figure 4-8, when 𝜔 is zero, the values of the preview gain of the LQSI 

controller are almost the same as the preview gain of the preview controller calculated 
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with Eq. (4-19). Figure 4-9 shows the preview gain of the LQSI controller waves as the 

Cz trajectory. 

 
Figure 4-9. The preview gain of LQSI waving with CZ trajectory 

4.4.3 Minimum Required Future Reference Input  

Since the preview gain of the LQSI controller is highly relevant to the value of 𝑆𝑘, 

the time of 0.3 seconds is required for waiting 𝑆𝑘 to become stable from its initial 

value, 𝑆∞. Then 𝑆𝑘 will become stable within this time period, as shown in section 

4.4.1. In addition, the preview gain of the LQSI controller converges to zero 

exponentially, as shown in Figure 4-8 and Figure 4-9. At the preview time about 1.6 

seconds, the gain becomes very small and the effect of the reference input farther than 

1.6 second can be ignored. It is the same as the result of preview controller shown in 

[47][55]. Thus, the minimum required length of future reference input for the LQSI 

controller is 1.9 seconds long. The LQSI controller is very similar to the preview 

controller. If 𝑄 and 𝑅 are set the same in both the LQSI controller and the preview 

controller and set the 𝑄𝑚 in LQSI controller much smaller than 𝑄, then the LQSI 

controller can be regarded as a time-varying version of preview controller. Furthermore, 

if the Cz input to the LQSI controller is also set as a constant, we can get the same 

solution to Riccati equation and the same preview gain of both controllers. 
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4.5 Simulation and Results 

In this section, the properties and performances of the LQSI controller and preview 

controller are compared. Basic parameter settings of the two controllers are the same; 

i.e., gravity 𝑔 = 9810mm/𝑠2 and the sampling time 𝑇 = 0.005𝑠. The system state 

space matrices are 𝐴𝑘, 𝐵𝑘, and 𝐶𝑘 in Eqns. (4-12)-(4-14). The reference input to the 

controllers is the desired ZMP trajectory. 

4.5.1 Simulation Using Inverted Pendulum Model 

The simulation using inverted pendulum model is done in MATLAB. Under the 

COG height (Cz) reference input shown in Figure 4-10, the ZMP tracking performances 

of the LQSI controller, conventional optimal controller and the preview controller are 

compared. In this section, the humanoid robot is modeled as an inverted pendulum in 

MATLAB. All the mass of the robot is in one point. The dynamics of linkage motions 

are neglected here. The main goal of this section is to discuss the modeling error of the 

preview control under varying COG height trajectory and the parameter tuning in each 

controller. Since the characteristic in both sagittal and lateral directions are all the same 

in the controllers when using the inverted pendulum model. Only the results in lateral 

direction are shown in this section. 

 
Figure 4-10. COG height (Cz) input 

In Figure 4-10, the COG height varies for three seconds and then stops varying. 

The tracking performances are shown in Figure 4-11 and Figure 4-12. 
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Figure 4-11. Results of LQSI controller 

 
Figure 4-12. Results of preview controller 

In Figure 4-11, the LQSI controller can track the ZMP input well with the COG 

height trajectory. In Figure 4-12, because the preview controller does not consider the 

COG height change, tracking error is caused by the un-modeled dynamics. Compared 

with the preview control, COG height change can be modeled by using conventional 

optimal controller. Two types of conventional optimal controller are shown as follows, 

the optimal tracking controller and the modified optimal tracking controller. Eqns. (4-42) 

and (4-43) show the performance index and its boundary condition of the conventional 

optimal controller. 

𝐽 = 𝜙(𝑥𝑁 ,𝑢𝑁) +
1
2
�[(𝐶𝑘𝑥𝑘 − 𝑟𝑘)𝑇𝑄(𝐶𝑘𝑥𝑘 − 𝑟𝑘) + 𝑢𝑘𝑇𝑅𝑢𝑘]
𝑁−1

𝑘=0  
(4-42) 

𝜙(𝑥𝑁,𝑢𝑁) = (𝐶𝑁𝑥𝑁 − 𝑟𝑁)𝑇𝑄𝑁(𝐶𝑁𝑥𝑁 − 𝑟𝑁)
 

(4-43) 

In the applications of the conventional optimal controller, the weightings of the 

tracking performance term and the input term can be tuned to get the desired 

performance. The control algorithms are shown in Eqns. (4-44)–(4-48). 
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𝑢𝑘 = −𝐾𝑘𝑥𝑥𝑘 + 𝐾𝑘𝑣𝑣𝑘+1
 

(4-44) 

𝐾𝑘𝑥 = (𝐵𝑘𝑇𝑆𝑘+1𝐵𝑘 + 𝑅)−1𝐵𝑘𝑇𝑆𝑘+1𝐴𝑘 (4-45) 

𝐾𝑘𝑣 = (𝐵𝑘𝑇𝑆𝑘+1𝐵𝑘 + 𝑅)−1𝐵𝑘𝑇 (4-46) 

𝑆𝑘 = 𝐴𝑘𝑇𝑆𝑘+1(𝐴𝑘 − 𝐵𝑘𝐾𝑘𝑥) + 𝐶𝑘𝑇𝑄𝐶𝑘          𝑆𝑁 = 𝐶𝑁𝑇𝑄𝑁𝐶𝑁 (4-47) 

𝑣𝑘 = (𝐴𝑘 − 𝐵𝑘𝐾𝑘𝑥)𝑇𝑣𝑘+1 + 𝐶𝑘𝑇𝑄𝑟𝑘          𝑣𝑁 = 𝐶𝑁𝑇𝑄𝑁𝑟𝑁 (4-48) 

where the parameters 𝑄 and 𝑅 are tuned as the preview and the LQSI controllers, as 

𝑄 = 106          𝑅 = 0.001 (4-49) 

The modified optimal tracking controller is slightly different from the conventional 

optimal tracking controller; the cost of the state, 𝑥𝑘𝑇𝑄𝑚𝑥𝑘, is added to the cost function 

as shown in Eqns. (4-50)–(4-51). 

𝐽 = 𝜙(𝑥𝑁,𝑢𝑁) +
1
2
��𝑥𝑘𝑇𝑄𝑚𝑥𝑘 + (𝐶𝑘𝑥𝑘 − 𝑟𝑘)𝑇𝑄(𝐶𝑘𝑥𝑘 − 𝑟𝑘) + 𝑢𝑘𝑇𝑅𝑢𝑘�
𝑁−1

𝑘=0

 (4-50) 

𝜙(𝑥𝑁,𝑢𝑁) = (𝐶𝑁𝑥𝑁 − 𝑟𝑁)𝑇𝑄𝑁(𝐶𝑁𝑥𝑁 − 𝑟𝑁) + 𝑥𝑁𝑇𝑄𝑚𝑁𝑥𝑁 
(4-51) 

A small 𝑄𝑚 can be used to prevent the state from diverging, and the value of 𝑄𝑚 

cannot be too large because it will affect the tracking performance. 

The control algorithms of the conventional and modified optimal tracking 

controller are almost the same; the differences between them are the Riccati equation 

and the boundary condition, as shown in Eq. (4-52). 

𝑆𝑘 = 𝐴𝑘𝑇𝑆𝑘+1(𝐴𝑘 − 𝐵𝑘𝐾𝑘𝑥) + 𝐶𝑘𝑇𝑄𝐶𝑘 + 𝑄𝑥     𝑆𝑁 = 𝐶𝑁𝑇𝑄𝑁𝐶𝑁 + 𝑄𝑥
 

(4-52) 

The parameters are tuned as 

𝑄𝑚 = �
0 0 0
0 0.001 0
0 0 0

�          𝑄 = 𝑄𝑁 = 106        𝑅 = 0.001
 

(4-53) 

Using the same COG height input as shown in Figure 4-10, the tracking results of 

the conventional and modified optimal tracking controllers are shown in Figure 4-13 

and Figure 4-14. 
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Figure 4-13. Results of optimal controller for tracking 

 
Figure 4-14. Results of modified optimal controller for tracking 

In Figure 4-13, the state, the COG position, diverges to infinity because the value 

of the COG position does not affect the value of the performance index. Thus the term, 

𝑥𝑘𝑇𝑄𝑚𝑥𝑘, is added to the performance index in the modified optimal controller for 

stabilizing the COG position. The COG trajectory and tracking results are very similar 

to the results of the LQSI controller as shown in Figure 4-14. The difference between 

the LQSI controller and the modified optimal controller is discussed in the following. 

In order to compare the controllers, some parameters in the performance index are 

defined as Eqns. (4-54) and (4-55). 

𝑄𝑚𝑆 = �
𝑄𝑆,11 𝑄𝑆,12 𝑄𝑆,13
𝑄𝑆,21 𝑄𝑆,22 𝑄𝑆,23
𝑄𝑆,31 𝑄𝑆,32 𝑄𝑆,33

�
 

(4-54) 

𝑄𝑚𝑀 = �
𝑄𝑀,11 𝑄𝑀,12 𝑄𝑀,13
𝑄𝑀,21 𝑄𝑀,22 𝑄𝑀,23
𝑄𝑀,31 𝑄𝑀,32 𝑄𝑀,33

� (4-55) 

where 𝑄𝑚𝑆 is the weighting matrix of the state-incremental cost term in Eq. (4-36), 

𝑄𝑚𝑀 is the weighting matrix of the state cost term in Eq. (4-50). From the performance 
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index in Eq. (4-36), 𝑄𝑆,11  and 𝑄𝑆,22 R  affect the first-order and the second-order 

difference of the COG position (i.e., the velocity and the acceleration). 𝑄𝑆,33 affects the 

change in the first-order difference (i.e., velocity) of the ZMP position. These three 

terms can be seen as the regulation weightings of the COG velocity, COG acceleration, 

and the ZMP velocity. On the other hand, from the performance index in Eq. (4-50), 

𝑄𝑀,11, 𝑄𝑀,22 and 𝑄𝑀,33 are the regulation weightings of the COG position, COG 

velocity, and ZMP position, respectively. 𝑄𝑀,11 and 𝑄𝑀,33 pull the COG trajectory 

and the ZMP trajectory to zero. So, when the center of the robot is not near the origin 

(zero), COG and ZMP cannot fit the desired trajectory well, with non-zero 𝑄𝑀,11 and 

𝑄𝑀,33. They must be zero for good tracking performance. The effect of 𝑄𝑀,11 and 

𝑄𝑀,33  are shown in Figure 4-15 and Figure 4-16 In these figures, the tracking 

performance weighting, 𝑄, and the input cost weighting, 𝑅, are the same as in Eq. 

(4-49) (i.e. 𝑄 = 106, 𝑅 = 0.001). The robot is assumed to be one meter (1000 mm) 

away from the origin. 

 
Figure 4-15. Modified optimal controller for tracking with different QM,11 

 
Figure 4-16. Modified optimal controller for tracking with different QM,33 
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In Figure 4-15, the parameters are set as below. 

𝑄𝑚𝑀 = �
𝑄𝑀,11 0 0

0 10 0
0 0 0

� (4-56) 

In Eq. (4-56), 𝑄𝑀,11, changes from 0 to 100. For a reasonable and nature walking 

pattern, the COG must converge to the desired ZMP when the robot stops; thus the only 

choice for the 𝑄𝑀,11 R is zero. 

The parameters in Figure 4-16 are set as  

𝑄𝑚𝑀 = �
0 0 0
0 10 0
0 0 𝑄𝑀,33

� (4-57) 

In Eq. (4-57), 𝑄𝑀,33, changes from 0 to 20000. ZMP deviation becomes larger 

with the increasing 𝑄𝑀,33. It is very important to have an accurate ZMP trajectory. For 

robust and stable walking, 𝑄𝑀,33 R must be zero. The other non-diagonal elements in 

𝑄𝑚𝑀 must also be zero, because they are the coupling terms of the COG position and 

the ZMP position. Thus, the only tunable parameter in 𝑄𝑚𝑀 is 𝑄𝑀,22. 

Compared with 𝑄𝑚𝑀, more characteristics of the control system can be tuned from 

tuning 𝑄𝑚𝑆  of the proposed LQSI controller. The cost of COG velocity, COG 

acceleration, and ZMP velocity can be tuned by 𝑄𝑆,11, 𝑄𝑆,22, and 𝑄𝑆,33, respectively. 

The other coupling terms in 𝑄𝑚𝑆 can also be tuned to change the characteristics of the 

control system. Tuning of 𝑄𝑆,33 R changes the sensitivity to the ZMP position change of 

the LQSI control system. Smoother ZMP trajectory provides a more stable and more 

human-like walking pattern. Eq. (4-58) gives the parameters of the LQSI controller in 

Figure 4-17. The weighting 𝑄𝑆,33 is set to tune the ZMP position change rate. 

𝑄𝑚𝑆 = �
10 0 0
0 0.1 0
0 0 106

� (4-58) 
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Figure 4-17. Result of tuning QS,33 

In Figure 4-17, the output ZMP is smoothed by setting 𝑄𝑆,33 = 106 in Eq. (4-58). 

4.5.2 Simulation Using Physical Model in ADAMS 

Using the same IK solver and simulation engine in chapter 3, the simulation of 

physical properties of the LQSI controller is verified. There are two simulations 

represented in this section. In the first simulation, the human-sized humanoid robot 

lowers its COG to avoid an obstacle and then step onto another block. In the second 

simulation, the small-sized humanoid robot walks through a more complex environment 

including a slope and several blocks with different height. The environment parameters 

and settings in ADAMS are shown in Table 4-1. The contact model is modeled as 

mass-spring-damper system with a very strong spring (108 N/m of stiffness). Penetration 

depth is the penetration which ADAMS/solver turns on full damping. 

Table 4-1: Environment parameters and settings in ADAMS 
Gravity acceleration 9810 mm/s2 

Stiffness (contact model) 108 N/m 

Damping (contact model) 104 N-sec/m 

Force exponent (contact model) 2.2 

Penetration depth (contact model) 0.1 mm 

Static friction coefficient 0.3 

Dynamic friction coefficient 0.3 
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During the first simulation, the robot must lower its COG to avoid its head hitting 

the red block, and raise its COG to step onto the green block. After passing the red 

block, the robot can recover the COG to the normal height. It is easy to accomplish this 

task with the static walking algorithm. Figure 4-18 shows the results of dynamic 

walking using the proposed LQSI controller. And Figure 4-19 shows the ZMP tracking 

results. 

 
Figure 4-18. Dynamic walking with LQSI controller in the first simulation 
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Figure 4-19. The ZMP tracking result in the first simulation 

In Figure 4-19, the red line is the reference input ZMP trajectory to the LQSI 

controller, and the dots are the measured ZMP in ADAMS. In the figure, the deviation 

of ZMP occurs when the swing leg touches the ground. In each step, after the impulse 

from the swing leg contacting the ground, the ZMP trajectory is tracked better. In the 

figure, it is observed that every step has an impulse when the swing leg contacts the 

ground. This is caused by the penetration of the contact model in ADAMS. In ADAMS 

simulation, the contacting objects penetrate each other. The penetration in the 

simulation is unavoidable. Thus, when the swing leg contacts the ground, the stance leg 

is slightly lower than the ground surface. The impacts in the simulation occurred 

because of this error of the estimated ground position. 
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At the position near 500mm in the sagittal direction, the robot slows its pace to 

prepare for stepping onto the green block. And then the robot goes onto the block 

successfully. Finally, the robot recovers its COG height and the first simulation ends.  

In the following is the second simulation. The robot must walk through a complex 

environment. This simulation is designed to test the performance of the proposed LQSI 

controller and the whole body inverse kinematics solver in ADAMS. The left part of 

Figure 4-20 shows the scene which the robot walks through in the second simulation. 

Firstly, the robot walks forward to the slope and then the robot rotates its swing foot to 

go onto the slope. After going onto the slope, the robot starts to prepare to walk onto the 

steps for going down. After doing this, the robot stops between the two square columns. 

The right part of Figure 4-20 shows 3D trajectories of COG and ZMP. The ZMP 

trajectory is generated along the footsteps that the robot follows. It swaps between left 

and right as the robot changes the support leg. The input COG height is also changing 

with the height of the surface of the scene. The horizontal COG trajectory (in x and y 

directions) is solved with the proposed LQSI controller.  

 
Figure 4-20. The scene and 3D COG/ZMP trajectories in the second simulation 
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Using the 3D COG trajectory and the trajectories of all end-effectors, all joint 

trajectories of the robot are generated and inputted to the robot model in ADAMS. The 

results shows that the robot can walk through the scene stably using the trajectory 

generated with the proposed LQSI controller as shown in Figure 4-21. 

 
Figure 4-21. Dynamic walking with LQSI controller in the second simulation 

4.5.3 Comparison of LQSI and Preview Controller Using ADAMS 

In this section, the ZMP tracking performance of the LQSI controller and the 

preview controller are compared with different COG height (Cz) input. The COG height 

trajectory is designed as Eq. (4-59). And the robot is walking on a flat floor without any 

obstacle. 

𝐶𝑧 = 200 + 𝐴𝑚𝑠𝑠𝑠(𝜔𝑑),         𝐴𝑚 = 30,         𝜔 = 0~16.713 (4-59) 

𝜔 in Eq. (4-59) is tuned to make the maximum Cz acceleration vary from 0 to 

8380mm/s2.  

The simulation in the section is mainly used to verify the performance of the 

controllers under varying COG height trajectory. Due to the speed limitation of real 

robot and in order to protect the robots from damage, large 𝜔 cannot be used in real 
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experiments. Thus in this section, only simulations are used to show the control 

performance of the LQSI controller under rapid COG height changing. The estimated 

maximum achievable 𝜔 of the robot in real experiment is about 2 rad/s. 

There are two reasons why the angular velocity is chosen to be the factor to 

compare the ZMP tracking performance. The first one is when we fix the 𝜔 to be 

2π/0.8 (the robot walks 0.8 seconds per step), the robot reaches its joint limit at 

𝐴𝑚 = 55. At this time, the maximum Cz acceleration is just 2171.3mm/s2. This cannot 

change the dynamics of Eqns. (4-3) and (4-4) too much from the average one. The 

second reason is that the acceleration term in Eqns. (4-3) and (4-4) plays an important 

role. If we set the Cz acceleration larger, the variation of the dynamics of the equation 

will also become larger. In ADAMS, the robot walks as shown in Figure 4-22, and the 

results are shown in Figure 4-23 to Figure 4-25. 

 

 
Figure 4-22. Walking on a plane with varying Cz  

Figure 4-23 shows the results that the robot walks without COG height change. In 

the figure, the LQSI controller and the preview controller have almost the same ZMP 

tracking performance. Figure 4-24 shows that the robot walks with COG height change, 
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the maximum Cz acceleration is 6000mm/s2. Because of the modeling error of the 

preview control, the error of ZMP tracking is larger. Figure 4-25 shows the relationship 

between the average ZMP tracking error and the maximum Cz acceleration. 

 
Figure 4-23. Angular velocity ω = 0 

 
Figure 4-24. Angular velocity ω = 4.5π 

 
Figure 4-25. Average ZMP error under different maximum Cz acceleration 

In the figure, the average ZMP tracking error grows as the max Cz acceleration 

grows. The value grows faster as the Cz acceleration approaches to the gravitational 

acceleration. With the LQSI controller, the robot falls down when the maximum Cz 

acceleration is larger than 8337 mm/s2. On the other hand, with the preview controller, 
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the robot falls down when the maximum Cz acceleration is larger than 6680 mm/s2. By 

considering the Cz change, the LQSI controller can sustain larger maximum Cz 

acceleration and has smaller average ZMP tracking error than the preview controller. 

4.5.4 Computation Complexity of the LQSI Controller 

In this section, the LQSI controller is implemented on a PC with Intel Core2 Duo 

E8400 processor, 32bit Windows XP. The C++ compiler is Microsoft Visual Studio 

2005. Optimal controllers have a common problem that the feed-forward gain and the 

feedback gain in the future should be recalculated if any state matrix changes. Since the 

calculation is a recursive process, the computation load is too heavy for online 

computation on low cost micro-controllers or embedded systems. However, due to the 

improvement of technology, implementation of online optimal control becomes possible 

on PC-based solutions. In Table 4-2, the average computation time of the LQSI 

controller and the preview controller are compared. We use inline assembly to construct 

a matrix operation library to optimize add, minus and multiply operations of both 

controllers. And the matrix inversion is done by using open source library CLAPACK 

[155]. 

Table 4-2: Average computation time of the controllers using C++ 
 LQSI Preview 

Initialization/ 
memory allocation 

Only once Only once 
0.68ms 0.06ms 

Calculation of feedback 
and feed-forward gains 

Re-plan for change of 
state matrix 

Only once 

0.86ms 0.038ms 

In Table 4-2, the minimum required future input lengths are used, 1.9 seconds for 

the LQSI controller and 1.6 seconds for the preview controller. We choose the sampling 

time of the control system as 5ms to test the computation speed of the control 

algorithms. The computation of LQSI controller is much heavier than the preview 
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controller. All the control gains of the preview controller need to be calculated only 

once because it is a time invariant controller. On the other hand, from Eqns. (4-32) and 

(4-33), both 𝑆𝑘 and 𝑣𝑘 are relevant to the state matrices and only 𝑣𝑘 is relevant to 

the reference ZMP input. If the reference ZMP input is changed in lateral or sagittal 

directions, 𝑣𝑘 will be changed. In this case, no re-plan of control gains is needed 

because the state matrices and the preview gain are calculated before. But if we change 

the COG height or the ZMP height trajectory, all the state matrices and the control gains 

should be recalculated and the time required is 0.86ms. Table 4-3 shows the comparison 

of computation time of re-planning for different situations among learning algorithm, 

the LQSI controller, and the preview controller. 

Table 4-3: Comparison of computation time of re-planning for different situations 
 Learning LQSI Preview 

Need of 
Training/database 

Yes No No 

Real-time on 
micro-controller or 
embedded systems 

No No Yes 

Real-time on 
PC/notebook 

No Yes Yes 

Memory usage 
(double precision) 

100~10000Kbytes  
or more 

220Kbytes 0.4Kbytes 

Order of time for 
initialization 

Offline training < 1ms < 0.1ms 

Order of time for 
re-planning 

Offline training < 1ms 
Doesn’t need 
re-planning 

Cz changeable Yes Yes Slightly changeable 

Although the Cz is changeable when using learning algorithm to generate walking 

patterns, the computation is too heavy to be real-time. The memory usage is also huge. 

The LQSI controller can be regarded as the time varying version of the preview 

controller. Its computation load and memory usage is much larger than the preview 



 
80 

 

control but can still be processed within 1ms for each re-planning. From the 

implementation result using C++, real-time control with the LQSI controller can be 

achieved on PC or notebook. Although the preview control requires less memory and 

computation power, its capability to handle variable Cz is limited. 

4.6 Summary 

In this chapter, LQSI control is proposed to provide a more versatile walking 

pattern generator. It solves the sagittal and lateral COG trajectories with the input 

trajectories, vertical COG and ZMP in a 3D space. With the arbitrarily assigned Cz 

trajectory, the robot does not have to stop walking in order to change its COG height. 

Real-time dynamic walking with arbitrary COG height trajectory is thereby achieved. 

While using the calculated feedback gains in the LQSI algorithm, we need to know 

the values of the states (COG position, COG velocity, and ZMP position). The present 

ZMP position can be calculated by force sensors on the robot’s legs, but the COG states 

must be estimated. In this chapter, we have discussed the COG state values obtained 

directly from the iterations of the state-space model, where the only feedback is the 

ZMP position. In future investigations, observers or estimators should be designed for 

more accurate COG states in order to improve the performance of ZMP tracking. 

The LQSI controller can also be used for reducing the torques on the robot’s legs, 

especially on knee joints because the robot does not have to bend its knees to keep the 

COG height constant. In chapter 5, a method that can optimize the COG height 

trajectory is proposed and verified. 
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Chapter 5 Optimized 3D COG trajectory 

Generation 

Many recent methods have achieved stable walking patterns for biped robots, but 

discussions about their optimization are relatively scarce. In this chapter, a COG 

trajectory optimization method is proposed to minimize the weighted cost of torque and 

joint limit (performance index) of the robot. The COG height trajectory is updated and 

optimized by calculating the derivative of the performance index with respect to COG 

height. To achieve this, the derivative of the Newton-Euler dynamics is also derived. 

The proposed LQSI controller in chapter 4 can optimize the COG trajectories in sagittal 

and lateral directions with the updated COG height trajectory in each COG height 

training iteration. The COG height training results show that the proposed method can 

reduce the joint torque of the robot when walking, and generate a more human-like 

walking pattern. 

5.1 Introduction 

In recent years, the humanoid robot has become a popular research topic. Such 

robots use more complex multi-axis control systems than mobile robots do. They also 

have to overcome the problem of stability while walking; they are, however, adaptable 

to many more terrain types. Many different approaches have been proposed to achieve 

stabile walking. Some are successful and well known, such as ASIMO [26][110][126], 

the HRP series [56][57][59], WABIAN [40], PETMAN, and HUBO [16]. Their 

research topics cover a very broad area, including motion control and trajectory 
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generation [39], path and motion planning [1][63], human-robot interaction [6][143], 

and mechanical design [1][98] among many interesting topics. 

Many researchers have devised walking pattern generation algorithms. The most 

used methods employ the COG/ZMP (Center of Gravity/Zero Moment Point) equations 

and inverted pendulum model. Early researchers focused on constant Cz (linear inverted 

pendulum model or cart-table model) for walking pattern generation, and the preview 

control method [47][48] is widely used in many studies to solve linear inverted 

pendulum problems. 

More and more methods have recently been proposed that involve the use of 

changeable Cz to generate the walking pattern, as mentioned in section 4.1. The 

non-constant Cz trajectory means that the inverted pendulum problem is nonlinear. The 

solution to the varying Cz problem is solved, but the optimization of the Cz trajectory 

remains relatively little discussed. For the same robot model, if the Cz trajectory is well 

defined, the gait of the robot will be more human-like and energy-saving than the 

walking gaits with arbitrarily assigned Cz trajectories. In this dissertation, LQSI 

controller in chapter 4 is used to solve the nonlinear inverted pendulum problem, and 

the Cz trajectory is optimized by minimizing the performance index with the derivative 

of the Newton-Euler dynamics in this chapter. Note that, there are many aspects to make 

the walking pattern more natural and more energy-saving. The proposed method is used 

for the walking patterns for non-passive robots since the energy consumptions of each 

active-controlled robot joints are directly relative to the currents passing through the 

motors. And the currents passing through the motors are directly relative to the joint 

torques. 

The rest of this chapter is organized as follows. Section 5.2 introduces the 

performance index and optimization procedure. In section 5.3, the derivative of the 
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basic vectors and the Newton-Euler dynamics with respect to Cz is derived. All the 

required parameters used to optimize the performance index in section 5.2 can be found 

in section 5.3. Section 5.4, presents and discusses the parameter setting and training. 

Finally, section 5.5 summarizes this chapter and shows the conclusions and future 

works.  

5.2 Goal and Procedure of Optimization 

The optimization of COG trajectory in sagittal and lateral (x and y) directions in 

the world coordinates is described in chapter 4. In order to achieve optimized 3D COG 

trajectory generation for more natural and energy-saving walking pattern, the 

optimization of COG trajectory in z direction is discussed in the following. 

5.2.1 Performance Index 

The performance index for COG trajectory optimization in z direction is chosen as 

Eq. (5-1). It is minimized by updating the Cz trajectory using the method proposed in 

this chapter. 

𝑃𝑘 =
1
2
�𝑊𝜏,𝑗𝜏𝑗2
𝑠

𝑗=1

+
1
2
�𝑊𝜃,𝑗𝐻𝑗2
𝑠

𝑗=1

 (5-1) 

The performance index is non-dimensionalized with the weightings 𝑊𝜏,𝑗  and 

𝑊𝜃,𝑗, where 𝑊𝜏,𝑗 denotes the weighting of the joint torque cost of the jth joint, 𝑊𝜃,𝑗 

denotes the weighting of the joint limit cost of the jth joint, τ denotes the joint torque 

and the 𝐻2 denotes the joint limit cost, as Eq. (5-2). The suffix 𝑘 denotes the kth 

sampling point of the Cz trajectory. 

𝐻𝑗2 =
1

�𝜃𝑀𝑠𝑚,𝑗 − 𝜃𝑗�
2
�𝜃𝑗 − 𝜃𝑚𝑖𝑠,𝑗�

2 (5-2) 

𝜃𝑀𝑠𝑚,𝑗 and 𝜃𝑚𝑖𝑠,𝑗 denote the upper and lower joint limits of the jth joint. When 

the joint angle approaches the joint limit, 𝐻2 will become larger and larger to prevent 

the robot from reaching its joint limit. 
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5.2.2 Optimization Procedure 

To minimize the performance index by updating Cz trajectory, its derivative with 

respect to Cz must be found, as shown in Eq. (5-3). 

𝑑𝑃𝑘
𝑑𝐶𝑧

= �𝑊𝜏,𝑗
𝑑𝜏𝑗
𝑑𝐶𝑧

𝜏𝑗

𝑠

𝑗=1

+
1
2
�𝑊𝜃,𝑗

𝑑𝐻𝑗
𝑑𝐶𝑧

𝐻𝑗

𝑠

𝑗=1

 (5-3) 

To calculate Eq. (5-3), the Newton-Euler dynamics and its derivative with respect 

to Cz are required, as shown in section 2.4 and section 5.3. The COG-height-updating 

equation is shown as 

𝐶𝑧,𝑠𝑠𝑚𝑜 = 𝐶𝑧,𝑐𝑢𝑜𝑜𝑠𝑠𝑜 − 𝜂
𝑑𝑃
𝑑𝐶𝑧

 (5-4) 

where 𝐶𝑧,𝑠𝑠𝑚𝑜 and 𝐶𝑧,𝑐𝑢𝑜𝑜𝑠𝑠𝑜 denote the COG height trajectory in the next and current 

iteration, η denotes the learning rate, and 𝑑𝑃/𝑑𝐶𝑧 denotes the trajectory of 𝑑𝑃𝑘/𝑑𝐶𝑧 

for all sampling points. The COG height optimization procedure is shown in Figure 5-1. 

 
Figure 5-1. Procedure for optimizing COG height trajectory 
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The COG-height-optimization procedure starts with an original 𝐶𝑧 trajectory. It is 

simply assigned as a constant. The second step is to solve the COG trajectory in the 

sagittal (x) and lateral (y) directions, using the proposed LQSI controller. At this step, 

the COG trajectories of all three axes (x, y, and z) are all available. In the third step, the 

3D COG trajectory and the trajectories of the end-effectors (such as that of the swing 

leg) are used to solve IK and thus find all the joint-angle trajectories for walking. In the 

fourth step, with the joint-angle trajectories known, Newton-Euler dynamics [21] can be 

found as Eqns. (2-19)-(2-28). After calculating the Newton-Euler dynamics, the 

concepts of Jacobian matrix and pseudoinverse are used to find the derivatives of the 

basic variables and Newton-Euler dynamics with respect to Cz. In the final step, the 

derivative of the performance index can be calculated with the variables calculated in 

steps 2-5 above, and Cz trajectory is updated as Eq. (5-4). Because numerical 

differentiation is used in step 5, the input trajectories of the end-effectors of the robot 

for solving IK in step 3 must be smooth and differentiable. To achieve this, all 

interpolations of the end-effector trajectories are performed using polynomial functions. 

5.3 The Derivatives with Respect to COG Height 

To find the derivatives, it is first necessary to find the derivatives of the basic 

elements. Chapter 4 describes the use of the proposed LQSI solver and inverted 

pendulum model, of the COG optimized trajectories in the sagittal and lateral directions; 

these need to be known first as they will change with the Cz input to the solver. Section 

5.3.1 describes the change of the horizontal COG (sagittal and lateral) trajectory 

generated by LQSI controller with respect to the change of the vertical COG trajectory 

(Cz trajectory). The derivatives of the joint z-axis vector z and the link vector r are 

derived in section 5.3.2. The Newton-Euler dynamics is also described in chapter 2. 
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These results allow the calculation of the derivatives of Newton-Euler dynamics with 

respect to Cz change, as described in this section. 

5.3.1 Horizontal COG Change with Respect to Vertical COG Change 

As shown in chapter 4, Eqns. (4-24)–(4-35) enable the generation of the COG 

walking pattern in both sagittal and lateral directions. Based on the results from chapter 

4, in order to find the deviation under unit Cz change, a small constant deviation is 

added to the original Cz trajectory, as shown in Eq. (5-5). 

𝐶𝑧,𝑠𝑠𝑜𝑜𝑢𝑜𝑜𝑠𝑒(𝑑) = 𝐶𝑧,𝑜𝑜𝑖𝑠𝑖𝑠𝑠𝑙(𝑑) + ∆𝐶𝑧(𝑑) (5-5) 

Given the perturbed and original Cz trajectories, two sets of sagittal and lateral 

COG trajectories can be generated. The deviation under unit Cz change of the COG 

trajectories in sagittal and lateral direction can be found by comparing the perturbed and 

the original trajectories, as shown in Eqns. (5-6) and (5-7). 

𝑑𝐶𝑚
𝑑𝐶𝑧

=
1
∆𝐶𝑧

�𝐶𝑚,𝑠𝑠𝑜𝑜𝑢𝑜𝑜𝑠𝑒 − 𝐶𝑚,𝑜𝑜𝑖𝑠𝑖𝑠𝑠𝑙� (5-6) 

𝑑𝐶𝑦
𝑑𝐶𝑧

=
1
∆𝐶𝑧

�𝐶𝑦,𝑠𝑠𝑜𝑜𝑢𝑜𝑜𝑠𝑒 − 𝐶𝑦,𝑜𝑜𝑖𝑠𝑖𝑠𝑠𝑙� (5-7) 

To find the all the derivatives with respect to COG position, it is important to find 

the joint angle change of all joints with respect to the COG position change, and this is 

accomplished by using the pseudoinverse matrix, as shown in Eqns. (5-8)–(5-10). 

𝐽𝐶𝑚+ = 𝐽+[0 0 ⋯ 0 1 0 0]𝑇 (5-8) 

𝐽𝐶𝑦+ = 𝐽+[0 0 ⋯ 0 0 1 0]𝑇
 

(5-9) 

𝐽𝐶𝑧+ = 𝐽+[0 0 ⋯ 0 0 0 1]𝑇
 

(5-10) 

Eqns. (5-8)–(5-10) show the joint angle change of all joints for unit COG position 

change in each direction. These intermediate variables are important for the derivations 

described in the following sections in this chapter. 

The deviation of joint angles for unit Cz change is the resultant of the effects of the 

COG position change in all three directions, as shown in Eq. (5-11). 
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Using Eqns. (5-8)–(5-10), (5-11) can be rewritten as Eq. (5-12). 
𝑑𝜃
𝑑𝐶𝑧

=
𝑑𝐶𝑚
𝑑𝐶𝑧

𝐽𝐶𝑥
+ +

𝑑𝐶𝑦
𝑑𝐶𝑧

𝐽𝐶𝑦
+ + 𝐽𝐶𝑧

+  (5-12) 

Eq. (5-12) shows that the derivative of the joint angles is the summation of the 

COG deviation in each direction multiplied by the corresponding column of the 

pseudoinverse matrix. 

5.3.2 Derivatives of Basic Vectors 

The time series of joint angles can be obtained by using the IK solver. To find the 

joint speeds and joint accelerations, fourth order numerical differentiation is used, as 

shown in Eq. (5-13). 

𝑑
𝑑𝑑
𝑓𝑠 =

𝑓𝑠−2 − 8𝑓𝑠−1 + 8𝑓𝑠+1 − 𝑓𝑠+2
12ℎ

+ 𝑂(ℎ4) (5-13) 

𝑓 denotes an arbitrary variable, ℎ denotes the time interval and 𝑝 denotes the 

𝑝th sample in the series. Eq. (5-13) is the numerical method used to find the velocity 

and the acceleration of the joint angle, as shown in Eqns. (5-14) and (5-15), where Δ𝑑 

denotes the sampling time of the joint trajectory. 

𝜃̇𝑠 ≈
𝜃𝑠−2 − 8𝜃𝑠−1 + 8𝜃𝑠+1 − 𝜃𝑠+2

12∆𝑑
= 𝑉�𝜃𝑠� (5-14) 

𝜃̈𝑠 ≈
𝜃̇𝑠−2 − 8𝜃̇𝑠−1 + 8𝜃̇𝑠+1 − 𝜃̇𝑠+2

12∆𝑑
= 𝐴�𝜃𝑠� (5-15) 

Eq. (5-12) is an n-by-1 column vector and is rewritten as Eq. (5-16). 
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 (5-16) 

𝑑𝜃𝑖/𝑑𝐶𝑧 denotes the ith element of 𝑑𝜃/𝑑𝐶𝑧, it is the ith joint angle change under 

unit Cz change. Because the joint velocity is approximated as a linear combination of 

the joint angle, the derivative of joint velocity with respect to the Cz can be written as 

Eq. (5-17). It can also be rewritten as Eq. (5-18). 
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𝑑𝜃̇𝑠
𝑑𝐶𝑧

≈
1

12∆𝑑
�
𝑑𝜃𝑠−2
𝑑𝐶𝑧

− 8
𝑑𝜃𝑠−1
𝑑𝐶𝑧

+ 8
𝑑𝜃𝑠+1
𝑑𝐶𝑧

−
𝑑𝜃𝑠+2
𝑑𝐶𝑧

�  (5-17) 

𝑑𝜃̇
𝑑𝐶𝑧

= �𝑑𝜃̇1
𝑑𝐶𝑧

𝑑𝜃̇2
𝑑𝐶𝑧

⋯
𝑑𝜃̇𝑠
𝑑𝐶𝑧

�
𝑇

 (5-18) 

From Eq. (5-16), the total derivatives of 𝑧 and 𝑟 vectors can be expressed as 

Eqns. (5-19) and (5-20). 

𝑑𝑧𝑖
𝑑𝐶𝑧

= ��
𝑑𝑧𝑖
𝑑𝜃𝑘

𝑑𝜃𝑘
𝑑𝐶𝑧

�
𝑖−1

𝑘=1

= ��(𝑧𝑘 × 𝑧𝑖)
𝑑𝜃𝑘
𝑑𝐶𝑧

�
𝑖−1

𝑘=1

 

𝑑𝑧𝑖
𝑑𝜃𝑘

= 0�⃑ ,    𝑘 ∈ {𝑠, 𝑠 + 1,⋯ ,𝑠} 

(5-19) 

𝑑𝑟𝑖
𝑑𝐶𝑧

= ��
𝑑𝑟𝑖
𝑑𝜃𝑘

𝑑𝜃𝑘
𝑑𝐶𝑧

�
𝑖

𝑘=1

= ��(𝑧𝑘 × 𝑟𝑖)
𝑑𝜃𝑘
𝑑𝐶𝑧

�
𝑖

𝑘=1

 

𝑑𝑟𝑖
𝑑𝜃𝑘

= 0�⃑ ,    𝑘 ∈ {𝑠 + 1, 𝑠 + 2,⋯ ,𝑠} 

(5-20) 

As shown in Figure 2-4, the rotation of joint i changes only the position and 

orientation of the joint i+1 to joint n. All joints movements from joint 1 to joint i–1 

change the status of joint i. Thus in Eq. (5-19), the summation starts at joint 1 and ends 

at joint i–1. This is why the total, rather than the partial, derivative is used here. The 

cross-product with 𝑧𝑘 means that the vector changes under unit rotation along the 𝑧𝑘 

vector. In Eq. (5-20), the summation stops at joint i because the vector 𝑟𝑖 is the position 

vector from joint i to joint i+1. It will be affected by the rotation of the ith joint. 

5.3.3 Derivatives of Newton-Euler Dynamics 

With the derivations in section 2.4, all the variables of in both forward and 

backward calculations can be found. The derivatives of angular velocity, velocity, 

angular acceleration, and acceleration with respect to the Cz change can be found using 

chain rule, as shown in Eqns. (5-21)–(5-24). 

𝑑𝜔��⃑ 𝑖
𝑑𝐶𝑧

=
𝑑𝜔��⃑ 𝑖−1
𝑑𝐶𝑧

+
𝑑𝑧𝑖
𝑑𝐶𝑧

𝜃̇𝑖 + 𝑧𝑖
𝑑𝜃̇𝑖
𝑑𝐶𝑧

 (5-21) 
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𝑑𝑣⃑𝑖+1
𝑑𝐶𝑧

=
𝑑𝑣⃑𝑖
𝑑𝐶𝑧

+
𝑑𝜔��⃑ 𝑖
𝑑𝐶𝑧

× 𝑟𝑖 + 𝜔��⃑ 𝑖 ×
𝑑𝑟𝑖
𝑑𝐶𝑧

 (5-22) 

𝑑𝛼⃑𝑖
𝑑𝐶𝑧

=
𝑑𝛼⃑𝑖−1
𝑑𝐶𝑧

+
𝑑𝑧𝑖
𝑑𝐶𝑧

𝜃̈𝑖 + 𝑧𝑖
𝑑𝜃̈𝑖
𝑑𝐶𝑧

+ 

                              
𝑑𝜔��⃑ 𝑖
𝑑𝐶𝑧

× 𝑧𝑖𝜃̇𝑖 + 𝜔��⃑ 𝑖 ×
𝑑𝑧𝑖
𝑑𝐶𝑧

𝜃̇𝑖 + 𝜔��⃑ 𝑖 × 𝑧𝑖
𝑑𝜃̇𝑖
𝑑𝐶𝑧

 
(5-23) 

𝑑𝑎⃑𝑖+1
𝑑𝐶𝑧

=
𝑑𝑎⃑𝑖
𝑑𝐶𝑧

+
𝑑𝛼⃑𝑖
𝑑𝐶𝑧

× 𝑟𝑖 + 𝛼⃑𝑖 ×
𝑑𝑟𝑖
𝑑𝐶𝑧

+ 
𝑑𝜔��⃑ 𝑖
𝑑𝐶𝑧

× (𝜔��⃑ 𝑖 × 𝑟𝑖) + 

𝜔��⃑ 𝑖 × �
𝑑𝜔��⃑ 𝑖
𝑑𝐶𝑧

× 𝑟𝑖� + 𝜔��⃑ 𝑖 × �𝜔��⃑ 𝑖 ×
𝑑𝑟𝑖
𝑑𝐶𝑧

� 
(5-24) 

From the equations above, the derivatives of force and torque can be found as Eqns. 

(5-25) and (5-26). 

𝑑𝑓𝑖+1
𝑑𝐶𝑧

=
𝑑𝑓𝑖
𝑑𝐶𝑧

+ 𝑚𝑖
𝑑𝑎⃑𝑖
𝑑𝐶𝑧

 (5-25) 

𝑑𝜏𝑖+1
𝑑𝐶𝑧

=
𝑑𝜏𝑖
𝑑𝐶𝑧

+
𝑑𝐼𝑖
𝑑𝐶𝑧

𝛼⃑𝑖 + 𝐼𝑖
𝑑𝛼⃑𝑖
𝑑𝐶𝑧

+
𝑑𝜔��⃑ 𝑖
𝑑𝐶𝑧

× (𝐼𝑖𝜔��⃑ 𝑖) + 

                           𝜔��⃑ 𝑖 × �
𝑑𝐼𝑖
𝑑𝐶𝑧

𝜔��⃑ 𝑖� + 𝜔��⃑ 𝑖 × �𝐼𝑖
𝑑𝜔��⃑ 𝑖
𝑑𝐶𝑧

� −
𝑑𝑟𝑖→𝑖
𝑑𝐶𝑧

× 𝑓𝑖 − 

                        𝑟𝑖→𝑖 ×
𝑑𝑓𝑖
𝑑𝐶𝑧

+
𝑑𝑟𝑖→𝑖+1
𝑑𝐶𝑧

× 𝑓𝑖+1 + 𝑟𝑖→𝑖+1 ×
𝑑𝑓𝑖+1
𝑑𝐶𝑧

 

(5-26) 

Recall Eq. (2-2), to find the derivative of the inertia matrix in world coordinates, 

the rotation matrix 𝑅0,𝑖 in the DH homogeneous matrix is rewritten as Eq. (5-27). 

𝑇0,𝑖 = �𝑅0,𝑖 𝐷0,𝑖
0 1

� (2-2) 

𝑅0,𝑖 = 𝑅0,1𝑅1,2𝑅2,3 ⋯𝑅𝑖−1,𝑖 (5-27) 

where 𝑅𝑖−1,𝑖 denotes the rotation part in each homogeneous matrix; it represents the 

rotation from the (i-1)th to the ith joint. Using Eq. (5-27) and recall Eq. (2-32), the 

inertia matrix represented in the world coordinate can be written as Eq. (5-28). 

𝐼𝑖 = 𝑅0,𝑖𝐼0,𝑖𝑅0,𝑖
𝑇  (2-32) 

𝐼𝑖 = 𝑅0,1𝑅1,2𝑅2,3⋯𝑅𝑖−1,𝑖𝐼0,𝑖𝑅𝑖−1,𝑖
𝑇 ⋯𝑅2,3

𝑇 𝑅1,2
𝑇 𝑅0,1

𝑇  (5-28) 

Eq. (5-28) enables the derivative of the inertia matrix in world coordinates to be 

found with Eqns. (5-29)–(5-31). 
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𝑑𝑑𝑖
𝑑𝐶𝑧

=
𝑑𝑅0,𝑖

𝑑𝐶𝑧
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𝑇 + 𝑅0,𝑖𝐼0,𝑖
𝑑𝑑0,𝑖

𝑇

𝑑𝐶𝑧

= ��
𝑑𝑅0,𝑖

𝑑𝜃𝑘
𝑑𝜃𝑘
𝑑𝐶𝑧
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𝑇

𝑖
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+ 𝑅0,𝑖𝐼0��
𝑑𝑅0,𝑖

𝑇

𝑑𝜃𝑘
𝑑𝜃𝑘
𝑑𝐶𝑧

�
𝑖

𝑘=1

                
(5-29) 

𝑑𝑅0,𝑖

𝑑𝐶𝑧
= 𝑅0,1𝑅1,2 ⋯

𝑑𝑑𝑘−1,𝑘

𝑑𝜃𝑘
⋯𝑅𝑖−2,𝑖−1𝑅𝑖−1,𝑖 (5-30) 

𝑑𝑅0,𝑖
𝑇

𝑑𝐶𝑧
= 𝑅𝑖−1,𝑖

𝑇 𝑅𝑖−2,𝑖−1
𝑇 ⋯

𝑑𝑅𝑘−1,𝑘
𝑇

𝑑𝜃𝑘
⋯𝑅1,2

𝑇 𝑅0,1
𝑇

 (5-31) 

5.4 Training Results 

With the procedure of Figure 5-1, the training starts from a constant Cz trajectory 

and the parameters of walking are set as Table 5-1. 

Table 5-1. Parameters of Walking 

Stride length 100 mm 

Step height  30 mm 

Step time (each stride)   2.0 s 

Double support phase (DSP)   0.4 s 

Single support phase (SSP)   1.6 s 

Sampling time 0.005 s 

When the robot is standing on both feet, it is said to be in the double support phase 

(DSP) of its stride, whereas it has only one foot on the ground during the single support 

phase (SSP). Sampling time is the interval between each time point. 

The weightings of joint torque and joint limit in DSP and SSP are set as shown in 

Table 5-2. The directions of pitch, roll, and yaw are defined in Figure 2-4. The proposed 

robot has three joints in each hip, one in each knee, and two in each ankle. The hip can 

move in all pitch, roll, and yaw directions, the knee joint only in pitch direction, and the 

ankle joint can move in both pitch and roll directions. 
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To achieve a more natural walking pattern, the robot knee joint must not bend too 

much, so the weightings of the knee joint are larger than those of the other joints under 

all conditions. In SSP, the torque weighting of the knee joint of stance leg is 0.9wa (wa 

= 0.05). It is larger and more important than the weightings of the other joints. None of 

the swing leg joints takes much torque, so their weightings are all 0.1wa. In DSP, both 

legs support the robot, so the torque weighting of each knee, the most important of all 

the joints, is 0.5wa. Because the all the joint limits are the same during both SSP and 

DSP, the joint-limit weightings remain the same throughout. To allow for the 

human-like knee-stretching motion, the knee must approach its joint limit, and, in order 

to prevent a singularity when solving IK, its joint-limit weighting is larger than the 

weightings for the other joints, at 1.0wb (wb = 22.5). 
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Table 5-2. Torque and joint-limit weightings for all joints 

Axis 
DSP 

(torque) 
wa = 0.05 

SSP (left support) 

(torque) 
wa = 0.05 

SSP (right support) 

(torque) 
wa = 0.05 

DSP & SSP 

(joint limit) 
wb = 22.5 

Left Hip Yaw Wτ,1 0.10wa Wτ,1 0.10wa Wτ,1 0.10wa Wθ,1 0.10wb 

Left Hip Roll Wτ,2 0.30wa Wτ,2 0.40wa Wτ,2 0.10wa Wθ,2 0.15wb 

Left Hip Pitch Wτ,3 0.30wa Wτ,3 0.70wa Wτ,3 0.10wa Wθ,3 0.20wb 

Left Knee Pitch Wτ,4 0.50wa Wτ,4 0.90wa Wτ,4 0.10wa Wθ,4 1.00wb 

Left Ankle Pitch Wτ,5 0.30wa Wτ,5 0.70wa Wτ,5 0.10wa Wθ,5 0.20wb 

Left Ankle Roll Wτ,6 0.30wa Wτ,6 0.40wa Wτ,6 0.10wa Wθ,6 0.15wb 

Right Hip Yaw Wτ,7 0.10wa Wτ,7 0.10wa Wτ,7 0.10wa Wθ,7 0.10wb 

Right Hip Roll Wτ,8 0.30wa Wτ,8 0.10wa Wτ,8 0.40wa Wθ,8 0.15wb 

Right Hip Pitch Wτ,9 0.30wa Wτ,9 0.10wa Wτ,9 0.70wa Wθ,9 0.20wb 

Right Knee Pitch Wτ,10 0.50wa Wτ,10 0.10wa Wτ,10 0.90wa Wθ,10 1.00wb 

Right Ankle Pitch Wτ,11 0.30wa Wτ,11 0.10wa Wτ,11 0.70wa Wθ,11 0.20wb 

Right Ankle Roll Wτ,12 0.30wa Wτ,12 0.10wa Wτ,12 0.40wa Wθ,12 0.15wb 
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Figure 5-2. The COG height training results 

The training result is shown in Figure 5-2. Training occurs over 2 ~ 6 s, during 

which two strides are taken (one with each leg). The Cz curve converges at the 1200th 

iteration (cost change rate is less than 0.00001%). The plot of the total cost to the 

number of iterations is shown in Figure 5-3. 

The Cz trajectory can be divided into several regions, described as follows: 

a. Initial phase: the robot moves all joints from home position to the initial 
configuration. 

b. DSP: the robot switches from initial configuration to left support phase. 
c. SSP: the left leg supports the robot and the right leg is the swing leg. 
d. DSP: the robot switches from left support to right support. 
e. SSP: the right leg supports the robot and the left leg is the swing leg. 
f. DSP: the robot switches from right support to double support, preparing 

to stop walking. 
g. Ending phase: the robot stops walking and the iteration ends. 

In Figure 5-2, the Cz trajectory rises as the robot raises its leg in SSP. In DSP, the 

robot is shifting from left to right (or right to left) support. In these two strides, although 

the robot lacks a toe mechanism, the training result shows a COG height trajectory 

similar to a human’s [33][67][149]. The proposed algorithm can be used on humanoid 

robots with toe and heel mechanisms in the future. With toe and heel mechanisms, the 
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joint-limit cost will be smaller during the DSP of the walking period. This will make the 

trained Cz trajectory smoother and higher during DSP. 

 
Figure 5-3. Cost against iterations 

 
Figure 5-4. non-dimensionalized cost with different constant COG height 

In Figure 5-3, τ2 cost and H2 cost denote the summation of the torque cost and the 

joint-limit cost for each iteration. τ2 + H2 cost is the total cost. It converges at the 1200th 

iteration. To reduce torque cost, the robot must stretch its leg during walking, but as this 

means it must approach its joint limit, the cost of joint limit increases. The torque cost 

of the joints is directly relative to the Cz trajectory and the joint angles of the robot. The 
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straighter the legs when walking, the smaller the torque cost will be. Figure 5-4 shows 

the non-dimensionalized cost of the walking pattern with different constant input Cz 

trajectory. 

In Figure 5-4, the red line shows the cost when the robot walks with the optimized 

Cz trajectory. The blue line shows the total cost using constant Cz trajectory. The total 

cost reduces as the constant Cz value increases in the beginning. When the constant Cz 

value exceeds 500mm, some joints of the robot reach their limits. This causes the rapid 

increment of the joint limit cost, thus the total cost become higher although the torque 

cost becomes lower, as shown in Figure 5-5. Compared with the constant Cz trajectory, 

the optimized Cz trajectory can keep higher position and have lower cost. In Figure 5-4, 

the average height of the optimized COG trajectory is 507.3mm and results in the cost 

value of the red line. The blue curve stops at 503mm constant Cz since the robot reaches 

the joint limit. 

 
Figure 5-5. Torque, joint limit, and total cost with different constant Cz 

In the following, the joint angle and joint torque trajectories of the robot are 

discussed. The trajectories are shown in Figure 5-6–Figure 5-17. 
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Figure 5-6. Angle trajectory of the knee pitch joint 

 
Figure 5-7. Torque trajectory of the knee pitch joint 

 
Figure 5-8. Angle trajectory of the hip pitch joint 
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Figure 5-9. Torque trajectory of the hip pitch joint 

 
Figure 5-10. Angle trajectory of the hip roll joint 

 
Figure 5-11. Torque trajectory of the hip roll joint 
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Figure 5-12. Angle trajectory of the hip yaw joint 

 
Figure 5-13. Torque trajectory of the hip yaw joint 

 
Figure 5-14. Angle trajectory of the ankle pitch joint 
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Figure 5-15. Torque trajectory of the ankle pitch joint 

 
Figure 5-16. Angle trajectory of the ankle roll joint 

 
Figure 5-17. Torque trajectory of the ankle roll joint 
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Because the trajectories of angle and torque are very similar for each leg, only 

those for the left leg are shown in Figure 5-6–Figure 5-17, covering the initial phase, 

double support phase (DSP), swing phase and support phase (both SSP). 

The discussion below looks at two aspects depicted in Figure 5-6–Figure 5-17: the 

movement directions of the joints (pitch, roll, and yaw), and the different support phases 

(swing, support and double support). 

The three pitch axes in the hip, knee, and ankle change significantly with the COG 

height training iterations because they are directly related to the COG height. With the 

training iterations, the joint angle becomes smaller and smaller, so that the robot leg 

becomes straighter and straighter when walking. The joint torque values of these axes 

also become smaller. In the hip and the ankle joints, however, the joint torque values of 

the roll axes do not change significantly with the training iterations, as they are used to 

match the constraints of the lateral COG trajectory and the roll angle of the end-effector. 

The trajectories of the roll axes do change slightly with training iterations, because the 

Cz trajectory becomes higher as the training process continues. The longer the inverted 

pendulum (COG height is also higher) gets, the smaller the amplitude of the pendulum 

swing (lateral and sagittal COG motions) becomes. The amplitudes of the roll angles 

thus become smaller with training iterations. Because the walking trajectory for training 

is a straight line, the yaw angle trajectory is zero, and the yaw torque is much smaller 

than pitch and roll torques, and the yaw-angle trajectories do not change during COG 

height training. 

In the swing phase, the shape of the joint-angle trajectories change very little 

because the swing motion is constrained by the desired motion of the end-effector (three 

translational and three rotational). The same applies to the joint-torque trajectories 
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because the motors of the swing leg need only to drive the swing motion and do not 

have to support the body weight. 

In the support phase, the joints of the leg support the whole body weight and 

sustain a larger joint torque than in the swing phase. During the COG height training 

iterations, compared with other joints, the torque trajectories of the hip and knee pitch 

joints undergo more significant changes than other joints. After optimization, the 

minimum torque of the knee joint becomes much smaller, from 29.98 N-m to 14.59 

N-m.  

During the DSP, one leg is switching roles from swing to support (and vice versa 

for the other leg). In this phase, none of the joint-torque trajectories changes very much 

with training iterations, and the robot bends its knee slightly because the six-axis robot 

leg has no toe mechanism to facilitate landing or leaving the ground. 

With the proposed optimization method, the loads on the joints (especially the knee) 

become much smaller, and a more human-like COG height trajectory and walking 

pattern can be generated. 

5.5 Summary 

In this chapter, a COG trajectory optimization method is proposed. By minimizing 

the performance index, the proposed pattern generator can generate a more human-like 

walking pattern with smaller joint torque. The same COG optimization method can be 

used on different robot models. The robot model for training in this chapter has no toe 

mechanisms, thus a COG height optimization algorithm that does include toe use can be 

achieved in the future to generate an even more natural walking pattern.  

With the proposed COG trajectory optimization method, the COG patterns under 

different circumstances and conditions can be generated in advance as a walking pattern 
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database, which can then be used to achieve online control with optimized COG height 

trajectory. 
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Chapter 6 Real-time Control Architecture of 

Humanoid Robots 

In this chapter, a network communication approach named real-time network 

(RTNET) is designed and implemented for humanoid robots. The proposed five network 

objects – alarm, condition, message, mail, and file are used to represent the task and 

priority of the communication data. Compared to the existing protocols, the network 

scheduling mechanism of RTNET more efficiently arranges the priority and flow 

control of the five network communication objects to meet real-time requirements for 

the limited bandwidth of the local area network (LAN). RTNET can be further 

integrated with controller area networks (CAN-Bus) for local control systems, such as 

mobile robots or humanoid robots, to improve the communication mechanism. The 

RTNET can also be used over Ethernet to connect each subsystem and to exchange 

information among those systems. The RTNET has been implemented on the NTU 

humanoid robot control system with CAN-Bus. 

6.1 Introduction 

The development of the microprocessor, microelectronics, communication method, 

and computer are very rapid. Robotics systems are often composed of many units such 

as computers, controllers, actuators, and sensors. Commands and data must be sent 

among those units in order to gain the desired performance. As the number of the units 

grows, the commands and data format become more and more complex. Humanoid 

robots often have more than one hundred units and they are distributed in multiple 
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locations. In such a large system, a real-time and well-scheduled communication system 

becomes very important. 

Some robots were designed with the centralized control architecture 

[41][57][58][68][86][93][111][112] including IEEE-1394, local ISA, VME, RS-232 and 

PCI bus. Their communication interfaces have high communication speed but the wire 

systems are too heavy and complicated. The other robots or platforms used distributed 

control/computation architecture such as CAN-Bus [75][82][94][115][144], Ethernet 

[24][79][81][85][145], Ethernet-CAN [77][78][139][147][151] to achieve their 

real-time control and communication systems. Communication systems using CAN-Bus 

are reliable and can achieve real-time control, but the bandwidth may not be enough 

when the nodes in the bus are too many. Communication systems using Ethernet has 

high bandwidth, but the requirements for using in local microprocessors are higher and 

the wire system and protocol for Ethernet is more complex. The universal serial bus 

(USB) is a good solution for communication devices. It has high bandwidth and can be 

implemented in real-time. But it is designed as a master-slave structure rather than a 

distributed system. Thus, if we control several nodes, it needs the same number of 

cables to control the nodes. If there are many nodes, the wires may be a big problem if 

we just use USB as the communication interface to construct the system. Another 

problem is how to achieve peer to peer communication by using USB devices and 

reduce the number of wires. Each communication device and protocol has their 

advantages and disadvantages. In order to find a balance between them, Ethernet, USB 

and CAN-Bus are integrated. To merge those different communication systems, it is 

necessary to define how to transmit the data among those systems. There are many 

methods to solve this problem. It is usual to add a microcontroller as the buffer, to 

connect different types of data structures between different communication networks. 

http://tw.dictionary.yahoo.com/search?ei=UTF-8&p=structure##
http://tw.dictionary.yahoo.com/search?ei=UTF-8&p=structure##
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The easiest methods to coordinate different communication networks are to implement 

them in the application layer. 
The above protocols using Ethernet, CAN-Bus, and USB do not provide the 

mechanism of priority scheduling. The reason we need the priority scheduling is in that 

the data in distributed computation and control are all stored in a queue. If we use a 

first-in-first-out (FIFO) mechanism to send them, important data may be jammed and 

delayed. There are several types of communications that should be sent with a higher 

priority, for example, the alarm caused from the failure in control systems or the error 

signals from computers and microcontrollers on the robots. 

RTNET is developed as a communication tool among robots, equipment, devices, 

personal computers and workstations in versatile platforms. It is designed and 

implemented to satisfy the following goals: 

1. Real-time communication with network priority scheduling. 

2. Unified approach for small to large scale systems. 

3. Satisfaction for control, computation, manufacturing, and general applications. 

4. Ease of use. 

In this chapter, the humanoid robot networking system will be shown in section 6.2 

and how does RTNET work is shown in section 6.3. In section 6.3, five network 

communication objects which are used to represent the tasks and properties of 

communications are also proposed. The network scheduling mechanism used to deal 

with the five network objects will be described in section 6.4. Section 6.5 shows the 

simulation and implementation using RTNET on humanoid robots and distributed 

computation and control systems. Finally, section 6.6 summarizes this chapter. 

RTNET is implemented on both Ethernet and CAN-Bus for command/data 

transmission. The Ethernet based RTNET is used to connect the PCs, laptop computers 
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and workstations, and the CAN-Bus based RTNET is used to control each sub-systems. 

The whole system architecture is shown in Figure 6-1. 

 
Figure 6-1. System architecture of the whole control system 

Clearly, personal computers, workstations and laptop computers can be connected 

using Ethernet based RTNET. Each node in the Ethernet based RTNET can contain one 

or more CAN-Bus based RTNETs as sub control systems. For example, in a humanoid 

robot control system, a laptop computer is used as one node in the Ethernet based 

RTNET. It is also the central control computer of the robot. In addition, we can use 

several CAN-Bus based RTNETs to control the arms, the hands and the legs. The 

CAN-Bus based RTNETs are connected to the laptop computer with USB-to-CAN-Bus 

adaptors. 

6.2 Networking for Humanoid Robot Control System 

Humanoid robots often have more than one hundred units and they are distributed 

in different parts of the robot. A neat, real-time and well-scheduled communication 

system is very important for such complex systems. 
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6.2.1 Control Bus of the Humanoid Robot 

The proposed human-sized humanoid robot system has 50 motors and 102 sensors. 

In such a large system, reducing the number of wires is very important for the setup and 

maintenance of the robot. To find an optimal solution for real-time control and the wire 

system, the limbs and sensors on the robot are connected to the central control laptop 

computer with several USB-to-CAN-Bus adaptors, and the limbs and sensors are 

connected in several CAN-Buses. 

In each CAN-Bus, all nodes can be connected with four wires (Vcc, Gnd, CANH 

and CANL). Two wires are digital power lines and two wires are for CAN-Bus 

communication. This can reduce a large number of wires compared to directly 

connecting the devices using RS232, I2C and USB or other methods. 

6.2.2 Joint Controllers and Nodes of the Robot 

Micro controller units, PIC (dsPIC30F4011), are used as the digital signal 

processing (DSP) nodes in the CAN-Bus. It has 9-Channel 10-bit Analog to Digital 

Converters (ADC), 3 pulse width modulation (PWM) modules, 1 encoder module and 

DSP functions. The hardware of each node is composed of one joint controller and 

motor unit. The architecture is shown in Figure 6-2. 

In the DSP unit shown in Figure 6-2, the PWM modules and encoder module are 

used for motor control, and the ADCs can be used to acquire the signals from the 

sensors near the node. The DSP unit has one CAN-Bus module. With this module, it can 

connect to the local CAN-Bus based RTNET to transmit the data of the sensors and 

receive the commands form higher-lever controllers. 
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Figure 6-2. The architecture of joint controllers 

The local control node communicates with other nodes through CAN-Bus. 

However, the computer communicates with other computers through Ethernet. The 

communication between these two networks, the adaptor of USB-to-CAN-Bus is 

designed, as shown in Figure 6-3. With this adaptor module, laptop computer can send 

control commands to each sub CAN-Bus to achieve real-time multi-axis motor control 

and multi-sensor reading. To transfer the data in the network effectively, RTNET is 

implemented in the DSP to manage data transmission of each node in the bus. 

 
Figure 6-3. The USB-to-CAN-bus adaptor module 
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6.2.3 Multi-Node Control Structure for the Humanoid Robot 

Because the maximum baud rate of CAN-Bus is 1Mbps, the command update rate 

will be too slow if there are too many nodes in one local CAN-Bus. To solve this 

problem, several USB-to-CAN adaptors are used to share the data flow from the laptop 

computer to CAN-Bus. In the C++ program in the laptop computer, multi-thread 

program is used to send control commands through the USBs in parallel. 

The number of nodes in each CAN-Bus should be determined in terms of the 

requirement of command update rate. For example, for walking robots, high speed 

control and sensor feedback are required in order to improve the walking stability. High 

speed control and sensor feedback are also required for robot arms because the robot 

arms will vibrate under non-smooth (slow) position commands. On the other hand, for 

the facial expression control on the robot head, the command update rate can be slower 

because the requirement of fast and accuracy motion control for facial expressions is 

less than robot arms and robot legs. The configuration of CAN-Bus in the proposed 

humanoid robot is shown in Figure 6-4. 

 
Figure 6-4. CAN-bus structure for the proposed humanoid robot 
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As shown in Figure 6-4, eight USB-to-CAN-Bus adaptors are used to connect each 

part of the robot and the laptop computer, two for the arms, two for hands, two for the 

legs, one for the torso and one for the head. In the head, body and limbs of the robot, 

each CAN node is used for controlling motors and collecting the data from the sensors 

near the node. 

Although the control system is divided into many parts to improve the command 

update rate and reduce the data flow in each bus, a good scheduling and data 

transmitting mechanism are still needed for large and multiple data transmission. A 

reliable, real-time and well-scheduled networking algorithm will be described in section 

6.3. 

6.2.4 Multi-Robot Control and Communication System 

RTNET is used to construct a communication system for one robot, but how about 

the communication among many robots? When executing multi-robot works, a 

communication protocol must be defined among the robots, the laptop computers, and 

the workstations. The interface among them is constructed by using Ethernet with the 

priority oriented networking protocol, the Ethernet based RTNET, as described in the 

following.  

Note that the CAN-Bus based RTNET is used for data flow and control under one 

laptop computer or one workstation. The Ethernet based RTNET can provide the 

communication and dataflow among robots, laptop computers, and workstations. 

6.3 Priority Oriented Networking (PON) 

Network communications are various and flexible. Properties of the network 

communication objects and their priorities should be well-defined in order to have good 

performance on data transmission and can send emergency alarms in real-time. For 

example, the communication to carry emergency alarms should be treated as the first 



 
111 

 

priority, and the communication to perform the handshaking between processes should 

be treated as another level of priority. There are many other types of communications 

which must be dealt with, such as mail and file transmissions. 

6.3.1 Objects of Network Communications 

RTNET has five basic network communication objects called alarm, condition, 

message, mail and file. Each communication object is assigned a corresponding priority. 

They also represent the classification of information flow on the control systems. The 

five network objects of RTNET are defined as follows. 

Alarm communication 

The alarm of network communication is used to indicate that the system is 

damaged, malfunctioning, or there is some emergency. For example, the programmed 

machine needs to send an alarm to indicate that the problem is serious and maintenance 

is needed. A computer may send an alarm to notify and ask the remote operator to reset 

or repair the robot, control system, or other units. 

Condition communication 

Many network communications are used to facilitate cooperation between the 

system state and the process units. For example, two or more computers can use the 

communication to perform handshaking. One robot/computer can use the 

communication to know the condition of the other robot/computer, and then perform the 

corresponding action. This type of network object is very desirable in networking 

applications. Such network communications are called “the condition object.” 

Message communication 

Data transfer can be done in network communications. In other words, the data can 

be simultaneously shared by different applications in the networks. The message objects 
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are the objects that are not very large in file size and they are readable by human 

directly. 

Mail communication 

The mail communication is used to transfer mail text in network. Its function is the 

same as E-mail. Its file size is larger than message and can contain some text files. It 

can be used to transfer text data for human reading. 

File communication 

The file communication is used to transfer files which can be in any format, such 

as robot configuration/command file, video, audio, picture, data, and so on. The 

function of the file communication is the same as the FTP (file transfer protocol). 

6.3.2 Priority and Size of Network Objects 

Since the “Alarm” object is absolutely essential, it has the highest priority. For the 

sake of network interaction, the communication object “Condition” has the second high 

priority. 

 
Figure 6-5. The priority and size of the communication object 
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The communication object “Message” which transfer messages among the devices 

has the third high priority. The communication object “Mail” has the fourth high priority. 

The communication object “File” has the lowest priority since it may be huge and time 

consuming. In general, the above priority arrangement is opposite to the size of the 

communication data, as shown in Figure 6-5. This fact also shows the fitness of the five 

network objects that have been classified. 

6.3.3 Common Properties of the Network Objects 

Each network object has some properties which represent the network object itself. 

However, some properties are common for the network objects, i.e., the destination of 

communication, which type of network object, and its size. 

 
Figure 6-6. The data encapsulation and header presentation 

Our method to deliver the information through the network objects is to add a 

network header before each communication. Since the RTNET is stacked on the TCP/IP 

and CAN-Bus, the data encapsulation and header presentation are also stacked on it, as 

shown in Figure 6-6. 

Although the stacked data and commands in TCP/IP based and CAN-Bus based 

RTNET can be transmitted through a first-in-first-out (FIFO) data transmission 
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mechanism, the network priority scheduling mechanism of RTNET will achieve a better 

performance. This will be presented and discussed in section 6.4. 

6.4 Network Scheduling 

One of the special features of RTNET is the queuing mechanism which stores the 

request for transmissions and it can be performed in background. Once there are five 

network objects requested to be sent and received in the background of the application, 

how does so many communications be processed in background? A scheduling 

mechanism is provided to arrange the network objects to be sent in RTNET. In this 

section, the scheduling method and how it works are presented. 

6.4.1 Network Scheduling Mechanism 

When transferring data in the network, a scheduling mechanism is required for 

preventing the important data from being jammed in the queue of communication 

objects. The network scheduling mechanism (NSM) of RTNET can find the 

communication objects in queue with higher priority and send them first. For example, 

if an alarm is triggered when a large file is being transmitted through RTNET, the 

RTNET will interrupt the file transmission and then send the alarm first. 

6.4.2 Flow Control of the Scheduling Mechanism 

The flow control of the NSM is performed by setting the scanning time of the 

algorithm. In our system, the scanning time is set as 0.005 second. Within this time 

interval, RTNET scans if there are any communication objects with higher priority than 

the object which is being transmitted. The scanning procedure is shown in Figure 6-7. 

When the interval is set smaller, the communication objects with higher priority can be 

sent more quickly. At the same time, more interruptions will occur when transmitting 

large files. 
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The efficiency of sending larger files will be reduced by the time delay caused by 

the interruptions. On the other hand, if we choose a larger scanning time, the alarm will 

be delayed but the efficiency of transmitting files will be higher. With these 

considerations, a suitable scanning rate should be chosen for gaining an acceptable 

delay of alarms and the best file transmitting efficiency. It is set as 0.005 seconds in the 

proposed humanoid robot. 

 
Figure 6-7. The flow chart of NSM for performing communication 

6.5 Simulation and Implementation 

The RTNET structure is implemented in the proposed humanoid robot, as shown in 

Figure 6-4. In the humanoid robot, CAN-Bus based RTNET is used to construct the 

control/computation system for locomotion control. Robots, computers, and 

workstations can be connected with the Ethernet based RTNET networking, as shown in 

Figure 6-8. 
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Figure 6-8. Multi-robot control system with RTNET 

6.5.1 Ethernet Based RTNET 

RTNET can also be implemented on a multi-robot control system. The upper-end 

RTNET is Ethernet-based, and the PCs, laptop computers or workstations can be 

connected to this RTNET. Each node can control robots, machine tools or control 

systems, as shown in Figure 6-8.  

In the multi-robot control system, CAN-Bus based RTNET is also used as the 

lower-ends, as shown in the figure. The upper and lower RTNETs are connected through 

USB-to-CAN-Bus adaptors which can buffer and adapt the upload/download dataflow. 

By using RTNET, better scheduling, data transfer, and control performance are 

achieved. 

6.5.2 CAN-Bus Based RTNET for Local Networks 

Following the concept of the Ethernet based RTNET, the CAN-Bus Based RTNET 

is designed. Similar to the Ethernet based RTNET, the CAN-Bus based RTNET has the 

same objects of network communications: alarm, condition, message, mail and file. 
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Because the CAN controllers can only store the message, mail and file in their RAM 

(random access memory), large data cannot be sent over the CAN-Bus based RTNET. 

Except this limitation, the CAN-Bus based RTNET can have the same function as the 

Ethernet-based RTNET in its local network. 

6.5.3 Performance on Data Transmission through RTNET 

The performance between a FIFO communication mechanism and the proposed 

RTNET is compared in the following. In both the FIFO communication and the RTNET, 

the size and the communication rate of the communication objects are listed in Table 

6-1. The bandwidth of the LAN is set as the bandwidth of the IEEE 802.11g wireless 

LAN, 54Mbps (in limited distance). 

Table 6-1 Size and Rate of the Objects 

Communication Object Size Rate 

File about 100MB 5 files, fixed 

Mail about 8MB 0.2% in each sampling interval 

Message about 500KB 0.9% in each sampling interval 

Condition about 10KB every 5 seconds 

Alarm about 1KB 0.7% in each sampling interval 

Because the speed of the wireless LAN are the same in both tests, the total time for 

FIFO transmission and RTNET transmission are almost the same. Also, the number and 

probability of all communication objects are set the same in both tests. Five “files” 

which might exhaust the bandwidth of the wireless LAN are set. “mails” and “messages” 

are sent randomly with fixed probabilities. The “condition” is used to check the 

condition of the nodes in the network. It will be triggered every 5 seconds. Finally, the 

“alarm” indicates the alarms in the network. It will be triggered with a fixed probability. 

The results of using FIFO transmission and RTNET are shown in Figure 6-9 and Figure 
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6-10. In the figures, the x-axis shows the time in second, and the y-axis shows the 

accumulated amount or size of each communication objects. 

 
Figure 6-9. Transmit the communication objects with a FIFO stack 

 
Figure 6-10. Transmit the communication objects with RTNET 
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The communication objects transmitted with a FIFO stack and RTNET are 

illustrated in Figure 6-9 and Figure 6-10. Since the size of the communication object 

“file” is too larger to be sent in a short time with the bandwidth of the wireless LAN, the 

communication objects will be stacked in a queue. When using the FIFO, the 

communication object which is in the first position in the queue will be transmitted first. 

When a “file” object is transmitted, the “alarm” signals might be blocked. In Figure 6-9, 

the number of the alarm is accumulated to 10 because the alarms are queued later than 

other large objects. Time delay of alarms might cause serious damage to humans, robots 

or machines. The “condition” is important because it indicates the status of each node in 

the network. In Figure 6-9, the condition objects are also delayed for waiting for larger 

objects. In Figure 6-10, because the RTNET considers the priority of each object, the 

important objects will be transmitted earlier. Although the waveforms of the “file” are 

almost the same in Figure 6-9 and Figure 6-10, the waveforms of the other objects are 

quite different. In Figure 6-10, the alarm objects and condition objects are transmitted 

immediately after they are queued. This will help the administrator or operator to judge 

the status of the network or the system can stop the robots or machines immediately 

after the emergency alarms. Thus, with the RTNET, communication objects with high 

priority will be sent first, and will not be jammed in the queue, as shown in Figure 6-9. 

6.6 Summary 

In this chapter, the RTNET is designed and implemented for distributed control and 

computation for the proposed humanoid robot and other control systems. After 

considering the requirements of networking, the network communications are 

categorized into five objects, and a unified communication approach that works 

efficiently with embedded applications is provided. These objects also make RTNET 

suitable for robotic systems or for network based equipment.  
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The scheduling mechanism is provided to send and receive communications with 

priority in background and to achieve the goal of real-time communication. A 

corresponding network management is also provided to monitor the performance and 

traffic of the network communication and to resolve traffic jams in the networks. 

RTNET has been verified and implemented on the proposed humanoid robot. Its 

performance is quite satisfactory. 
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Chapter 7 Implementation 

In this dissertation, a generalized method for COG trajectory optimization is 

proposed. Two humanoid robots are used as simulation and experiment platform; one is 

a human-sized humanoid robot and the other is a small-sized humanoid robot. 

Small-sized robots are constrained by its limited space and the control accuracy of RC 

servo motors (radio control motors), but they can be manufactured and assembled 

quickly to test control algorithms. On the other hand, human-sized humanoid robot have 

enough space to install DC motors, driver boards, sensors, and embedded computer, but 

they are very expensive and cost a long time to manufacture and assemble. With these 

two robots, the proposed optimized walking pattern generator can be implemented and 

tested. 

In this chapter, the specifications of the robots used in this dissertation are shown 

in section 7.1, the real-time planning/control architecture are described in section 7.2, 

and section 7.3 shows and discusses settings and results of the experiments using the 

proposed methods in this dissertation. The performances of the methods in this 

dissertation are verified. 

7.1 Specifications of the Proposed Humanoid Robots 

Specifications of the two robots are described in this section. The photos of the two 

robots are shown in Figure 7-1 and Figure 7-2. The physical specifications of the 

proposed human-sized and small-sized humanoid robots are shown as Table 7-1.  
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Figure 7-1. Human-sized humanoid robot 

 
Figure 7-2. Small-sized humanoid robot 
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Table 7-1 Physical specifications of the proposed robots 

 Human-sized Robot Small-sized Robot 

Height 1450 (mm) 430 (mm) 

Weight 68.0 (Kg) 1.8 (Kg) 

Mechanism material 7075 aluminum alloy 5052 aluminum alloy 

Motor type 
DC brushed  

servo motors 
RC servo motors 

Reducer 
Harmonic drives, 

belts and pulleys 
Gears in the RC motors 

Controller interface USB and CAN-Bus RS232 

Because of the limited bandwidth of the RS232 interface, algorithms can be tested 

quickly by using the small-sized robot, but for real-time control, human-sized robot 

must be used. The human-sized robot has more DOFs than the small-sized robot; it is 

more complicated and can achieve more tasks. Table 7-2 shows the arrangement of 

DOFs of the two robots. 

Table 7-2 Arrangement of degrees of freedom 

 Human-sized Robot Small-sized Robot 

Head 0 (LED Array) 2 

Arms 12 (6×2) 8 (4×2) 

Hands 24 (12×2) 0 

Torso 2 2 

Legs 12 (6×2) 12 (6×2) 

Total 50 DOFs 24 DOFs 
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Compared with the small-sized robot, in addition to walking and arm motions, the 

human-sized robot has DOFs in its head and hands to achieve facial expressions and 

grasping motions. 

7.2 Real-time Planning/Control System of Humanoid Robots 

Chapter 6 describes the networking system of humanoid robots; high level 

communications and protocols are proposed. On the other hand, how the robot 

generates the walking patterns and how it communicates with local controllers are 

described and proposed in this section. The real-time planning and control system of 

humanoid robots are proposed and implemented on the robot. 

7.2.1 Real-time Planning and Control Architecture 

Figure 7-3 Shows the real-time planning and control system. 

 
Figure 7-3. Real-time planning and control system 

In Figure 7-3, the IK solver, LQSI controller, and the Cz optimization and training 

are proposed and described in chapters 3, 4, and 5. The Cz optimization and training 



 
125 

 

needs some iteration to converge; it is an offline training procedure. After the training, 

the optimized Cz trajectory can be saved and sent to the LQSI controller. The ZMP 

trajectory and the Cz trajectory are sent to the LQSI controller and the COG trajectories 

in sagittal and lateral directions are solved. The 3D COG trajectory and the trajectories 

of the end-effectors of the robot are the inputs to the IK solver. Finally, the IK solver 

solves the joint trajectories of the robot and the real-time planning phase ends here. The 

joint trajectories are sent to the C32 controllers through USB interface and be stored in a 

FIFO (first-in-first-out) queue. C32 controllers send the joint trajectories and receive 

sensor feedback signals with C30 controllers every 5ms. The real-time control phase 

ends here. Except the training phase, the whole robot planning and control system is 

real-time and can be processed in the order of millisecond. 

The proposed robot control system is a combined centralized and distributed 

control system. A mini-ITX (17cm×17cm) personal computer with Intel CoreTM I7 870 

CPU is used as the centralized part to execute walking pattern generation and motion 

planning. It is faster than the computer used in chapter 4 and provides more 

computation power for real-time computation. On the other hand, the distributed 16-bit 

dsPIC30F4011 controllers and their 32-bit master PIC32MX795F512H are all running 

state-machines when the robot is powered on. They are always checking their state and 

executing commands. As shown in chapter 6, dsPIC30F4011 is the local controller and 

PIC32MX795F512H is the USB-to-CAN-Bus adaptor. They will be described in the 

follow sections. 

7.2.2 State Machine Architecture of C30 Controllers 

Figure 7-4 shows the architecture and how the state machine of C30 local 

controllers works. 
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Figure 7-4. C30 state machine 

In the state machine architecture, two types of states are defined. One is primary 

state and the other is secondary state. Computation of primary states is more time 

consuming and the secondary states are lighter and faster. One primary and one 

secondary state in each C30 controllers can be set at the same time; this helps the C30 

controller to process two tasks alternately. Small-sized or emergent signals will not be 

jammed by time consuming tasks. The primary states contains the IDLE, PID Control, 

and Mechanism Initialization states and the secondary states contains the IDLE, Set 

Encoder, Initialize Parameters, Set Parameter, and Reading Sensors. Each C30 

controller controls a motor with the onboard SA57 H-bridge power amplifier using PID 

control. SA57 H-bridge power amplifier can sustain 60V voltage and 8A continuous 

current; it is quite enough to be used to drive the motors of the robot legs. The sampling 

rate of PID update is set as 5 KHz and it is fast enough to control the motor without 

oscillation. The C30-SA57 motor control module is shown in Figure 7-5. C30 
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controllers also read the sensors near to them, such as the encoders of the motors, limit 

switches, and temperature sensors. 

 

 
Figure 7-5. C30-SA57 motor control module 

The baud rate of the CAN-Bus in each local network is 1Mbps. Since the standard 

package size of the CAN-Bus is 107bits, the theoretical value of transmission per 

second is 9345 times/second. The tested value of transmission per second is about 5200 

times/second. For a six-node local CAN-Bus such as robot leg or robot arm, the 

maximum command update and data receive rate for each node is 5200/6 = 867 

times/second. The command update and data receive from and back to C32 boards are 

both set as 200 times/second (5ms interval). Because the bandwidth required is 400 

times/second and the CAN-Bus bandwidth is capable of 867 times/second, the 
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bandwidth of the CAN-Bus is fast enough for controlling the motor and receiving 

sensor data of each node. 

7.2.3 State Machine Architecture of C32 Controllers 

Figure 7-6 shows the architecture and how the state machine of C32 controllers 

works. The photograph of the C32 controller is shown in Figure 6-3. 

 
Figure 7-6. C32 state machine and the FIFO queue 

The state machine architecture of the C32 controllers is similar to that of the C30 

controllers. Different from the C30 controllers, C32 controllers focus on the 

coordination between the main personal computer and the local controllers. C32 

controllers do not have to control motors and initialize the mechanisms, thus only the 

primary state are designed in its state machine architecture. The states of C32 include 

IDLE, Set PID, Set Initialize Mechanism, Set Encoder, Set PWM Limit, Initial 

Parameters, Set Parameters, Read Sensors, etc. These states help the computer to set the 

command and the states of C30 local controllers and read local sensors. 

If the motors in local network are controlled by the main personal computer 

directly, asynchronous and time shifting problem will occur. The asynchronous problem 
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occurs because the personal computer can only control the local motors through RS232 

or USB if no other devices are installed to the computer. Without specially defined 

protocol and circuit, RS232 and USB must send the command one-by-one to the motors. 

The time shift problem is since the timing control precision of a personal computer is 

about 1~2ms, the sampling period will be longer or shorter. To solve these problems, a 

control FIFO queue is allocated in each C32 controller. It is designed that the personal 

computer processes motion planning and solves IK for four time steps in advance and 

then sends the four future joint trajectories to the C32 FIFO queue. This procedure 

triggers every 20ms and the C32 controller sends joint trajectories to all local nodes 

every 5ms. With the control FIFO queue, the encoder commands of local controllers can 

be updated with precise time interval. The C32 USB-to-CAN-Bus adaptor uses 12Mbps 

baud rate in the USB side and 1Mbps in the CAN-Bus side. The test results show the 

USB side can execute the transmission of 512Bytes package for about 500 times per 

second. It is also enough for achieving the uploading/downloading requirement for 

controlling a humanoid robot. Because the CAN-Bus transmits signal through broadcast, 

all nodes in the local network can receive the trigger signals to change their target 

encoder position at the same time. Simultaneous motion control can be achieved using 

CAN-Bus. Thus, with the control FIFO queue in C32 controllers, the asynchronous and 

time shifting problem of controlling local nodes using personal computer directly is 

solved. 

7.3 Experiments 

In this section, the experiment results using the proposed walking pattern generator 

and control system are discussed. The performances of LQSI controller using optimized 

and constant Cz trajectories are also compared. The experiment settings is shown as  
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Table 7-3. Settings of the experiments 

 Experiment 1 Experiment 2 Experiment 3 

Scenario Straight walking Straight walking Robot hung on a shaft 

Period per step 6 seconds per step 6 seconds per step 6 seconds per step 

Double support phase 1.8 seconds 1.8 seconds 1.8 seconds 

Single support phase 4.2 seconds 4.2 seconds 4.2 seconds 

Cz trajectory Constant Optimized Robot hung on a shaft 

Average Cz per step 497.56mm 507.34mm Robot hung on a shaft 

Pattern generator LQSI LQSI LQSI 

Table 7-3 shows the settings of the experiments, experiments 1 and 2 are used to 

compare the performance between the walking patterns with constant and optimized Cz 

trajectory. Experiment 3 is used to see if the robot is hung on a shaft, how the 

performance of joint angle tracking changes. 

In each experiment, all segments of the input ZMP trajectory are connected 

smoothly using 9-degree polynomials to ensure the trajectories are totally differentiable. 

By doing this the robot can move smoother than just setting the ZMP position directly 

under the center position of the stance foot.  

7.3.1 Tracking Performance of Joint Angles 

The tracking performances of joint angles are compared using the sensor feedback 

data in experiments 2 and 3. In the experiments, all settings are the same except the 

walking status of the robot. In experiment 2, the robot walks on the ground; in 

experiment 3, the robot is hung on a shaft. Since the motors of robot legs do not need to 

support the weight of the robot, joint load in experiment 3 is smaller than experiment 2. 

Therefore the joint angle tracking performance is better in experiment 3. Since the 
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results of each leg are very similar, only the joint angle tracking results of left leg is 

shown in the following figures. 

 
Figure 7-7. Tracking results of hip yaw axis 

In Figure 7-7, since the robot is walking straightly, the command input of yaw axis 

is zero. The local controllers use PID control to track the command reference. Thus the 

encoder feedback in experiments 2 and 3 has steady state errors. In addition, because the 

motors must support the body weight of the whole robot, the tracking error is larger in 

experiment 2.  

 
Figure 7-8. Tracking results of hip roll axis 

Figure 7-8 shows the tracking results of hip roll axis. As we can see, in the swing 

phase, the tracking errors of experiments 2 and 3 are similar since the loading of the hip 
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roll axis in both experiments are similar. Different from the swing phase, since the 

loading of the axis in single support phase is larger in experiment 2, the tracking error is 

also larger. The tracking performances of the other axes have the same characteristics as 

the hip roll axis. They are shown in Figure 7-9 to Figure 7-12. In the figures, since the 

values of errors are much smaller than the values of joint angles, they cannot be seen 

very clearly. To show the magnitude of the errors, their mean absolute errors will be 

listed in Table 7-4. 

 
Figure 7-9. Tracking results of hip pitch axis 

 
Figure 7-10. Tracking results of knee pitch axis 

 
Figure 7-11. Tracking results of ankle pitch axis 

 
Figure 7-12. Tracking results of ankle roll axis 
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The torques on the axes can be seen as the disturbances to local PID controllers. 

Thus the tracking errors in experiment 2 are larger than that in experiment 3. The same 

result can be observed by calculating the mean absolute error in experiments 2 and 3, as 

shown in Table 7-4. 

Table 7-4. Mean absolute joint trajectory tracking error in experiments 2 and 3 

 Experiment 2 (Ground) Experiment 3 (Hung on shaft) 

Axis 01–Left Hip Yaw  0.073 degrees 0.030 degrees 

Axis 02–Left Hip Roll  0.299 degrees 0.234 degrees 

Axis 03–Left Hip Pitch 0.258 degrees 0.239 degrees 

Axis 04–Left Knee Pitch  0.342 degrees 0.213 degrees 

Axis 05–Left Ankle Pitch 0.244 degrees 0.214 degrees 

Axis 06–Left Ankle Roll  0.254 degrees 0.232 degrees 

Axis 07–Right Hip Yaw 0.043 degrees 0.044 degrees 

Axis 08–Right Hip Roll  0.308 degrees 0.231 degrees 

Axis 09–Right Hip Pitch 0.250 degrees 0.235 degrees 

Axis 10–Right Knee Pitch  0.321 degrees 0.204 degrees 

Axis 11–Right Ankle Pitch 0.274 degrees 0.201 degrees 

Axis 12–Right Ankle Roll 0.420 degrees 0.355 degrees 

In Table 7-4, only the hip yaw axis has larger mean absolute error in experiment 3. 

It is because the yaw axes use smaller motors than other axes. The mechanism design of 

the yaw axes also causes larger friction forces. Due to these two reasons, the PID 

controller can only give voltage commands that can overcome the friction forces when 

the error is large enough. The position errors of yaw axis are too small to be eliminated 

by a PID controller in experiments 2 and 3. Except this, the mean absolute errors are 

larger in experiment 2 because the loading is larger.  

Generally, the tracking performances in the experiments can achieve stable robot 

walking. PID control algorithm is capable of local joint trajectory tracking, but for even 

better performance, more complex local joint controllers must be used in the future to 



 
134 

 

improve the tracking performance, such as impedance control, current control, and 

torque control.  

7.3.2 Tracking Performance of COG trajectory 

The tracking performances of COG trajectories are compared using the sensor 

feedback data in experiments 1 and 2. Using the encoder feedback joint trajectories, the 

COG trajectory of the robot can be calculated and estimated. Figure 7-13 and Figure 

7-14 show the COG trajectories in 3D directions in experiments 1 and 2. 

 
Figure 7-13. COG trajectory in experiment 1 (LQSI with constant Cz) 

 
Figure 7-14. COG trajectory in experiment 2 (LQSI with optimized Cz) 
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The COG tracking performances of the proposed real-time control system has been 

tested many times. The trends of the errors are slightly different in each test, but they 

are all bounded and the robot can complete the whole walking motion in these tests. The 

main reason that the errors have different trend is the initial placement of the robot. 

Each time the robot is released and placed on the ground from the shaft, the landing 

status is slightly different. This makes the COG and ZMP trajectories shift slightly left 

or right. Figure 7-15 shows the robot and the shaft. 

 
Figure 7-15. The robot and the shaft 

In Figure 7-13 and Figure 7-14, the COG trajectory tracking errors are the 

combined effect of joint tracking errors. The tracking performance of joint controller 

directly affects the tracking performance of COG trajectory. Because the tracking 

performances of the LQSI controller with optimized or constant Cz trajectories are 

similar, only the COG errors of experiment 2 are discussed in the following. By 

discussing the tracking performance of COG trajectory, several future works that can 

improve the performance are found. 
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Figure 7-16. Sagittal COG trajectory tracking in experiment 2 

 
Figure 7-17. Lateral COG trajectory tracking in experiment 2 

Figure 7-16 shows the sagittal COG trajectory tracking results in experiment 2. 

The COG trajectory follows the desired COG trajectory with some oscillation. In each 
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single support phase, the desired COG trajectory is almost constant, and the feedback 

COG trajectory oscillates slightly around the desired value. Since PID controller is used 

as local controller to track the motor position, feed-forward compensation must be used 

to eliminate the effect of time delay. The steady state error is caused from the friction of 

the robot joints. This can be improved by designing an online COG feedback observer 

to achieve closed loop COG feedback control. 

In Figure 7-17, the same problems occur as in Figure 7-16, such as the steady state 

error and tracking error. Excepting these problems, it is observed that a small COG shift 

occurred when the robot entering double support phase and prepare to stop walking. The 

robot place the right foot on the ground and the COG shifts left about 2.5mm. This is 

because that when the right foot is landing, it also pushes the robot left. An undesired 

disturbance occurs when switching to double support phase. To solve this, a landing 

controller or mechanism dealing with the landing problem must be used in the future. 

 
Figure 7-18. Vertical COG trajectory in experiment 2 

In Figure 7-18, another point that can be improved for the COG tracking 

performance is observed. In all experiments, the vertical COG trajectories calculated 

from encoder feedback are all lower than the command reference. The reason is quickly 

found: the gravity force. The gravity force pulls the robot lower. For PID controllers, it 

is an unknown disturbance. Thus the gravity force causes a steady state error in vertical 

direction. This problem can be fixed by using gravity compensation control. To achieve 
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this, the torque/current control must be implemented as joint controller and the sensor 

used for measuring torque/current must be installed. 

7.3.3 Tracking Performance of ZMP trajectory 

The ZMP tracking performance is discussed in the following this section. The 

feedback ZMP trajectory can be calculated using the six-axis force/torque sensor 

installed in the ankle of the robot legs. Figure 7-19 to Figure 7-22 show the force and 

torque data collected form the six-axis force/torque sensor in experiments 1 and 2. Since 

the original data from the sensor are very noisy, the data shown in the figures are 

filtered using Kalman filter. 

In Figure 7-19 and Figure 7-20, left support phase, right support phase and double 

support can be observed clearly. The loading in z direction of the sensor installed in 

each leg becomes larger when the corresponding leg is the support leg. The forces in x 

and y directions cause the COG shifting in horizontal directions; they are relatively 

smaller than the force in z direction. 

 
Figure 7-19. Force data (LQSI with constant Cz trajectory) 
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Figure 7-20. Force data (LQSI with optimized Cz trajectory) 

 
Figure 7-21. Torque data (LQSI with constant Cz trajectory) 

 
Figure 7-22. Torque data (LQSI with optimized Cz trajectory) 
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In the single support phases in Figure 7-21 and Figure 7-22, the value change of 

torque trajectories on the stance ankle in x and y directions can be observed in the figure. 

They are generated by the gravity force and the desired COG motion. In double support 

phases, since the legs are both contacting with the ground, the torques are distributed on 

both feet. The relationship between the torque trajectories cannot be observed by our 

eyes directly. The combined results of all forces and torques will be discussed using the 

ZMP trajectory in the following. 

 
Figure 7-23. Lateral ZMP in experiment 1 (LQSI with constant Cz) 

 
Figure 7-24. Sagittal ZMP in experiment 1 (LQSI with constant Cz) 
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Figure 7-25. Lateral ZMP in experiment 2 (LQSI with optimized Cz) 

 
Figure 7-26. Sagittal ZMP in experiment 2 (LQSI with optimized Cz) 

Figure 7-23 to Figure 7-26 show the sagittal and lateral ZMP trajectories using 

LQSI controller with constant and optimized Cz trajectory. The input ZMP trajectories 

in the experiments are moving under the robot foot. They are not always located in the 

center of the robot foot. This will reduce the walking stability slightly but get smoother 

walking patterns. Also, since the ZMP trajectories are always located in the support 

polygon of the robot, the robot can still walk stably. In the figures, the feedback ZMP 

trajectories can track the ZMP reference with some oscillations and small time delay. 

The oscillations are caused by the noise of the six-axis force/torque sensor and the 
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impact when each time the swing foot touches the ground. Better data processing of the 

sensor signals and a six-axis force/torque sensor with lower noise can be used to 

improve the ZMP feedback signal. And force/impedance control can be used to reduce 

the impact when the swing foot is landing in the future. With the ZMP tracking results, 

the LQSI controller is capable to generate COG/ZMP walking patterns with both 

constant and varying Cz trajectories. The stability of the walking pattern generated with 

LQSI controller is verified.  

7.3.4 Calculated Knee Joint Torque  

The knee joint torque can be estimated by using the sensor feedback of six-axis 

force/torque sensor and the equations of Newton-Euler dynamics. The knee torque 

trajectories with constant and optimized Cz trajectory are compared in this section. 

Using the Newton-Euler dynamics Eqns. (2-19)-(2-28) and the encoder trajectories, the 

knee torque trajectories in experiments 1 and 2 are calculated as shown in Figure 7-27 

and Figure 7-28. 

 
Figure 7-27. Left knee torque in experiments 1 and 2 
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Figure 7-28. Right knee torque in experiments 1 and 2 

The figures show the torque trajectories for two steps during the robot walking 

period. The total time is 12 seconds. Left leg is the stance lag in the beginning and the 

right leg becomes the stance leg since the 6th second. Because the walking pattern with 

optimized Cz trajectory has smaller knee joint rotation. Thus the knee joint is straighter 

and the joint torque is also smaller. The comparison of torque trajectories in experiments 

1 and 2 are shown in Table 7-5. 

Table 7-5. Comparison of torque performance 

 Experiment 1 
(Constant Cz) 

Experiment 2 
(Optimized Cz) 

Improvement 

Average Cz per step 497.56mm 507.34mm  

Mean absolute torque  

(whole period) 
17.535N-m 14.901N-m 15.02% 

Mean absolute torque 

(swing phase) 
7.110N-m 5.623N-m 20.91% 

Mean absolute torque  

(support phase) 
27.960N-m 24.180N-m 13.52% 

In Table 7-5, the mean absolute torque of the knee joints of both legs are calculated 

and compared. In the table, the values are the summations of absolute torque value of 

both knee joints in the whole period, swing phase, and support phase. For example, the 
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mean absolute torque for support phase is the mean absolute torque of all the torque 

values of both left and right leg in their own support phase. The walking pattern with 

optimized Cz trajectory has better performance because of the straighter knee joint 

motion. With the experiment results, the improvement by using the optimized Cz 

trajectory is verified. 

7.4 Summary 

In this chapter, the specification, control architecture, and the experiment results 

are presented and discussed. The two robots shown in this chapter are used as control 

plant in the simulations and experiments in the whole dissertation. The real-time control 

architecture can update control commands and read sensors in every 5 millisecond. 

Using the proposed humanoid robot and the real-time control system, the performances 

of the LQSI controller and the optimized Cz trajectory are verified by analyzing the 

results of the experiments in this chapter. 
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Chapter 8 Conclusions and Future Works 

The whole robot control and planning system are described and discussed in 

previous chapters. This chapter summarizes the whole dissertation in section 8.1. The 

main ideas and structures of all methods proposed in this dissertation are shown in this 

section. Section 8.3 shows the future works. This dissertation mainly discusses the 

kinematics, dynamics, and control of humanoids. Many other interesting topics such as 

artificial intelligence, machine vision, human-robot interaction, and the control of more 

difficult motion such as jumping and running can be implemented based on the concepts 

and theories proposed and discussed in this dissertation. Finally, section 8.2 is the 

conclusion of this dissertation. This dissertation ends here. It is exciting and delightful if 

the concepts and theories in this dissertation can help more researchers to implement or 

to compare their control systems. 

8.1 Summary 

In this dissertation, the walking pattern generation and its optimization are most 

focused. After the introduction in chapter 1, chapter 2 shows the basic knowledge used 

in the whole robot kinematics and dynamics control system. The following three 

chapters are all based on chapter 2. In chapter 3, the concept of the Fixed-Leg-Motion 

Jacobian is proposed and the global Jacobian matrix used to control the whole robot is 

designed. In chapter 4, the LQSI controller is proposed to generate optimized COG 

trajectories in sagittal and lateral directions. In addition to chapter 4, chapter 5 shows a 

method based on Newton-Euler method to optimize the COG height trajectory. Using 

the techniques and theories in chapters 4 and 5, 3D COG trajectory optimization is 



 
146 

 

achieved. The next two chapters are the implementation parts of the dissertation. 

Chapter 6 describes the networking system can be used among different robot, personal 

computers, and workstations. The networking system is also used in local networks for 

robot control such as robot arms, hands, and legs. Chapter 7 describes the two robots 

used as simulation and implementation platforms in the dissertation, and also shows the 

detailed implementation of the proposed real-time planning and control system. The 

main theories and topics in this dissertation are listed below. 

Fixed-Leg-Motion Jacobian and Global Jacobian 

Fixed-Leg-Motion Jacobian matrix describes the relationship between each joint of 

the stance leg and each component of the kinematics and dynamics of the end-effectors. 

In chapter 3, the Fixed-Leg-Motion Jacobian is firstly proposed for the relationship 

between joint and end-effector position and orientation. After deriving this, the COG 

Jacobian and momentum Jacobian are also derived. The Fixed-Leg-Motion Jacobian is 

also applied to these Jacobian methods.  

The concept of Fixed-Leg-Motion Jacobian is extended form the level of 

kinematics to dynamics. Compared with other methods to find the Jacobian describing 

the linearized relationship between the stance leg and other end-effectors, 

Fixed-Leg-Motion Jacobian is easy and fast since it uses the physical meaning of the 

equations to find the partial derivatives. After constructing all Jacobian matrices of the 

head, arms, legs, COG, and momentum, the global Jacobian matrix can be built to solve 

IK for the whole robot. With the global Jacobian matrix, whole body motion control can 

be achieved. The positions of the end-effector of the arms, head, swing leg, and COG, 

the orientation of the end-effector of the arms, head, and both legs, and finally the 

angular momentum in z direction of the proposed robots are controlled in this 

dissertation. 



 
147 

 

LQSI Controller 

The LQSI controller is a linear quadratic control based controller with state 

incremental performance index. Since the humanoid robot is modeled as an inverted 

pendulum model, the robot model can be written in state-space form. The state matrices 

are constant matrices if the COG height is constrained to a constant value. Based on the 

view of potential energy, to constrain the COG height seems energy-saving. However, 

robot must cost energy to maintain its posture. The power consumption of the robot 

directly related to the joint torque and the current pass the motors. On the other hand, 

when using a walking pattern with constant COG height, the robot must bend the knee 

of stance leg while the swing leg rises.  

Humans will not do this when normal walking because the knee sustain larger 

torque in order to keep the same COG height. Thus the changeable COG height 

trajectory is needed for more energy-saving and more human-like walking patterns. 

When the input COG height trajectory is not a constant, the state matrices of the 

inverted pendulum also become time varying. The inverted pendulum model also 

becomes a nonlinear time varying model. Optimal control can deal with nonlinear 

tracking problems well. By using ZOH method, the proposed LQSI controller can 

generate walking patterns with changeable COG height trajectory, as shown in chapter 4. 

At this stage, walking pattern generation with arbitrary assigned COG height trajectory 

is achieved. COG trajectories in sagittal and lateral directions are optimized using the 

LQSI controller. COG height trajectory is optimized with the method proposed in 

chapter 5. 

3D COG Trajectory Optimization 

For smooth walking, the arbitrarily assigned trajectories to the LQSI controller 

must be smooth and continuous, so the optimized trajectory should be also smooth and 
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continuous. In fact, smooth and continuous COG height trajectories can be generated 

according to the status of the ground directly. Robot can raise their COG when stepping 

onto stair or walk over a small obstacle. To decide COG height trajectory directly has 

several advantages: fast, easy, and modifications can be done with tuning some simple 

parameters. On the other hand, optimization of COG height trajectory is required when 

humanoid robots need to repeat the same trajectory many times. For example, walking, 

it is the most repeated function for humanoid robots. As humanoid robots become more 

common in the future, optimization of walking or other motions are required in order to 

reduce the power consumption for longer operation of the batteries like the notebooks 

nowadays. The optimization of COG height trajectory in this dissertation is to minimize 

a cost function including the square of torque and the cost function of joint limit. The 

differentiation of the cost function with respect to the COG height is the index to update 

the COG height trajectory but it cannot be found directly. To find the differentiation, the 

derivative of the joint angles with respect to the COG height is calculated first. This is 

done by using the physical meaning of the pseudoinverse of the global Jacobian matrix 

of the robot. The second step is to calculate the derivative of the joint torques and the 

cost of joint limit with respect to the joint angles, by using the equations of 

Newton-Euler dynamics. Using the results of these two steps, the derivative of the cost 

function can be found, and the optimization can be processed by updating the COG 

height trajectory until it converges. Using a personal computer with Intel CoreTM i5 

CPU, the procedure of the COG height training costs about two minutes until the COG 

height trajectory converges. The trained COG height trajectory can be input to the 

proposed planning and control system to achieve walking pattern generation and control 

with optimized 3D COG trajectory. 

Networking and Implementation 
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The networking and implementation of the proposed humanoid robot are described 

in chapters 6 and 7. The networking system of the robot is based on a priority oriented 

networking algorithm, RTNET, to achieve real-time control and communication. 

RTNET checks the priority of each communication and data to decide whether the 

interrupts when transmitting data should be triggered or not in order to let the data with 

higher priority can be transmitted earlier. RTNET can be used to achieve 

communication among personal computers, workstations, and robots through Ethernet 

and it can also be used to control local nodes and read local sensors through CAN-Bus.  

Detailed descriptions of RTNET are shown in chapter 6 and detailed descriptions 

of implementation using PIC C32 and PIC C30 are discussed in chapter 7. Chapter 7 

also shows the specifications of robot platforms and how the state machines of each 

controller works in the proposed robot system. The state machines always wait for 

commands from higher level controllers and execute their assigned missions 

periodically. In the proposed control system, FIFOs are used as control buffer to 

improve the time accuracy of motion control and sensor reading. Using the algorithm 

and methods shown in these two chapters, real-time control and communication for 

robots can be achieved. 

8.2 Conclusions 

In this dissertation, several algorithms and methods for walking pattern generator 

are proposed. A global Jacobian matrix is proposed for solving IK with whole body 

motion constraints. The concept of Fixed-Leg-Motion Jacobian is proposed for 

simplifying the construction of the global Jacobian matrix; no complex computation and 

coordinate transformation is required with the Fixed-Leg-Motion Jacobian method. 

Based on the proposed IK solver, the proposed LQSI controller serves as the COG/ZMP 

walking pattern generator of the humanoid robots to generate COG patterns satisfying 
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the COG/ZMP equations. In addition, since the proposed LQSI controller can generate 

horizontal COG patterns in real-time with arbitrarily assigned COG height and 3D ZMP 

trajectories, real-time walking pattern generation can be achieved. Based on the LQSI 

controller and the whole robot motion solver, the proposed pattern generator can 

generate walking patterns with varying COG height and ground status. This enables the 

optimization of the COG patterns including vertical direction. Using the idea of cost 

function and Newton-Euler dynamics, a COG height optimization method is proposed 

in this dissertation.  

Besides of the walking pattern generation algorithm proposed in this dissertation, a 

real-time control system is also built. By designing and implementing the architecture of 

local control networks and state machines, real-time robot walking pattern generation 

and control can be achieved. Simulation and experiment parts in this dissertation also 

show the performance of the proposed methods. By using the algorithms and methods 

in this dissertation as motion generation and control engines, many further researches 

can be carried out. The future works parts shows the researches can be developed 

directly using the results in this dissertation. There are still many interesting and 

exciting researches waiting to be developed. It is gratifying if the algorithms and 

methods in this dissertation can contribute to the development of robot technology, and 

we hope the robot technology can become better by continuing our works in the future. 

8.3 Future Works 

America and Japan are the two main pioneer countries of robotics research. Many 

new and novel robot technologies are from these two countries. By comparing these 

researches as benchmarks, the quality of our research and the parts must be improved 

can also be found. Another advantage to compare these researches is that we can find 

and use mature and well-known technologies to save time of research and discover new 



 
151 

 

techniques and topics based on these technologies, as Newton said: “If I have seen a 

little further it is by standing on the shoulders of Giants.” Based on the comparison of 

existing researches and our current research results and the view of future applications, 

there are several future works to extend and improve the proposed algorithm and 

methods, including momentum planning and control, jumping and running control using 

LQSI controller, optimized COG height trajectory database, sensor fusion and stability 

control, force/impedance control and joint control, and autonomous navigation. 

Momentum Planning and Control 

In this dissertation, the only constraint of angular momentum in z direction is 

applied in the IK solver to reduce the slipping of robot in z direction. If the trajectory of 

angular momentum in z direction can be planned well, the robot can turn smoother and 

more natural. However, to further improve the motion behaviors in other directions of 

translation and rotation, a good planning mechanism is required or the motion behaviors 

solved by the IK solver will become even worse than the IK solver without momentum 

constraints. Thus a good planner for linear and angular momentum trajectories must be 

built before more momentum constraints are added and applied to the IK solver. 

Jumping and Running Control Using LQSI Controller 

Since the proposed LQSI controller can solve COG patterns with ground and COG 

height change, the control architecture can be used for jumping and running control. To 

achieve this, modifications of the proposed LQSI controller are required. The first idea 

for modification is to change the method of discretization. In the proposed LQSI 

controller, ZOH discretization is used to discretize the continuous nonlinear state-space 

model of the inverted pendulum model. It is quite enough for robot walking because the 

COG height does not varying very severely. As shown in chapter 4, the proposed LQSI 

controller failed when the maximum acceleration is 8337mm/s2 (the gravity acceleration 
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is 9810mm/s2); it is expected better to use a triangular hold to discretize the state-space 

model because it can fit the original curve better, as shown in Figure 8-1. 

 
Figure 8-1. Zero order hold and triangular hold for COG height 

In Figure 8-1, the drawback of using ZOH method is exaggerated by choosing a 

large sampling time. Although the performance of ZOH method can be improved by 

choosing a small sampling time, triangular hold method can always fit the original 

curve better.  

The LQSI controller can generate walking patterns except flying phase when 

running and jumping. In the flying phase, since the robot cannot use any reaction force 

from ground to change the state of COG, the only thing the robot can do is to prepare 

landing. The LQSI controller does not work in this phase. New control algorithms must 

be used in flying phase in the future to achieve running and jumping control. When the 

robot is preparing to take off, the vertical acceleration will approach the magnitude of 

gravity acceleration and then exceed it. The robot will take off when the COG speed is 

larger than the speed of feet stretching in vertical direction. If the feet of the robot reach 

the joint limit before the COG is accelerated fast enough, the robot cannot jump and run 

well. On the other hand, if the robot takes off too early (if the motors of the robot can 
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accelerate the COG in a short time); the robot also cannot jump well. To find a balance 

between the COG speed and the feet stretching speed, a good planner of COG and feet 

speeds for running and jumping must be designed and proposed in the future. 

Optimized COG Height Trajectory Database  

Since the proposed COG height trajectory optimization method can optimize the 

COG height trajectory with given 3D ZMP trajectory. Natural walking with optimized 

joint torques can be achieved. Due to large computational cost, real-time COG height 

optimization cannot be achieved. Each execution of optimization costs around two 

minutes on a personal computer with Intel CoreTM i5 CPU.  

An idea to achieve real-time optimized 3D COG trajectory walking is to construct 

an optimized COG database. By training the optimized 3D COG trajectory under 

different 3D ZMP inputs, a database can be collected. This is like the technique of 

human motion capture, but can be used on different robots because it is a model based 

method. Different models of different robots can be input to the optimization engine, 

thus the proposed algorithm can be used on a legged robot which is not human-like. 

When using a database, searching and interpolation algorithms become important. How 

to search and interpolate the trajectories in the optimized 3D COG trajectory database 

will be the key to achieve real-time 3D optimized COG trajectory and walking pattern 

generation in the future. 

Sensor Fusion and Stability Control 

For walking control, the most used sensors used to improve walking stability are 

force sensors and IMUs (inertial measurement unit). Force sensors are used to measure 

the ground reaction forces and the ZMP position for feedback control. IMUs are used to 

measure the rotation and acceleration of the robot. Many researchers [16][53][54] 

proposed their methods to stabilize their robot using these two sensors. Different form 

the view of stabilizing the robot, the localization and obstacle avoidance are also 
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important for robots. Laser range finders and cameras are used to achieve localization 

and obstacle avoidance of humanoid robots [72][80][96]. Although humanoid robots 

can walk stably with offline generated walking patterns and known environments, they 

are still far from walking stably in unknown environments. A humanoid robot must 

know the information and status of the environment around it and a powerful artificial 

intelligence is required for walking fully autonomously. To know the information of the 

environment, many sensors are required. Humans use their eyes and feet to see and to 

feel the shape and condition of the environment. Similar sensors such as cameras and 

force sensors can be used to achieve the same thing. On the other hand, the cooperation 

of eyes and semicircular canals in the ears can further stabilize human walking. For a 

humanoid robot, this can be achieved by the cooperation of cameras and IMUs. There 

are many other types of sensors can be used on humanoid robots, such as low-cost 

infrared sensors (photoelectric distance sensors), ultrasonic sensors, or Microsoft Kinet. 

Most researches nowadays use just one kind of sensor to stabilize the robot; the 

improvements of robot walking are also limited by the sensors. Multi-sensor fusion 

algorithms and techniques can be discussed in the future in order to further improve the 

robustness of robot walking for different environments. 

Force/Impedance Control and Joint Control 

In the experiment parts in chapter 7, several future works are found by observing 

the experiment results in order to improve the tracking performance and the walking 

stability of the robot.  

The first point must be improved is the joint tracking error and the COG tracking 

error. Since the local joint controllers are PID controllers, when the joint angle 

command is sent to each joint controller, the joint will move when the error is large 

enough to generate a large enough voltage input for overcoming the joint friction. This 

causes a time delay when controlling the robot. Tuning the P gain of the controller 
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larger can reduce the time delay and have better tracking performance, but the 

oscillation of the robot also become larger. In order to solve this problem, feed-forward 

control and control algorithms considering the friction in the model can be used. The 

joint tracking performance directly affects the COG tracking performance. COG 

tracking performance can also be improved by improving the joint tracking 

performance.  

The second point must be improved is the ZMP feedback and tracking performance. 

Since the force and torque feedback signals are very noisy, the captured data must be 

filtered before being used. To use the data for feedback control, a better data processing 

and filtering algorithm or a sensor with higher signal/noise ratio can be used to solve 

this problem. The landing impact problem of swing foot is also observed. It affects the 

stability of walking more when the robot is walking faster. This problem can also be 

improved by improving the joint tracking performance. We can further improve this 

problem by applying force/impedance control when the swing foot is landing. 

In some recent researches, the topics of COG/ZMP feedback control [8][88] and 

force/impedance control [113][129] are discussed for many purposes. We can also 

improve the performance of the proposed walking control system based on existing 

methods. By improving the joint tracking performance and applying force/impedance 

control methods, the robot can have better walking stability. Better stability and more 

robustness for long-term operation of humanoid robot can be achieved in the future. 

Autonomous Navigation 

Autonomous navigation algorithms are very mature and complete. In the last two 

decades, SLAM (simultaneous localization and mapping) and motion planning 

[19][20][43] are widely discussed on mobile robot platforms. It is rarely discussed on 

humanoid robot since the development time is faster and maintenance cost is lower for 

mobile robots. It is much faster and easier for developing core algorithms and 
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techniques on a mobile robot. On the other side, researches of humanoid robots focus on 

the mobility in these years. The mobility of humanoid robots becomes more capable and 

even better than mobile robot in some environments. In addition, the weight and price 

of laser range finders become lighter and cheaper. Because of these reasons, 

autonomous navigation becomes more important and more possible for humanoid 

robots if the robots need to go farther. The only gap of autonomous navigation 

algorithms must be overcome from mobile robots to humanoid robots is the difference 

of their motion patterns. The position and orientation of the cameras or laser sensors 

installed on the humanoid robot will wave when the robot is walking or even running. 

This is different form the motion of mobile robots. To achieve autonomous navigation 

of humanoid robots, SLAM or visual SLAM and motion planning algorithms can be 

used and implemented in the future. 
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APPENDIX A 

PROOF AND DERIVATION OF LQSI CONTROLLER 

The proof and derivation that the LQSI controller can minimize the performance 

index is described here. More detailed and basic derivation methods can be referred to 

[74]. Recall the performance index of LQSI control in Eq. (4-23) and the constraint in 

Eq. (4-24). 

𝐽 =
1
2
�((𝑥𝑘+1 − 𝑥𝑘)𝑇𝑄𝑥(𝑥𝑘+1 − 𝑥𝑘)
∞

𝑘=𝑖

+ (𝐶𝑘𝑥𝑘 − 𝑟𝑘)𝑇𝑄(𝐶𝑘𝑥𝑘 − 𝑟𝑘) + 𝑢𝑘𝑇𝑅𝑢𝑘) 

(4-23) 

𝑓𝑘 = 𝑥𝑘+1 = 𝐴𝑘𝑥𝑘 + 𝐵𝑘𝑢𝑘 (4-24) 

Thus the Hamiltonian can be designed as Eq. (A-1). 

𝐻𝑘 =
1
2

((𝑥𝑘+1 − 𝑥𝑘)𝑇𝑄𝑥(𝑥𝑘+1 − 𝑥𝑘)

+ (𝐶𝑘𝑥𝑘 − 𝑟𝑘)𝑇𝑄(𝐶𝑘𝑥𝑘 − 𝑟𝑘) + 𝑢𝑘𝑇𝑅𝑢𝑘) + 𝜆𝑘+1𝑇 𝑓𝑘
 

(A-1) 

where 𝜆𝑘 denotes the Lagrange multiplier. And 𝑥𝑘+1 − 𝑥𝑘 in the equation can be 

rewritten as Eq. (A-2). 

𝑥𝑘+1 − 𝑥𝑘 = 𝐴𝑘𝑥𝑘 − 𝑥𝑘 + 𝐵𝑘𝑢𝑘 = 𝐴𝐼,𝑘𝑥𝑘 + 𝐵𝑘𝑢𝑘 (A-2) 

From reference [74], to minimize the performance index, the following Eqns. must be 

satisfied. 

𝜕𝐻𝑘
𝜕𝑢𝑘

= 0 (A-3) 

𝜕𝐻𝑘
𝜕𝑥𝑘

= 𝜆𝑘 (A-4) 

With Eq. (A-3), we can find Eq. (A-5). 

𝜕𝐻𝑘
𝜕𝑢𝑘

= 0 = 𝐵𝑘𝑇𝑄𝑥�𝐴𝐼,𝑘𝑥𝑘 + 𝐵𝑘𝑢𝑘� + 𝑅𝑢𝑘 + 𝐵𝑘𝑇𝜆𝑘+1 (A-5) 
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Rearranging the Eq. (A-5), we have 

𝑢𝑘 = −(𝑅 + 𝐵𝑘𝑇𝑄𝑥𝐵𝑘)−1𝐵𝑘𝑇𝑄𝑥𝐴𝐼,𝑘𝑥𝑘 − (𝑅 + 𝐵𝑘𝑇𝑄𝑥𝐵𝑘)−1𝐵𝑘𝑇𝜆𝑘+1

= −𝑀𝑘
−1𝐵𝑘𝑇𝑄𝑥𝐴𝐼,𝑘𝑥𝑘 − 𝑀𝑘

−1𝐵𝑘𝑇𝜆𝑘+1 
(A-6) 

With this𝑢𝑘, the partial derivative of 𝑢𝑘 in the direction 𝑥𝑘 can be found as Eq. 

(A-7). 

𝑑𝑑𝑘
𝑑𝑥𝑘

= −𝑀𝑘
−1𝐵𝑘𝑇𝑄𝑥𝐴𝐼,𝑘 (A-7) 

From Eqns. (A-4) and (A-7), Eq. (A-8) can be obtained as follows. 

𝑑𝑑𝑘
𝑑𝑥𝑘

= 𝜆𝑘 = �𝐴𝐼,𝑘 − 𝐵𝑘𝑀𝑘
−1𝐵𝑘𝑇𝑄𝑥𝐴𝐼,𝑘�

𝑇
𝑄𝑥�𝐴𝐼,𝑘𝑥𝑘 + 𝐵𝑘𝑢𝑘�

− �𝑀𝑘
−1𝐵𝑘𝑇𝑄𝑥𝐴𝐼,𝑘�

𝑇
𝑅𝑢𝑘 + 𝐶𝑘𝑇𝑄(𝐶𝑘𝑥𝑘 − 𝑟𝑘) + 𝐴𝑘𝑇𝜆𝑘+1

 

(A-8) 

Define a variable 𝑁𝑘 to simplify the Eq. (A-8) as Eq. (A-9). 

𝑁𝑘 = 𝐴𝐼,𝑘 − 𝐵𝑘𝑀𝑘
−1𝐵𝑘𝑇𝑄𝑥𝐴𝐼,𝑘 (A-9) 

Replacing 𝑢𝑘 in Eq. (A-8) with Eq. (A-6) and after lines of work, we can find Eq.  

(A-10). 

𝜆𝑘 = 𝑁𝑘𝑇𝑄𝑥𝑁𝑘𝑥𝑘 + 𝐴𝐼,𝑘𝑇 𝑄𝑥𝐵𝑘𝑀𝑘
−1𝑅𝑀𝑘

−1𝐵𝑘𝑇𝑄𝑥𝐴𝐼,𝑘𝑥𝑘

+ 𝐶𝑘𝑇𝑄(𝐶𝑘𝑥𝑘 − 𝑟𝑘) + 𝐴𝑘𝑇𝜆𝑘+1 

(A-10) 

The Lagrange multiplier is assumed to be decoupled as follows. 

𝜆𝑘 = 𝑆𝑘𝑥𝑘 − 𝑣𝑘 (A-11) 

The 𝑢𝑘 in Eq. (4-24) is also replaced with Eq. (A-6), thus Eq. (A-12) can be found. 

𝑥𝑘+1 = 𝐴𝑘𝑥𝑘 − 𝐵𝑘𝑀𝑘
−1𝐵𝑘𝑇𝑄𝑥𝐴𝐼,𝑘𝑥𝑘 − 𝐵𝑘𝑀𝑘

−1𝐵𝑘𝑇𝜆𝑘+1 (A-12) 

Replacing the Lagrange multiplier with Eq. (A-11), we can solve the 𝑥𝑘+1 as Eq. 

(A-13). 

𝑥𝑘+1 = 𝐷𝑘−1𝑊𝑘𝑥𝑘 + 𝐷𝑘−1𝐵𝑘𝑀𝑘
−1𝐵𝑘𝑇𝑣𝑘+1 (A-13) 

where 𝐷𝑘 and 𝑊𝑘 are shown in Eqns. (4-30) and (4-31). 
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Using Eqns. (4-34) and (A-13), Eq. (A-10) can be rewritten as Eq. (A-14). 

𝜆𝑘 = 𝑃𝑘𝑇𝑃𝑘𝑥𝑘 + 𝐶𝑘𝑇𝑄(𝐶𝑘𝑥𝑘 − 𝑟𝑘) + 𝐴𝑘𝑇𝑆𝑘+1𝐷𝑘−1𝑊𝑘𝑥𝑘

+ 𝐴𝑘𝑇𝑆𝑘+1𝐷𝑘−1𝐵𝑘𝑀𝑘
−1𝐵𝑘𝑇𝑣𝑘+1 − 𝐴𝑘𝑇𝑣𝑘+1 

(A-14) 

Thus, we can find the Eqns. (4-32) and (4-33) by separating the parts with and without 

𝑥𝑘. 



 

 
174 

 

APPENDIX B 

THE FINITE TIME CASE OF LQSI CONTROLLER 

The 𝜙(𝑥𝑁 ,𝑢𝑁) in the performance index in Eq. (4-36) is defined as Eq. (B-1). 

𝜙 =
1
2

(𝐶𝑁𝑥𝑁 − 𝑟𝑁)𝑇𝑄𝑁(𝐶𝑁𝑥𝑁 − 𝑟𝑁)

+
1
2

(𝑥𝑁+1 − 𝑥𝑁)𝑇𝑄𝑥𝑥(𝑥𝑁+1 − 𝑥𝑁) 
(B-1) 

Using the boundary condition in Eqns. (4-37), (A-6), and (A-7), we can find Eq. 

(B-2). 

𝜕𝜕
𝜕𝑥𝑁

= 𝜆𝑁 = 𝐶𝑁𝑇𝑄𝑁(𝐶𝑁𝑥𝑁 − 𝑟𝑁) + �𝐴𝐼,𝑁 − 𝐵𝑁𝑀𝑁
−1𝐵𝑁𝑇𝐴𝐼,𝑁�

𝑇𝑄𝑥𝑥 

                                          ��𝐴𝐼,𝑁 − 𝐵𝑁𝑀𝑁
−1𝐵𝑁𝑇𝐴𝐼,𝑁�𝑥𝑁 − 𝐵𝑁𝑀𝑁

−1𝐵𝑁𝑇𝜆𝑁+1� 

(B-2) 

In Eq. (B-2), 𝜆𝑁+1 is indeterminable, so we must choose 𝑄𝑥𝑥 as zero. Thus, 𝜙 is 

defined again as follows. 

𝜙 =
1
2

(𝐶𝑁𝑥𝑁 − 𝑟𝑁)𝑇𝑄𝑁(𝐶𝑁𝑥𝑁 − 𝑟𝑁) (B-3) 

𝜕𝜕
𝜕𝑥𝑁

= 𝜆𝑁 = 𝑆𝑁𝑥𝑁 − 𝑣𝑁 = 𝐶𝑁𝑇𝑄𝑁(𝐶𝑁𝑥𝑁 − 𝑟𝑁) (B-4) 

𝑆𝑁 = 𝐶𝑁𝑇𝑄𝑁𝐶𝑁 (B-5) 

𝑣𝑁 = 𝐶𝑁𝑇𝑄𝑁𝑟𝑁 (B-6) 

Eqns. (B-3)-(B-6) are just the same as the boundary condition of the classical 

final-state-free tracking control problems. It means only the tracking error affects the 

value of the cost function at the final step. Thus, the initial values, 𝑆𝑁 and 𝑣𝑁, for 

backward recursion can be found. We can choose a large 𝑄𝑁 for smaller tracking error 

at the final step. 



 

BIOGRAPHY 

Jiu-Lou Yan 

 

Robotics Laboratory, 
Department of Mechanical Engineering, 
National Taiwan University. 
 
 
Education 
2007~2012 

Ph.D. Student in Department of Mechanical Engineering, National Taiwan University 
2006~2007 

M.S. course in Department of Mechanical Engineering, National Taiwan University 
2002~2006 

B.S. course in Department of Mechanical Engineering, National Taiwan University 
 
Publications 

Journal paper 
[1] Han-Pang Huang, Jiu-Lou Yan, and Teng-Hu Cheng, “Development and Fuzzy 

Control of a Pipe Inspection Robot,” IEEE Trans. on Industrial Electronics, Vol. 57, 
No. 3, March, 2010. 

[2] Han-Pang Huang, Jiu-Lou Yan, and Teng-Hu Cheng,, “State-Incremental Optimal 
Control of 3D COG Pattern Generation for Humanoid Robots”, Advanced Robotics, 
accepted.  

[3] Han-Pang Huang, Jiu-Lou Yan, and, Kenneth Yi-Wen Chao, “A Whole Body 
Inverse Kinematics Solver for Humanoid Robots,” Journal of the Chinese Society 
of Mechanical Engineers, accepted. 

[4] Han-Pang Huang, Jiu-Lou Yan, Tz-How Huang, “Priority Based Networking for 
Humanoid Robots,” IEEE Trans. on Industrial Informatics, submitted.  

[5] Han-Pang Huang, Jiu-Lou Yan, and Shin-Wei Lin, “Cerebellar Model Based 
Controller with Adaptive Learning Rate for Robotic Manipulators,” IEEE Journal, 
in preparation.  

[6] Han-Pang Huang, Jiu-Lou Yan, Yao-Joe Yang, Wen-Pin Shih, Chia-Chen Lin and 
Gun-Hwa Liu, Design of a Face Robot with Facial Expressions, IEEE Journal, in 
preparation.



 

 
 

Conference paper 
[1] Jiu-Lou Yan and Han-Pang Huang, “A fast and smooth walking pattern generator 

of biped robot using Jacobian inverse kinematics,” IEEE Workshop on Advanced 
Robotics and Its Social Impacts, pp. 25-30, 2007.  

[2] Han-Pang Huang, Shu-Wen Yu and Jiu-Lou Yan, “Walking Pattern Analysis and 
Control of a Humanoid Robot,” The 13th Int. Conf. on Advanced Robotics, Jeju, 
Korea, pp. 862-867, 2007.  

[3] Han-Pang Huang, Jia-Yang Wu and Jiu-Lou Yan, “A Stable Walking Biped Robot 
based on Combined CPG/ZMP,” Int. Forum on Systems and Mechatronics, Tainan, 
Taiwan, pp. 305-310, 2007  

[4] Chao-Pei Lu, Han-Pang Huang, Jiu-Lou Yan, Ting-Hu Cheng, “Development of a 
Pipe Inspection Robot,” IEEE Industrial Electronics Society, Taipei, Taiwan, pp. 
626-631, 2007.  

[5] S.Y. Liu, T.H. Cheng, J.L. Yan and H.P. Huang, “Development of a Dexterous 
Cable Driven Spine Mechanism for Humanoid Robots,” IEEE/ASME Int. Conf. on 
Advanced Intelligent Mechatronics, Singapore, July 14-17, pp.1588-1593, 2009.  

[6] Han-Pang Huang, Shin-Wei Lin, Jiu-Lou Yan, Tzu-Hsin Kuo and Yang-Lun Liu, 
“Learning-based Controller for Robotic Manipulators with Grey Learning Rate,” 
IEEE/ASME Int. Conf. on Advanced Intelligent Mechatronics, Budapest, Hungary 
July 3-7, pp. 701-706, 2011.  

[7] Kenneth Yi-Wen Chao, Jiu-Lou Yan, Meng-Ku Chi, and Han-Pang Huang, 
“Natural Walking Pattern Generation for Humanoid Robots with Toe and Heel 
Mechanism”, The 43rd Int. Symposium on Robotics, Taipei, Taiwan, Aug. 29-31, 
2012, accepted. 

[8] Han-Pang Huang and Jiu-Lou Yan, “An Inverted Pendulum Model Based 
Optimized Walking Pattern Generator,” IEEE/RSJ Int. Conf. on Intelligent Robots 
and Systems, 2012, submitted. 

 

Book Chapter 

[1] Han-Pang Huang and Jiu-Lou Yan, “A Fast and Smooth Walking Pattern Generator 
for Biped Robots,” Biped Robots, INTECH open science, ISBN: 
978-953-307-216-6, pp. 283-298, 2011. 

 


	Chapter 1    Introduction
	1.1 Different Types of Robots
	1.2 Pattern Generation System for Humanoid Robots
	1.3 Control System for Humanoid Robots
	1.4 Contributions 
	1.5 Overall Framework of the Dissertation

	Chapter 2 Kinematics and Dynamics
	2.1 Introduction
	2.2 Forward Kinematics
	2.3 Inverse Kinematics
	2.3.1 Robust Damped Least Squares Method (RDLS)
	2.3.2 Weighted Least-Norm Method (WLN)
	2.3.3 Robust Weighted Least Norm Method (RWLN)

	2.4 Newton-Euler Dynamics
	2.4.1 Forward Iteration
	2.4.2 Backward Iteration

	2.5 Linear Momentum and Angular Momentum
	2.5.1 Linear Momentum 
	2.5.2 Angular Momentum 

	2.6 Summary

	Chapter 3  Jacobian Based Inverse Kinematics Solver
	3.1 Introduction
	3.2 Conventional Jacobian Matrix
	3.3 Fixed-Leg-Motion Jacobian Matrix
	3.4 COG Jacobian
	3.4.1 Calculation of COG
	3.4.2 COG Jacobian
	3.4.3 Fixed COG Jacobian

	3.5 Momentum Jacobian 
	3.5.1 Linear Momentum Jacobian
	3.5.2 Iterative Calculation of Moment of Inertia
	3.5.3 Angular Momentum Jacobian

	3.6 Global Jacobian 
	3.7 Simulation
	3.8 Summary

	Chapter 4  Linear Quadratic State Incremental Control
	4.1 Introduction
	4.2 Inverted Pendulum Model and COG/ZMP Equations
	4.3 Preview Control
	4.4 Linear Quadratic State-Incremental Control (LQSI)
	4.4.1 Boundary Condition of the LQSI Controller
	4.4.2 Preview Gain of the LQSI Controller
	4.4.3 Minimum Required Future Reference Input 

	4.5 Simulation and Results
	4.5.1 Simulation Using Inverted Pendulum Model
	4.5.2 Simulation Using Physical Model in ADAMS
	4.5.3 Comparison of LQSI and Preview Controller Using ADAMS
	4.5.4 Computation Complexity of the LQSI Controller

	4.6 Summary

	Chapter 5 Optimized 3D COG trajectory Generation
	5.1 Introduction
	5.2 Goal and Procedure of Optimization
	5.2.1 Performance Index
	5.2.2 Optimization Procedure

	5.3 The Derivatives with Respect to COG Height
	5.3.1 Horizontal COG Change with Respect to Vertical COG Change
	5.3.2 Derivatives of Basic Vectors
	5.3.3 Derivatives of Newton-Euler Dynamics

	5.4 Training Results
	5.5 Summary

	Chapter 6 Real-time Control Architecture of Humanoid Robots
	6.1 Introduction
	6.2 Networking for Humanoid Robot Control System
	6.2.1 Control Bus of the Humanoid Robot
	6.2.2 Joint Controllers and Nodes of the Robot
	6.2.3 Multi-Node Control Structure for the Humanoid Robot
	6.2.4 Multi-Robot Control and Communication System

	6.3 Priority Oriented Networking (PON)
	6.3.1 Objects of Network Communications
	6.3.2 Priority and Size of Network Objects
	6.3.3 Common Properties of the Network Objects

	6.4 Network Scheduling
	6.4.1 Network Scheduling Mechanism
	6.4.2 Flow Control of the Scheduling Mechanism

	6.5 Simulation and Implementation
	6.5.1 Ethernet Based RTNET
	6.5.2 CAN-Bus Based RTNET for Local Networks
	6.5.3 Performance on Data Transmission through RTNET

	6.6 Summary

	Chapter 7 Implementation
	7.1 Specifications of the Proposed Humanoid Robots
	7.2 Real-time Planning/Control System of Humanoid Robots
	7.2.1 Real-time Planning and Control Architecture
	7.2.2 State Machine Architecture of C30 Controllers
	7.2.3 State Machine Architecture of C32 Controllers

	7.3 Experiments
	7.3.1 Tracking Performance of Joint Angles
	7.3.2 Tracking Performance of COG trajectory
	7.3.3 Tracking Performance of ZMP trajectory
	7.3.4 Calculated Knee Joint Torque 

	7.4 Summary

	Chapter 8 Conclusions and Future Works
	8.1 Summary
	8.2 Conclusions
	8.3 Future Works


