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Abstract

Since early twentieth century, human continues to imagine the future of humanoid
robots. As the time going on, we always wish humanoid robots can run, jump, act like
human, and even be better than human. Because of the limitations of material
technology and actuators, the ratio of weight and power output of robots cannot reach
the same level as human. Until now, due to the improvement of technology and the
accumulated experiences, researchers in America and Japan start to demonstrate that
their new robots can run and jump smoothly and stably. And the robots nowadays start
to be capable of these difficult tasks. However, in the aspect of motion planning and
pattern generation, the researchers in academysand.in industry use their own robot
platforms and algorithms to ‘develop their motion control and planning systems. These
systems have their own advantages ariéljf-i;iﬁtations. In view of this, an optimized
walking pattern generator-for humanoid i‘é)pots 18 proposed in this dissertation. The
proposed pattern generator can sol'vé walking patternsiwith arbitrary assigned COG
(Center of Gravity) height trajectory and 3D ZMP :(Zero Moment Point) trajectory in
real-time. Thus, walking pattern generation with arbitrary assigned ground height status
is achievable. Based on the proposed walking pattern generator and Newton-Euler
dynamics, a cost function is designed to optimize COG height trajectory with given
ZMP trajectory. An optimized 3D COG walking pattern generator can be achieved in
this dissertation. In addition, state machine based distributed control system with
USB-to-CAN-bus interface is used to construct a real-time robot control system. Using

this system, the performance of the proposed walking pattern generator is also verified.

Keywords: Humanoid Robot, Real-time Walking Pattern Generation, Optimal Control,
Whole Robot Motion Planning
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Chapter 1 Introduction

The motivation, contributions, and overall framework of this dissertation are
discussed in this chapter. Advantages and disadvantages of different types of robot are
described in section 1.1. Section 1.2 shows several methods used for pattern generation
for humanoid robots. Section 1.3 compares different humanoid robots and control
systems. Section 1.4 shows the contributions of this dissertation. With this section, the
main ideas and their functions can be realized easily. Finally, section 1.5 describes the

overall framework of the dissertation andthe relationship among all chapters.

1.1 Different Types;of Robots

In order to achieve different goals jiiaia’p'bjectives, many different types of robots
are built, including wheeled robots, legged”'fiobots, industrial-robots, etc. Wheeled robots
are most used as service robots: and éxploration roboets:Simultaneous localization and
mapping (SLAM) [35][134], exploring-and mappirrlrg [11], and motion planning [64]
algorithms are often verified on mobile robots. Legged robots are developed for rugged
terrains. Some quadruped robots can go through rugged terrains very successful, such as
the TITAN series [28][42] and the big dog (Boston Dynamics) [154]. Quadruped robots
or robots with more legs can go through rugged terrains stably since the supporting
polygon is much larger than biped robots. For biped robots, walking through rugged
terrains is still a challenge. Some researchers in America and Japan proposed their new
generation of robots and accomplish several difficult challenges, such as Petman
(Boston Dynamics) [154], ASIMO [110][153], and HRP series [47][56][57][59].

Different form legged robots, industrial robots can be classified according to their



objectives, such as industrial robot arms [22], grippers [116], and parallel robots
[120][138].

Nowadays, there are so many types of robots and they are built for their own
propose. Robots are still more expensive than other products and only industrial robots
for factory and small-sized robots for education or entertainment can be commercialized.
Nevertheless, we still have a dream that one day humanoid robots can be everywhere
around us. However, when walking through different types of environments, there are
still many problems must be solved for humanoid robots. For example, robots fall down
easily in unknown environments. The linearized inverted pendulum model (LIPM)
constrains humanoid robots toswalk with constant COG height. Some optimizations of
robot motions cannot be processed.if real-time. Humanoid robots are too heavy and the
endurance of batteries is not‘long enough_ for long-term operation. These problems are

solved one-by-one with the improveni;;Tf"fof technology in these years. In this
i

dissertation, we attempt to”develop a 3Dieptimized walking pattern generation and

real-time control system. By using the proposed system, the mobility of humanoid robot

can be improved and walking pattern ‘generation'in. more types of environments can be

achieved.

1.2 Pattern Generation System for Humanoid Robots

Starting from the algorithms for solving inverse kinematics (IK), more
considerations are required for legged robots than robot arms or grippers. The balance
problem of biped robots is more critical and more constrained than other types of robots.
The switching between single support phase (SSP) and double support phase (DSP), and
how to manipulate the kinematics relationship in these phases are also important for
biped robots. In addition, some dynamics of the robots can be added to the kinematics

solver, such as the control of COG, linear and angular momentum, or other physics



properties of the robot. Researchers have proposed several solutions for COG Jacobian
[3][119][124] and momentum Jacobian [30][50]. Based on the well-known inverted
pendulum model [97][114][140], the control of COG is especially important for the
balance control of biped robots. Momentum compensation is also a good method to
improve the stability of robot and to generate more human-like walking patterns.
However, since conventional methods needs complex computation and coordinate
transformation, a generalized whole body IK solver is proposed in this dissertation to
simplify and generalize the IK solver. This will be discussed in chapters 2 and 3.

Based on the basic IK solver, the walking pattern generation algorithms can be
developed. The most used critérion to‘check the stability of biped walking is the (zero
moment point) ZMP method [136]40t is a simple and powerful criterion for the stability
of biped robots. By checking'the position _of ZMP, the status of stability can be verified.

| —

Using the concept of ZMP, there are ni;ﬁamethods to construct a walking pattern

i |
1

generator. For example, methods: using al | controller  [70][92][127], Fourier
series/transform [104][108][141],: neural nétwprks [51], genetic algorithm
[12][108][141], rapid-exploring random tree (RRT).and probabilistic roadmap (PRM)
[7][65], and motion capture [52] can generate walking patterns for humanoid robots.
Among these methods, controller based walking pattern generator is the most used one.
Each method has its own advantages and disadvantages. Learning algorithms can
generate optimized walking patterns but their computation/learning time is too long to
be used in real-time. Controller based methods need a more precise model for good
performance. RRT method is quick but it generates different results each time. Motion
capture method can generate the most natural and human-like results, but since the
mechanism and mass distribution of robots are different from humans, the stability of

the captured trajectories must be further verified. In this dissertation, a real-time LQ



(linear quadratic) control based method, the LQSI (linear quadratic state incremental)
controller, is proposed to achieve real-time walking pattern generation. The robot is
modeled as an inverted pendulum satisfying the COG/ZMP equations.

There are several models for modeling a humanoid robot, some are complex and
some are relatively simple, as shown in Figure 1-1.
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Figure 1-1: T?ﬁés of model for }i&i-ﬁanoid robots
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Figure 1-1 shows five types of models used to control humanoid robots. In the
figure, (a) and (b) are the well-known cart-table model and the linear inverted pendulum
model (LIPM) [31][71]; they have the same governing equations and are basically the
same, (c) is the nonlinear inverted pendulum model [87], (d) is the three mass model
[127], and (e) is the most complex one, the multi-mass model [107][128]. In these
models, more complex models have less modeling errors, but they are more difficult to
be used for humanoid robots because of their high nonlinearity. In this dissertation, the
model of (c¢) is used for walking pattern generation and (e) is used for dynamic

computation and momentum compensation.



For walking pattern generation methods using inverted pendulum model, there are
three types of inverted pendulum models considering the relationship between COG and
ZMP. Each type of model has its advantages and disadvantages. The first type of model
is the most complex and nonlinear one. It considers both the motion of COG in vertical
direction and the multi-link effects of robot motions. Both terms make the COG/ZMP
equations nonlinear. Since the multi-link effects of robot motions cannot be handled and
calculated easily, the second type of model ignores this term in the COG/ZMP equations.
Fortunately, the multi-link effects of robot motions are relatively small and can be
ignored in most cases which have no large and exaggerated motions. The third type
linearizes the COG/ZMP equations by: setting the COG height trajectory as a constant
and it also ignores the multi-link effects. The compuitation and implementation of the
third type is simple and quick. Since the'third type of invérted pendulum model can be

| —

used to generate stable walking patterns e;sﬂy, 1t 18 most used among the three types of
¥
model. The most well-known examﬁl:e is tllie cart-table model and the preview control
method [2][36][47]. In this diésértat:ion, the secoﬁd type of model is used to extend the
ability of motion when the robot needs-to ¢hange its COG height in the environments
with stairs, slopes, or some obstacles must be avoided. The details of the proposed
method are described in chapter 4. Using the second type of model, because the
multi-link effects of robot motions are ignored and this will result in un-modeled torque
terms in the COG/ZMP equations. Momentum compensation can be used to reduce the
multi-link effects in x and y (horizontal) directions if the robot has redundant degrees of
freedom. In this dissertation, momentum compensation is used in z direction to reduce

the slipping around the z-axis in the world coordinate, the derivations and discussions

about momentum compensation are shown in chapter 3.



After achieving a walking pattern generator that can allow varying COG height
trajectories, the input COG height trajectories can be optimized to generate more
human-like and energy-saving walking patterns for humanoid robots. The LQSI
controller in chapter 4 is proposed to optimize the horizontal (sagittal and lateral) COG
trajectories, and the method in chapter 5 is proposed to optimize the vertical COG
trajectory. In chapter 5, the pseudoinverse matrix in the proposed IK solver and the
Newton-Euler dynamics are used to find the gradient of a cost function. And then the

COG height trajectory is optimized by minimizing the cost function.

1.3 Control System for Humanoid Robots

The selection of the control system for humanoid robots is very important for
real-time control for humaneid robets. Long time delay while transmitting and receiving
data is not allowed. There are many types.of communication ports and protocols, some

- —
are designed for computers andssome are

@dgéigned for vehicles. The communication
ports and protocols for computers have hiéher speed but lower robustness, different
from the them, the hardware and: software design for.communication ports for vehicles
needs more robustness against noise, this-also.make the speed lower.

Many devices use RS232 as communication port to control the platform since it is
easy and convenient. But RS232 is too slow and not robust enough for humanoid robots.
USB is a quick and generalized communication port. It is fast but can only be connected
back to the central controller one-by-one; serial connection is not allowed. Using
Ethernet to connect the nodes on the bus can achieve a very small time delay but the
circuit design is more complex. Considering the requirements of real-time and
robustness, CAN-Bus is used to construct the local control bus in this dissertation for
controlling the motors and receiving data from the sensors of the humanoid robot.

CAN-Bus has 1Mbps speed and good robustness against noise; serial connection is also



achievable. Only one set of wires is required for CAN-Bus communication, thus the
whole control system can be built without using a huge amount of wires. The proposed
humanoid robot contains several such CAN-Bus networks, and each local network is
controlled by the main computer through USB-to-CAN-Bus adaptors. Using the
proposed USB-to-CAN-Bus based control architecture, each cycle of motion control
and sensor reading of the whole robot can be done in S5ms. The whole architecture and

the protocol of the proposed control system are discussed in chapters 6 and 7.

1.4 Contributions

To improve the ability of motion of humanoid robots, this dissertation attempts to
develop a real-time walking pattern generation and control system. There are five main

contributions of this dissertation. They are listed as follows:

e The concept of Fixed-Leg-Motion J é@i@n matrices.

A whole body inverse kinematics_solvgr for humanoid rebots.

The derivation and application c')f-the LOSI controller.for humanoid robots.

A Newton-Euler dynamics based COG height trajectory optimization method.

Architecture and implementation of areal-time control system for robots.

Fixed-Leg-Motion Jacobian

Using the concept of Fixed-Leg-Motion Jacobian matrices, we can build the
Jacobian matrices for solving IK of legged robots with a direct and neat way. Complex
computation and coordinate transformation can be avoided. In this dissertation, the
concept of Fixed-Leg-Motion Jacobian is derived and used on the conventional
Jacobian, the COG Jacobian, and the momentum Jacobian matrices. It can also be used
to construct other kind of Jacobian matrices describing other physical quantities for

legged robots.



Whole Body Inverse Kinematics Solver

The proposed whole body IK solver can be used to control all the end-effectors of
the robot, including the hands, arms, legs, head, and torso. In addition, physical
quantities which are directly relative to the dynamics of the robot can also be controlled,
including COG, linear momentum, and angular momentum. By using the proposed
Fixed-Leg-Motion Jacobian method, the proposed whole body IK solver can solve IK
without complex coordinate transformation.
LQSI COG/ZMP Pattern Generator

In order to ensure and improve the stability of humanoid robots when they are
walking in height-changing environients, the LQSI controller is proposed in this
dissertation. LQSI controller is ‘a 2Q control based“controller with state-incremental
performance index. Since the/proposed _LQSI controller-uses a linear time varying

1 _—
B

version of inverted pendulum.model foi:COG/ZMP walking pattern generation, the
¥

input COG height trajectory can be arbitrariltly assigned. Due-to this property, humanoid
robots can walk on height-chéngir:lg environments. with .the LQSI controller. LQSI
controller is also implemented using“C++ for”the proposed humanoid robot. Each
re-planning for COG patterns can be processed in 1ms. Real-time 3D COG/ZMP pattern
generation can be achieved using the proposed LQSI controller.
Optimized COG height Trajectory

When using the proposed LQSI controller for pattern generation, the COG height
trajectory is arbitrarily assigned. The COG trajectory is optimized in horizontal (sagittal
and lateral) directions. For generating more natural and energy-saving walking patterns,
the derivation and discussion of the optimization of the COG height trajectory is

proposed in this dissertation. A cost function including the terms of joint limit and joint

torque is minimized to optimize the COG height trajectory of the robot. The gradient of



the cost function is calculated by calculating the derivative of the cost function with
respect to COG height. And the derivatives are derived and calculated by using the
pesudoinverse matrix of the IK solver, Newton-Euler dynamics, and several kinematics

techniques.

1.5 Overall Framework of the Dissertation

The overall framework of the dissertation is shown in Figure 1-2.

Dissertation Framework

Joint Motion Generation

Figure 1-2. The overall framework of the dissertation

In Figure 1-2, the main topics of the chapters are listed in each block. Chapters 2
and 3 are combined as a “Joint Motion Generation” block. Using the contents in
chapters 2 and 3, the trajectories of all joints of the robot can be generated. Chapter 4
focuses on the balance and stability of walking. The contents in chapters 2, 3, and 4 are
used to construct the proposed real-time walking pattern generator satisfying COG/ZMP

9



inverted pendulum equations. In this stage, the COG trajectory is optimized in
horizontal (sagittal and lateral) directions. The COG height trajectory is directly
calculated by considering the ground height of the environment. In chapter 5, an
optimization algorithm for COG height trajectory is proposed. The time required for
each optimization for different 3D ZMP input is about two minutes. As a future work,
real-time implementation of the method in chapter 5 can be achieved by constructing a
database of training results. Using the algorithms form chapters 2 to 5, an optimized 3D
COG walking pattern generation with 3D ZMP input can be achieved. For the
implementation part, chapters 6 and 7 discuss the protocol and the hardware used to
build the real-time control system “in' this -dissertation. Using the algorithms and
techniques in this dissertation, 'optimized walking pattern generation and real-time

control are achieved.

10



Chapter 2 Kinematics and Dynamics

Basic kinematics and dynamics of robots are developed for many years. Equations
and descriptions of the behaviors of rigid body and the center of gravity (COG) of each
link are very important for constructing the model of robots. This chapter shows the
basic knowledge of kinematics and dynamics used in this dissertation. All equations and

concepts are used in the other chapters in this dissertation.

2.1 Introduction

Many researchers have propesed the solutions'to the singularity problem and the
joint limit problem while solving J acobia_nmlrinearized IK. Théy include the damped least
square method (DLS) [137] and the robu;:aamped least square method (RDLS) [89],
which are used for singularity avoidance. T}:'l'e weighted least-norm method (WLN) [14]
is used for joint limit avoidar-lcre. Tile combined-method of RDLS and WLN [146] is
also proposed. Many other methods are proposed,.such as the selectively damped least
squares methods (SDLS) [1], the gradient projection method (GPM) [76] and the
extended Jacobian method EJM [63][131]. In this dissertation, to improve the
performance of the IK solver, RWLN method [146] is used to achieve singularity
avoidance and joint limit avoidance. On the other hand, except the kinematics part, the
dynamics part of the robot must be considered. Newton-Euler dynamics [4][27][132] is
used to construct the dynamics part of the pattern generation algorithm, including the

prediction of torques and forces of the robot joints while motion planning and the data

analysis after experiments.

11



The rest of this chapter is organized as follows: section 2.2 describes the DH
method and forward kinematics. Section 2.3 shows the IK engine used in this
dissertation. Section 2.4 discusses about the Newton-Euler dynamics. Section 2.5 shows

the calculation of linear and angular momentum. Section 2.6 summarizes this chapter.

2.2 Forward Kinematics

The Denavit-Hartenberg (DH) method is used to construct the forward kinematics
(FK) of the robot system [133]. The homogeneous matrix describing the translation and
rotation of the robot is expressed in Eq. (2-1).

To; = Toa1T12T>3 Tiyi (2-1)
Ty; denotes the homogeneous matrix describing the.ith joint in the world coordinate
and T;_;; denotes the homogeneous matrix ﬂom the (i-1)th to the ith joint. The

homogeneous matrix is composed ofstwo ,main parts, the rotational part and the

e
—

translational part, shown as Eq. (2-2)_. T'—'_{ =

N ;=: [Rg‘i g Df‘i-] | (2-2)

Ry ; denotes the rotation matrix. of the’ith link des;ribed in the world coordinate and
Dy,; denotes the position of the origin of the 7th link in the world coordinates. The
physical meaning of R ; is very important for describing and deriving the equations of
robot kinematics and dynamics. It is composed of the unit vectors of local x, y, and z
axes described in the world coordinates, as shown in Eq. (2-3) and Figure 2-1.

Roi=[%i Yi Z] (2-3)

12
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J';u orld

x‘u orld
Figure 2-1. The physical meaning of rotatien matrix in the world coordinates
In the equation and figure above X ;-—Xu and Zi, denote: fhe unit vectors of local x, vy,
and z axes described in the world coor 1n@ t'hetyl are all 3- by-l vectors.
< |
By calculating forward kmema{l S usﬁg DH }parameters the relationship between

T T

the end-effectors and the joint anglei 1an be exprqISQed as Eq (2-4).
e =f(6) 1 ™ (2-4)

In the equation, x denotes the ‘combined vector including the position and
direction of the end-effectors of the head and the limbs. The COG position is also a part
of the vector x, it is found by averaging all the position multiplied by the weight of
each link. On the right hand side, 8 denotes all joint angles of the robot, as shown in
Eq. (2-5).

0=1[0, 6, = 6 - O] (2-5)
2.3 Inverse Kinematics

Using the Jacobian linearization method, the joint speed can be mapped to the

speed of x with Jacobian matrix, as shown in Eq. (2-6).

13



x=]6 (2-6)
where ]/ denotes the Jacobian matrix. It is not a square matrix when the system has
redundant degrees of freedom (DOFs). Pseudoinverse is used to solve the joint speed
for the desired x, as shown in Eq. (2-7).

0=]"% (2-7)

When solving IK, singularity configurations may cause discontinuous solved
trajectory or the failure of the IK solver. This is solved with the robust damped least
squares method (RDLS) in section 2.3.1. And the other problem when solving IK is the
joint limit problem. When a joint of mechanism is reaching its joint limit, the
mechanism may crash and broken. The-weighted least-norm (WLN) method is used to
solve the joint limit problem of thexobot, shown in section 2.3.2.

2.3.1 Robust Damped Least Squares Method (RDLS)
If the determinant of */J7 \is zero orfq_:é":l‘dse to zero, singularity occurs. In order to
¥

avoid the singularity, robust damped least équare method (RDLS) is applied. The idea
of the damped least square method (I:)LS) i§ to.minimize ||&— J8||> + a||8]|?, the sum
of the square of the residual error and the joint veloeities. Here a is a positive damping
factor. Thus, the pseudoinverse matrix with DLS method is shown as Eq. (2-8).

JE=TTUIT + aly) (2-8)
where I,,, is an identity matrix with the same dimension as JJT matrix. The damping
factor a helps to avoid singularity, but it also affects the solved 6. Thus, a should not
be applied at nonsingular configurations. In RDLS method, the manipulability h of the
mechanism [142] is defined as Eq. (2-9).

h(8) = det(JT) (2-9)
When h approaches to zero, it is getting closer to singularity. Then a is adjusted

automatically using Eq. (2-10).

14



. {a0(1 —h/hS),  R<K

0 , otherwise (2-10)
where h° denotes the threshold value, a, is the value of damping factor at singular
configurations. With the equation above, a is effective only when the configuration is
near singular configurations.
2.3.2 Weighted Least-Norm Method (WLN)

The weighted least-norm method is designed from the idea of null space. The
general solution of @ for solving IK can be written as

6 =%+ ~]" Do (2-11)

where ¢ is an arbitrary vector, J*x is @ particular solution, and (I —J*])¢ is the
homogeneous solution. Joint'limit avoidance is“important for humanoid robots in order

to act like human beings.” A- weighted least-norm (WLN), solution based scheme for

avoiding joint limits is proposed by Chan & Dubey [14].,In this method, a performance

a 77,’—'-‘,
criterion H (@) is defined as _ F
n | s 2
W 1G] — &} it
H(O) = Z | ( i max L,mln) (2-12)
= 4 (gi,max i ei)(gi 10 Gi,min)

When any joint approaches its limit; the value of H(6) grows very fast, and so is
its partial differentiation dH(6)/06;. Thus, a weighting matrix is defined as Eqns.

(2-13) and (2-14).

w; O 0 0
[ 0 w, 0 ]

wW=]: : (2-13)

0 wWp_1 O

o o0 - 0 Wy,
14 0H(0) >4

The WLN method can be expressed as Eqns. (2-15) and (2-16).

Jw = JW™1/2 (2-15)
6 =W Y2 hx + (W2 — Jh)x (2-16)
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2.3.3 Robust Weighted Least Norm Method (RWLN)
The RWLN method is the combination of the RDLS method and the WLN method.
The equation used to solve IK with the RWLN method is shown as Eqns. (2-17) and
(2-18).
0 =W 2L %+ (WY2L , — ]38 )% (2-17)
Jira = JwUwliy + awlmn) ™ (2-18)

The procedure of solving IK is shown in Figure 2-2.

Current Configuration
End-Effecto I v Robot
frajectories|| £qrward Kinematics Inverse Kinematics || M°HQ"
DH Method Jacobian Matrix
Current Posture and Motion Compute Joint Displacements
t Update Joint Angles I

Figure 2-2. The proce urf%g(;lvling iaverse kinematics

-

In the figure, the end-ef:feptor Iltl‘l,aljecfories a:Irc% inpu'tr jco- the IK solver. Firstly, the
robot posture and all positions of ;ehd-egf_fectors are c-éi:iculated with FK, and then the IK
solver updates the joint angles with ;;seudoinverse calculation. These two steps are
repeated till the robot end-effectors reach the target positions and orientations. Using

this procedure, the robot motions are solved one-by-one with the input trajectory.

2.4 Newton-Euler Dynamics

The joint angle, velocity and acceleration can be found using the method
introduced in sections 2.2 and 2.3. In this section, Newton-Euler Dynamics is used to
find the dynamics of the robot, including the velocity, acceleration, angular velocity,
angular acceleration, force, and torque of all joints of the robot described in the world

coordinate.
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2.4.1 Forward Iteration

In the forward calculation stage of the Newton-Euler method, the velocity, angular
velocity, acceleration and angular acceleration of all joints and all COGs of each link of

the robot are calculated, as shown in Eqns. (2-19)—(2-22) and Figure 2-3.

Joint /

Joint /+1

Figure 2-3. The \ie_c_:torsHsed to find i}% dynamics of the robot

b =W + 5 (2-19)

Vg1 = V4 @; X T (2-20)

a; = a1 +z;0; + w; x z;6; (2-21)
Qi = a; + a; X173 + w; X (0; X 77) (2-22)

In the equations, w, ¥, @, and a denote the angular velocity, the velocity, the
angular acceleration, and the acceleration of each joint of the robot in the world
coordinate. & and @ denote the rotational speed and acceleration of each joint of the
robot. 7; is the vector from the joint i to the joint i+1. Z; is the unit vectors of the

z-axis of the ith joint, as shown in Figure 2-4.
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Swing Le
g g S
Stance Leg
Figure 2-4. z-axis unit Ve(r:tojrs of all joints of both robot legs
g £ e
B

The angular velocity, Vqlocuy, ar,lgil}lar a@eleratlcm,_.and acceleration of each link

F 5. .-' = L =
COG are derived as Eqns-"~(2-23) 26) using H“ctors 11TF1gure 2-5.
5 N 5 8

N

Figure 2-5. The link COG and vectors used to find its dynamics

WDei = Wy (2-23)

Ve =U; +W; X Ty (2-24)

ac; = a; (2-25)

Ao = + @ X 7o+ @; X (0 X7y 1) (2-26)
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where 7,; is the vector from the ith joint to the COG of the ith link. In Eqns. (2-23) and
(2-25), the ith angular velocity and angular acceleration of the link COG is the same as
the ith joint angular velocity and angular acceleration. In Eqns. (2-24) and (2-26), the
calculation of the velocity and the acceleration of the ith link COG is the same as Eqns.
(2-20) and (2-22); in the equations, 7; is replaced with 7 ;.
2.4.2 Backward Iteration

In the forward calculation phase, the first joint is always the ankle of the stance leg.
The first joint switches between the left and right ankles during the walking process. In
the backward calculation stage of the Newton-Euler method, the force and torque are

calculated, as shown in Eqns. (2-27)—(2-28) and Figure 2-6.

fi+1 - m; g + T (2-27)
T = T L H o X[(L&y) — Fimi X fi + Fioirn X fira (2-28)

f and 7 denote the force .and the ‘tg;ﬂ'ﬁé" of | each/joint of the robot. m; and I;
: i
denote the mass and inertid matrix jof the ith link of the‘robot, calculated with CAD

software. 7;_; and 7;_;,; denote-the veetors_from. the 'COG of the link to its two

end-points.

Figure 2-6. The free body diagram of the ith link
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The derivative of Newton-Euler dynamics with respect to the COG height will be
derived and discussed in chapter 5. It is used to optimize the input COG height

trajectory of the robot when walking.

2.5 Linear Momentum and Angular Momentum

The calculation of linear momentum and angular momentum of the robot is
described in this section. Calculation of the momentum of rigid bodies can be found in
textbooks or papers [50][84].Considering the robot momentum can further improve the
balance of the robot walking. The momentum Jacobian will be discussed in section 3.5.
2.5.1 Linear Momentum

Since the velocity of the COG of the ith*link is,shown in Eq. (2-24), the linear
momentum of each link in the wotld coordinate is

L =-ﬁli5c,i (2-29)
TR

The total linear momentumyof the robg)t is the summation of linear momentum of

all links of the robot as shown.in'Eq. (2-30).1
L =) Mivg; (2-30)
2.5.2 Angular Momentum

The angular momentum of the robot contains two parts: spin and orbit angular
momentum, as shown in Eq. (2-31).

I‘TM = /TM,spin + “IM,orbit (2-31)

Since the inertias of all parts of the robot changes in world coordinates with the
robot movements, the inertias in local coordinates should be used as references. The
inertias with respect to the COG of each link in local coordinates are constant matrices
and they can be calculated by using CAD software such as CATIA and SolidWorks.

The local inertia matrix with respect to the COG of the ith link of the robot is defined as
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Iy ;. The relationship between of the inertia matrices in local and in world coordinates is
shown as Eq. (2-32) and Figure 2-7.

I; = Roilo,iR{; (2-32)

“yworld

[, in world coordinates

Jl;ﬂ'(')?‘f('f

lur_)}’/('f

Figure 2-7|.. hise:_a’i illllértia matrix

I; denotes the inertia matrix with respeet’to the COG of" the ith link in the world

coordinates, Ry ; is the rbta‘c:igﬁ nlatnlx parf of tl}e k@;}l(;g;aneous matrix Tp; shown in
Eq. (2-2). The spin angular momex&uxﬁ%an be éé-l"l-culailted by summing all the product of
the momentum of inertia and the corresponding angular velocity in the world coordinate,
as Eq. (2-33).
/TM,spin = Z Lw; (2-33)
The orbit angular momentum with respect to the support point is calculated as Eq.

(2-34) and shown in Figure 3-13.

AM,orbit = Z(Fs—w,i X miﬁc,i) (2-34)
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Joint i

Figure 2-8. Thejorbit angular momentum

% =

where 7g_; denotes the Vectog,_-from'éﬁppoft‘[ﬁbin_t to the COG of the ith link. The

support point of the robot is inthe robot’s stance foot,-thus the support point of the

Hay' F. i L
[ |

o . . -~ | il
momentum Jacobian in section 3.5.3|1§’él§eseﬂfq?f ﬁhe position of the ankle of the stance
- A

leg. | m | |
T ,| )
2.6 Summary l I ||\ Q4

In this chapter, the basic kir;é;ﬁéticis and dyr;amlcs engine in the whole dissertation
are introduced. The methods of forward and inverse kinematics are discussed in the first
half of this chapter and then the Newton-Euler dynamics and the calculation of
momentum are shown in the second half.

In the following chapters, the detailed part and constraints for solving IK, and more
detailed momentum calculation are shown in chapter 3. Newton-Euler dynamics is used

to optimize the COG height trajectory in chapter 5.
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Chapter 3 Jacobian Based Inverse Kinematics

Solver

In this dissertation, IK is solved using pseudoinverse method. The Jacobian matrix
can describe the linearized relationship between the joint velocity and the end-effectors
of the robot, including the conventional Jacobian matrix, the COG Jacobian matrix,
momentum Jacobian matrix, and the Fixed-Leg-Motion Jacobian matrix. All the
discussions and calculations in this chapter use the conecept of the physical meaning of
the robot Jacobian matrix: Fixing all the other joirts and calculate the component
caused by the movement of the ith joint._"{lle concept of Fiked-Leg_Motion Jacobian is
also proposed in this chapter and iit] is ;?Eiﬁick and easy concept to deal with the

constraint that the stance foot 1§ fixed on“the ground and has zero linear and angular

velocity.

3.1 Introduction

In robot applications, IK is a common method to solve joint trajectories to follow
the assigned end-effector trajectories. There are many methods to solve IK, including
analytical displacement analysis method, Jacobian linearization method, searching
method, etc. The analytical displacement analysis method [29][34][73] is to find the
relationship between the joints and the links using sine and cosine functions directly;
this is convenient for simple mechanisms to solve IK but very difficult and highly
nonlinear for multi-link or redundant mechanisms. Jacobian linearization method is
most used in applications of robot arms and robot legs; by linearizing the kinematics

relationship of the mechanism, this method can solve IK after several iterations. There
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are two types of Jacobian linearization methods. One is to use the analytical solution
[15][103] of the mechanism to find the Jacobian matrix and the other is to use the
cross-product method [9][90][109][123][130]. Same as the analytical displacement
analysis method, the Jacobian matrix found by using analytical method is also highly
nonlinear and very complex for humanoid robots. Compared with the Jacobian matrix
calculated using the analytical method, to calculate it using cross product method does
not need to deal with the highly nonlinear equations and its calculation is also very fast.
Searching methods include random search method [46][135] and motion capture and
database method [102]. Random search methods can be very fast and it gives different
results in each test. On the other hand, database methods need large memory for
complex mechanisms and the metion capture method must have a good mapping
algorithm or the robot will become unstab_le sifice the shape-and mass distribution of the

| —

robot is different from hutan. In this di-?éﬁ‘ﬁation, the/Jacobian matrix calculated by

i |
1

using cross product method,is used sin:ce itds fast and convenient.

This chapter is organized as fo:llows: sectioﬁ 3.2.shows the conventional Jacobian
matrix which describes the “linearized felationship “between the motion of the
end-effector and joint angles, section 3.3 derives and describes the proposed
Fixed-Leg-Motion Jacobian concept which can be used to all types of Jacobian matrices
for legged robots, section 3.4 shows the calculation of COG and the COG Jacobian
matrix, section 3.5 further describes the calculation of momentum and derives the
momentum Jacobian matrix, section 3.6 combines all Jacobian matrices discussed in

this chapter to a global Jacobian matrix, and finally section 3.8 summarizes this chapter.

3.2 Conventional Jacobian Matrix

After constructing the DH parameters, the Jacobian matrix can be found by the

cross product method, and then the limbs and the head can be controlled independently
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with the Jacobian matrix. The ankles, the fingertips and the head are chosen as
end-effectors. But if we solve IK for the limbs and the head of the robot independently,
it is difficult to decide where the positions of the end-effectors should be in local
coordinates because DH forward kinematics method constructs the joint positions and
orientations in its own coordinates instead of the world coordinates, and all positions of
the end-effectors in the world coordinates are influenced by the movements of the
stance leg. Thus the trajectories of the end-effectors should be decided in the world
coordinates directly. Eq. (3-1) describes the conventional Jacobian matrix that is used

while solving IK independently.

e

-C?LL- LL 0 0 ,,'0 0 _H:LL_

C?RL [0 Lagm 0 g 0] Ory

dit=1040 J. 0 w0l{6,, (3-1)
dga N0 I OJ Or4

d 0 10~10 fAQ1 Jul|g

L (L - — LUp -

where d denotes the vector compo_sed rotjf;&thﬂer differences of position and orientation
from the current end-effector to the désired :e-nd-e_ffector in irts own coordinates; LL, RL,
LA, RA, and H denotes left leg, right leg, left arm, right arm, and head, respectively. If
we just want to control the limbs and the head of the robot independently, it is enough
to solve IK with the equation above in one iteration if d is given appropriately (not too
large).

The linearized relationship of the end-effector and all joints that decides its
position and orientations in the world coordinates can be described as the format in the
following. Figure 3-1 shows the vectors used to construct the conventional Jacobian

matrix.
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O end-effector

Figure 3-1. The Vectors_ru:sed to-construct Jacobian matrix

e
In Figure 3-1, 1;.,4 and z; wectors denote the<vector from the position of the ith
joint to the end-effector afid 'tHe unjt vector Igff- ?Pe rotatioft axis of the ith joint. The
oy

e —x
construction of the conventional Jaco 1@)!' of the left*leg is used as an example.

From Eq. (3-1), the relationship betr/ en fiE‘.:ean‘Tffector and the joints can be written

o =

Y - C '_ I,Zend,-E-L )
dLL - ]LLQLL - WendiLl

e

as A
(3-2)

d;, is the 6-by-1 vector composed of the linear velocity and angular velocity of
the end-effector described in the world coordinates. Vepq;;, and weng;;, denote the
linear velocity and angular velocity; both vectors are 3-by-1 vector. For an n-axis leg

mechanism, Eq. (3-2) can be further rewritten as Eqns. (3-3) and (3-4).

n
Vend,LL = Z(zl X Fi—>end)e.1 (3-3)
i=1
n
Oenais = ) 76, (3-4)
i=1
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Z; X Ty ena 1s the position change under unit rotation of the ith joint and thus the
Vena,rr 18 the summation of the position change due to the motion of each joint. On the
other hand, because the angular velocity change under unit rotation of the ith joint is Z;,
the wepngry 1s the summation of the angular velocities due to the motion of all joints.
The conventional Jacobian matrix in Eq. (3-2) can be found by rearrange the Eqns. (3-3)

and (3-4) in matrix form, as shown in Eq. (3-5).

91,LL
o L L L 02,11
s 14 X Tisend Z2 XT2send ' Zi XTisend *° Zn X Thoend :
Jinb = = = = = ; (3-5)
Zq Zy z; Zn i1
—BTL,LL—

where J;; is a 6-by-n matrix.. Rather than using the partial derivative method in
common text books to find.thefJacobian matrix, it.is_easier and neater to use the

cross-product method in Eq. (3-5). | e 4

e
-

3.3 Fixed-Leg-Motion Jacpbfi@naMatriX

Since the stance leg is “fixed’ 6n the floot, ithe movements of the joints of the
stance leg change the positions and oriéntations:of ;ther end-effectors. The concept of
the “Fixed-Leg-Motion” Jacobain matrix desecribing the linearized relationship among
the stance leg and the end-effectors is proposed in this dissertation. With the proposed
Fixed-Leg-Motion Jacobian method, rather than change the origin point of all the
forward kinematics trains to the stance foot or using the complex transformation
formula, the original kinematics trains can be used very conveniently to construct the

Jacobian matrix of the robot, as shown in Figure 3-2.
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Some methods need t
change the base poin
or use complex formu,

Fixed Jacobian metho
uses original kinemati
trains
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Stance Leg Poi Stance Leg

Figure 3-2. To change andnot to change the origin of kinematics trains
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=
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int of the kinematics trains of the

-

bia _rf‘i;}d;;ljx-‘is used to find how the

& -
In the figure, “base point”-den
A )
robot. The concept of the .Elixe -Le

i |
: posit

joints in stance leg affect th tations of the end-effectors directly

| i,
using the original kinematics n-€COG Jacobian, momentum
- / . i -.,|
Jacobian and other linearized-rela .in the following sections.

T e - :Q\" N
L . T . . .
Same as the conventional Jacobian matrix;‘the Fixed-Leg-Motion Jacobian matrix

is also a 6-by-n matrix. It is definedas

]F,Translational
Jp = [Frrestacionat| -, ¢ goxn (3-6)
F,Rotational

JF Transiational a0 Jr rotationar denote the translational and rotational parts of

the Fixed-Leg-Motion Jacobian matrix. The Jg potationar 15 defined as

- -

]F,Rotational = _[21 22 e Zy e Zn] (3-7)
where n denotes the total number of joints of the stance leg, z; are unit normal
vectors of the joints of the stance leg. The minus sign is multiplied since when a joint of

the stance leg rotates clockwise in its coordinates, the body rotates counterclockwise in
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the world coordinates. On the other hand, the Jr rrqnsiationar 1S calculated as Eq. (3-8)

using the vectors in Figure 3-3.

_Zl X Tl,F—>end_eff_

Zz X r2,F—>end_eff

T - _
]F,Translational -

L (3-8)
zZ; X ri,F—>end_eff

[Zp X rn,F—>end_eff_

Figure 3-3. The vectors used to construct Fixed-Leg-Motion Jacobian matrix

In Eq. (3-8), the 7jp_eng eff denotes the vector from the ith joint of the stance leg

to each end-effector, the cross product z; X 7; poeng e 7r 18 its vector change under unit

rotation of the ith joint. The Fixed-Leg-Motion Jacobian matrix can be applied to all

other end-effectors, as shown in Eq. (3-9).
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-d.stance- []stance 0 0 0 0 'l _éstance_

dswing l ]f—>5 ]swing 0 0 0] sting
d., [=|/r-La 0 Juu 0 0 ¢, (3-9)
dRA Jr-ra 0 0 Jia OJ QRA
il Vw0 0 0 pll 4

In the equation, Jr_x denotes the F-Jacobian matrices; the subscript “X” denotes
the end-effector affected by the movement of the joints of the stance leg, such as the
swing leg, the fingertips, and the head.

In the world coordinates, when using the conventional Jacobian to solve IK, each
kinematics train (head, arm, or leg) is considered separately. The effect from other
kinematics train (i.e. the stance leg) is mnot'censidered. On the other hand, the
Fixed-Leg-Motion Jacobian matrix considers the movements of the stance leg. For
example, multiply the second.row and the angular speed veetor of Eqns. (3-1) and (3-9),

we can find Eqns. (3-10) and (3-11). A A

e

] -
dswing_ T ]swzi;ng sting (3-10)
dswing : ]f—>s éstancé o+ ]swing éswing (3'1 1)

Eq. (3-10) can solve IK using the _same iterations as Eq. (3-11) if the end-effector
trajectories of each kinematics train arejinput.independently. Eq. (3-11) can solve faster
when the motions of the stance leg affects the position of the other end-effectors. Eq.

(3-11) has better computation efficiency in real cases, as shown in Figure 3-4.
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Conventional Jacobian vs. F-Jacobian
I Corventional Jacobian
I F-Jacobian

iteration per step

nth step

Figure 3-4. The iteration used with both methods

The graphics above show the computatio;l'time and the iterations per step of the
pseudoinverse method with and without F-Jacobian methoq._ Step 1 and step 2 are initial
steps, so they are with different iterat_iorl-ﬂe:lr-'_step. The proposed method, F-Jacobian,
saved 65.73% iterations per step. | Exq?pf initial steps, each step contains 27
configurations. In the 27 con_ﬁgurafio!ns, ‘;hc; first ‘three“and last three points need no
iteration because they are at the éaine- position, frl“rher':f)roposed method, F-Jacobian, can
solve each configuration in only one cémputation when the acceptable error is 0.2mm
(0.0712% of the length of legs). “Acceptable error” means the acceptable position error
value when solving IK. If the position error is smaller than the acceptable error, the next
trajectory knot will be inputted to the IK solver. If the position error is still larger than
the acceptable error, the same trajectory knot will be inputted to the solver again. Since
the input to the IK solver are close and smooth enough, the proposed method can get
smooth trajectories and solve each configuration in one iteration. But for the same input,
IK without F-Jacobian makes the joints oscillate and needs about 3 iterations to solve

one configuration. Figure 3-5 and Figure 3-6 show the solved trajectories of the left

ankle (end-effector) with and without F-Jacobian.
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trajectory of left ankle
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Figure 3-5. Solved trajectory with F-Jacobian

trajectory of left ankle
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Figure 3-6. Sb'-l:i./ed ;_yaj eqtory—jwitﬁ.é)ilt F-Jacobian

Without F-Jacobian, the solved trajectories are not all useable. Only points that are
in the acceptable error range are useable. We can reduce the number of useless points
with F-Jacobian method. The robot walks from 0 to -400mm in the simulation. Only
some configurations in the initial steps are not solved in one computation since the
home configuration of the robot is near singularity. After initial steps, the robot has bent
its knees, and hence keeps the robot away from the singular configurations. All the
configurations after initial steps are solved in one computation.

Because the Fixed-Leg-Motion Jacobian method can describe the relationship

between end-effector and joints more accurately than conventional Jacobian method, the
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error decay rate when solving IK is also faster. Figure 3-7 shows the acceptable error
versus the total iterations of the IK computation (for 232 trajectory knots) with and

without F-Jacobian method.

acceptable error vs. total iterations

—e—[-Jacobian A T e

—e—Conventional Jacobian
14001 -
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10001 f
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4001 / _

2004”\.. L i [ Lo v 00y L Lo v 0 0y Lo 0 L _
10" 10 10" 107 10°
0.0002mm-~2mm - log scale

Figure*3-7. Acceptabl?’ﬁﬁor vs. total itetations

i |
1

From Figure 3-7, we' can see the “Aumber lof total ‘iterations for conventional

Jacobian method grows much faster than'theé E-Jacebian method when we choose the

acceptable error from 2mm to 0.0002mm.

3.4 COG Jacobian

The COG trajectory of walking pattern of the robot is generated with the inverted
pendulum model. In the model, the mass of the robot is assumed to be a point (the
COQ). The position, velocity and acceleration of COG are highly related with whether
the robot falls or not. Thus the trajectory of the COG is directly relative to the stability
of the robot. In order to control the robot COG, the relationship between the COG and
all joints of the robot must be derived. The generation and optimization of the COG
trajectory will be discussed in chapters 4 and 5. In this section, the calculation of COG

and the method to control the COG position using the joints of the robot is discussed.
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3.4.1 Calculation of COG
The position of COG can be easily computed by averaging the sum of the product
of the link masses and their position vectors, as shown in Eq. (3-12). Note that 7, is

a 3-by-1 vector described in world coordinates.
(3-12)

where 7o is the position vector of the robot COG, m; denotes the mass of the ith
link, and 7,,,; denotes the position vector of the COG of the ith link in the world
coordinate.
3.4.2 COG Jacobian

With the same technique in.section 3.4.1,when. a joint rotates, only parts of the
robot are rotated, while the-other$ are not rotatgd. Separating the rotated parts and the

fixed parts (without rotating), we obtaim Eq. (3-13). This is used to calculate the COG

= _
|

Jacobian matrix. P

1
M -1co = (Z My p !t Ton + Z Myax rua,k)
h k

where M denotes the total mass of the robot; subscript “a” denotes the parts that are

(3-13)

joint=i

affected by the rotation, subscript “ua” denotes the parts that are unaffected by the
rotation, Mg, and My, denote the mass that are affected and unaffected by the joint
i, and the vectors 7, and 7y, denote the position of the COG of each affected part
and each unaffected part. The equation can also be written as

M-icoc = (Mg Tg + Mug * Tuadljoine=i = Mai * Tai + Muai " Tuai  (3-14)
where M,; and M,,; denote the total mass of the parts affected and unaffected by the
motion of the ith joint , 7,; and 7,,; denote the position vector of the COG of the

affected and unaffected parts, as shown in Figure 3-8.
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World Coordinates

d du@ect pa o:f?tﬁc?oint rotation
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Figure 3-8. The aff

Note that the members,off affeof G§ parts w;hange with different joint i,

and they also depend upon each,r dlfferent mecﬁamsm The position change of 7¢og
A ORI
caused by the rotation of joint j can be approx1mated as

Muai

ATcog = ﬁ AT+ Mg (3-15)
Since 7,4 is unaffected by the rotation of the ith joint, Ar,,; is always equal to

zero. Arcpg; denotes the displacement of the whole robot’s COG caused by the

rotation of the ith joint. Thus, the COG Jacobian can be obtained as

M,. .
—2L. Argi = Jeog,i " 0i (3-16)

Arcogi = M

where Jcog; and 6; denote the COG Jacobian and the angular speed of the ith joint.
The COG Jacobian matrix of the joints on the limbs except the joints on the stance leg

can be found as Eq. (3-17) using the vectors shown in Figure 3-9.
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M, . .
Jcogi = ﬁazi X Tac,i (3-17)

Z (An axis of swing leg)

Swing Leg

Stance Leg

Figure 3-9. Tffe V‘})tl) usﬁo cdnlm%ct COG Jacobian

In Figure 3-9, because the" ztl} ngt Is an axis }of th'e h1p joint, COG,; denotes the
COG of the whole swing leg; 7 deiotlés:trl-lreJ -Vec::tor from the ith joint to COG,;. In
Eq. (3-17), z; X Tyc; denotes the position change of COG,; under unit rotation of the
ith joint. Because the mass of COG,; is M,, the effect to the total COG position
change is multiplied by M,/M.

3.4.3 Fixed COG Jacobian
Using the concept of Fixed-Leg-Motion Jacobian, the COG Jacobian of the joints

in stance leg is calculated as Eq. (3-18) using the vectors shown in Figure 3-10.

a,l

M ' Ei X Fac,iéi (3'18)

Arcog,i = Jeog,i 01 =

36



Same as the Fixed-Leg-Moti Ja‘@an r ‘end:effectors of the limbs, the
— : in

Fixed-Leg-Motion Jacobian ‘for h o in Eq. (3-18) b th
ixed-Leg-Motion Jacobian for CO ﬁ m\ ".;.ﬁt-.?_lgn in' Eq (3-18) because the

rotation of the ith joint gives the—-_r(‘)rbot body an drzgula{ velocity along —z; direction.
iy P 1c] L
. . . e Ll . .. . .
With the COG Jacobian matrix, the Whojlle Jacobian matrix including the constraint

of COG position is expressed as

dstance '] stance 0 0

0 0 1 -0' -
dswing ] f-s ] swing 0 0 0 éstaTlce
dLA — ]f—>LA 0 ]LA 0 0 Sg‘./vmg (3_19)
dra Jf-ra 0 0 Jra 0 éLA
dy Jf-u 0 0 0 Ju RA
d | Jrc Jsoc Jrasc Jrasc Jusclt On
- Ucog -

In Eq. (3-19), the COG Jacobian matrix is added to the original Jacobian matrix. In
order to control the COG position of the robot, three DOFs of the robot must be used to

achieve the COG position constraint (x, y, and z directions). The original Jacobian
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matrix described in Eq. (3-9) controls the position and direction of the stance leg and six
DOFs are required (three for position and three for orientation). Because the robot does
not have enough DOFs in its legs, it is impossible to control both the positions of the
stance leg and COG, while keeping the orientation constraints. The constraints of the
position of the stance leg is released and replaced by the COG position constraints. Thus
the Jacobian matrix of the stance leg has only three rows for the three orientation
constraints. The stance leg is attached on the ground, thus the positions of all joints of

the robot can still be calculated by using forward kinematics.

3.5 Momentum Jacobian

In addition to tracking the COG trajectory, linear_and angular momentum can also
be considered to further stabilize humanoid robots'while walking. Researchers proposed

methods to manipulate the linearyland/ angular | momentum of the robot

e
.

E et

[50][95][121][152]. In this section, mdrﬁ%ntum Jacobian matrix using the proposed
Fixed-Leg-Motion Jacobian concept_ié deri\iéd and described. It is also combined to the
proposed global Jacobian matrix shown in'seetion 3.6,
3.5.1 Linear Momentum Jacobian

To calculate the linear momentum Jacobian, the linear momentum caused form the
rotation of each joint must be calculated first. Since the linear momentum is calculated
as Eq. (2-29), the linear momentum caused form the rotation of each joint can be
derived as Eq. (3-20) using the vectors shown in Figure 3-11.

L = Mai(Z; X e ) 6; (3-20)

Mg = Mg i1 +M; (3-21)
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Joint i ‘ COG-+1

Z : Resultant COG

Figure 3-11. Linear momentum caused form the joint rotation

Ly ; denotes the linear momenfmh dauééd"’ fqrm the rotation of the ith joint, m,

3 ’r

= -

denotes the accumulated (rehult_zrmt) ﬂfa

the ﬁpa}'hnk back to the ith link as

1 ".E_.—"
\

o A9 (3-22)

where Jjp; 1s a 3-by-1 coTﬁ;mn Vv -Wh@dacqblan matrix of the joints not
= =N
belong to stance leg. For the JOIH‘[S jof the ptahce leg, using the concept of the

-"' ]

Fixed-Leg-Motion Jacobian, the accumulated mass contains all the mass above the joint
and a minus sign must be added to the z; vector, as shown in Eq. (3-23) and Figure

3-12.

Jini = Mai(—2Z; X Tacy) (3-23)
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Swing Leg

Z.(An axis of stance leg)

Stance Leg

Figure 3-12. Linear _fng)ﬁlféntum aused fo e joinf‘i"d'—tdtion of the stance leg

L

= : ~ - )
where mg; denotes the whole,mass ab{ e ith joint of the stance leg, and 7, ;
denotes the vector from thé it___l_f-j_biu} o the"COG of thé,__;}_'ééumulated mass. The linear

—r ol s o

momentum Jacobian matrix, isi.-:i_e;gl_,m'()st’_’_ﬁéf;'sa_rﬁéij@,s the translational part of the

it

conventional Jacobian matrix; -fhé iniy d_ifferérfl::ce is ihe linear momentum Jacobiam
matrix has the accumulated mass term in the équations.
3.5.2 Iterative Calculation of Moment of Inertia

To find the angular momentum Jacobian matrix, the spin and orbit angular
momentum caused by unit rotation of robot axes must be found first. Same as the
arrangement in section 2.5, the spin part of angular momentum is discussed first in this
section.

To calculate the spin angular momentum caused by unit rotation of all robot joints,
the iterative equations describing the accumulated inertia of the robot must be derived,

as shown in Eqns. (3-24)-(3-30). The derivation starts from calculating the inertia
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matrix with respect to an arbitrary point. The parallel axis theorem in 3D space is used
for these calculations, as shown in Eq. (3-24) and Figure 3-13. This is used to combine
the inertia matrices of different links with respect to their averaged COG position.

Ip,i = Ii + ”FpTFpE:; - FprT (3-24)

Y

world

Figure 3-13.'The i;e{rallel axis t?#oremiﬁ 3D space
where 7, ; is the inertia matrix w1th respect to".fanr -;rbitrary point, 7¢pg,; denotes the
position vector of the ith link COG in the world coordinates, 7, denotes the vector
from the COG of the ith link to an arbitrary point, 7,/ 7, is a scalar, £ denotes a 3-by-3

identity matrix, and 7,7, is a 3-by-3 symmetry matrix. Define 7, as

xrp
7, = ’yrp (3-25)
Zrp
Thus Eq. (3-25) can be further written as
:Vrzp + Zﬁp —XrpYVrp —XrpZrp
Ipi = 1; + My | —XppYrp xvgp + Z?p —VrpZrp (3-26)
—XrpZrp —VrpZrp xﬁp + :Vrzp
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Using Eqns. (2-32) and (3-24) the inertia matrices of all robot links can be found with

backward iterations, as shown in Eqns. (3-27)-(3-30) and Figure 3-14.

. Mg iv1Tai+1 + MiTco i
Foi= _ (3-27)

~ -
world

A

/

world

Figure 3-14. T eraﬁe{iﬁéhia calculation

- |

™,

L

Resultant COG

J’;ﬂ vorld

=1

'

where 7,; denotes position.vector the@QG]l these links, m,; is shown as Eq.

(3-21). 14; and 7y 44 denotégﬁthe elctors from; : orié{ﬁal accumulated COG and the

o,

ith link COG to the new accumul-eit%:;d COG, as s
Fd,i = 7ja,i - FCoc;,i (3-28)

Tgivr = Tai — Tcocivr, 1St iteration
(3-29)

N

Tgiv1 = Tai — Tait1s otherwise
Using the equations above, the accumulated moment of inertia I, ; is calculated as
— ST = = aT
loi = lgir + I + (73 7aiEs — TaiTas)
(3-30)
ST 2 2 aT
+ M1 (Tqir17ai+1E3 = Tais1Tair1)
3.5.3 Angular Momentum Jacobian

Using the results in section 3.5.2, the spin angular momentum caused by the

rotation of the ith joint can be found as
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A spini = laiZi6; (3-31)
Note that the summation of Eq. (3-31) is equal to Eq. (2-33), as shown in Eq.
(3-32). The summation of Eq. (3-31) considers joint rotation and Eq. (2-33) considers
link rotation to calculate the total spin angular momentum; these two methods get the

same results.

/TM,spin = z Lw; = Z Io:2;6; (3-32)

After calculating the spin angular momentum, the momentum caused by the
rotation of the ith joint can be found by adding the orbit angular momentum to it. The

orbit angular momentum caused by.the rotationof.the ith joint can be calculated using

=

the vectors shown in Figure 3-15 as Eq (3-33)

AM,orbit,i = 7_"‘s—>c,i X (ma,_i_Ziei X Fac,‘i'_)r (3-33)

b .-‘a'_"‘\ F il

Resultant COG

Figure 3-15. Orbit angular momentum caused by the rotation of the ith joint

Eq. (3-33) can be used for the limbs except the stance leg. Figure 3-15 shows the
orbit angular momentum with respect to the support point. In the application of

humanoid robot, the support point is the ankle of the stance foot.
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Using the results above, the angular momentum caused by the rotation of the ith
joint is calculated by summing the spin part and the orbit part of the angular momentum,
as

Awi = Ig 20 + Tsei X (MgiZ:0; X e (3-34)

Since the joint rotation speed 6; is a scalar, Eq. (3-34) can be rearranged as

/TM,i = (Ia,ifi + Tgoey X (MgiZ; X Fac,i)) 0; = Jam,i0; (3-35)
where [, ; denotes the 3-by-1 angular momentum Jacobian. For the joints of the

stance leg, the concept of the Fixed-Leg-Motion Jacobian is again used. Minus sign is

multiplied and the accumulated mas§ and inertia ojl the parts are replaced by that of the
:'f i’—*:

"—'a

parts above the ith joint, as show;EL in Eq: 3-36)and Flgpre?a 16.

(3-36)

Swing Leg
Z (An axis of stance leg)

Stance Leg

Figure 3-16. Fixed angular momentum Jacobian
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Total angular momentum of the whole robot can be calculated as Eq. (3-37). It is

equal to Eq. (2-33).

A = Jamiby (3-37)
Eq. (3-37) is more complex and it is derived for calculating the momentum
Jacobian. The difference between the two equations is that Eq. (2-33) uses the concept

of the rotation of each link and Eq. (3-37) uses the concept of the rotation of each joint.

3.6 Global Jacobian

Using the conventional Jacobian, COG Jacobian, momentum Jacobian, and the
Fixed-Leg-Motion Jacobian, thei global Jacobian matrix for controlling the whole

humanoid robot can be constructéd; as

dstance Jstance 0 0

. 0 0~
dswing ]f—>s ]swing O-L;.-r L 0 0 -0' .

dLA ]f—)LA 0 ]LA :-!',. 0 0 H'Sta'nce

dra |_|/r-na O 1o g T4 o [Pl
g, || J-ma 7o flo =3 o] W AFAl Ou (3-3%)
deoc Jr-c S Jsie S\ Wha-c o JrAES Thé G,RA

dy Jrowm  Tsoim’ i iasem JRasi s Jusim |- Ou

dar poam  Js—am Juasam» Jrasame JH-am.

Compared with Eq. (3-19), the linear and angular momentum Jacobian matrices are
added to the whole Jacobian matrix. If the robot has enough DOFs, all the motion of
end-effectors, COG position and momentum can be controlled with Eq. (3-38). Since
the robot has limited DOFs in the legs, arms and torso, not all of them can be controlled.

The Jacobian matrix used to control the proposed humanoid robot is shown as Eq.

(3-39).
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_d‘stance_ [ Jstance 0 0 0 0
dswing ]f—»s ]swing 0 0 0 éstance
dLA ]f—>LA 0 ]LA 0 0 [éswing ‘
dra | =1 Jr-ra 0 0 Jra 0 0.4 (3-39)
dy Jf-t 0 0 0 Ju | Ora
dcoa Jr-c Js-c Jrasc Jra-c Ju-c l 0y
| dAM,z | ]f—>AM,z ]S—>AM,Z ]LA—>AM,Z ]RA—>AM,Z ]H—>AM,Z_

In Eq. (3-39), although the Jacobian matrices of linear and angular momentum are
derived, only the angular momentum in z direction is controlled. This is because the
angular momentum in z direction is directly related to the slipping rotation of the robot
in z direction. When the robot turn left, it needs a counterclockwise moment in z
direction to change its facing direction and vise versa; when the robot is going straight
forward, the z direction moment must'be as small as possible to prevent the robot from
slipping and rotating about z-axiS. The linear mementum Jacobian and angular
momentum Jacobian in X and y directions_ can/be used in future applications. The other

| —

parts of the Eq. (3-39) are‘the same as E;;’T3'-19). By using Eq. (3-39), the control of
i
arm motions, robot walking,m COG trajeetory \tracking,* and z direction angular

momentum can be achieved." Versatile_tasks, can-be..achieved with the proposed IK

solver.

3.7 Simulation

The physical model of the robot is constructed in SolidWorks (CAD software), and
is imported to ADAMS (the physics engine), which is served as the control plant. In this
section, the physical properties of the walking pattern generated with the proposed IK
solver are verified. Figure 3-17 shows the scene of simulation for verifying the

properties of the proposed IK solver.
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Figure 3-17. The scene of simulation for verifying the proposed IK solver

In the simulation, the robot goes onto a step and steps down to a lower plane. The
COG trajectories inputted to the proposed IK solver are generated with the LQSI
controller proposed in chapter 4. This simulation shows that the proposed IK solver can

generate walking pattern with COG and momentum constraints.

Figure 3-18. The robot motions for walking through the scene

Figure 3-18 shows the robot can walk through the scene successfully. In this scene,
the slipping rotations with and without angular momentum constraint in z direction are
compared, as shown in Figure 3-19. Zero angular momentum in z direction is set as the
constraint in the proposed solver. This is achieved with the DOFs of waist and arms in
the solver. The solved trajectory of waist and arms will compensate the angular

momentum caused by the swing motion of the robot leg automatically. However, the
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real angular momentum will not be zero because of modeling error and impact forces,
but it will be smaller than using an IK solver without momentum constraint. Since the
time differentiation of angular momentum is smaller, the reaction torque acted on the
stance foot is also smaller. This will reduce the slipping rotation of the robot when
walking. In addition, because the robot will twist the waist and swing the arms, the
solved motions are more human-like than the motions without momentum constraints.
In the simulation, the robot can walk with smaller slipping rotation by enabling the
angular momentum constraint in z direction. There are larger slipping rotations when
the robot going onto or going down the step. A larger impact occurred when landing to
the lower plane and caused a‘larger diréction'.léhange to the robot. With zero angular
momentum constraint, the rQbot 7can walk with smaﬁef- sligping rotation even when the

landing impact occurred.

- 1
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—Without Momentum Constraint
6l — With Momentum Constraint
Walking straight
Walking straight
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Figure 3-19. Slipping rotation of the whole robot in z direction

3.8 Summary

In this chapter, the concept of Fixed-Leg-Motion Jacobian is proposed and
described. It is very convenient because no transformation of the coordinate system is
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required and the same kinematics chains of the robot can be used while changing the
support phase during walking. Using the concept of the Fixed-Leg-Motion Jacobian
method, the effects of the end-effector positions and orientations, the COG position, and
the linear and angular momentum caused by the motions of the stance leg can be
expressed easily. The global Jacobian matrix used for controlling humanoid robots is
also proposed and derived in this chapter. Using the global Jacobian matrix, the
end-effectors, COG, and the momentum of the robot can be controlled.

The IK solver used in this dissertation is derived and described in this chapter; the
next point this dissertation focuses on is the planning and optimization of 3D COG/ZMP

trajectories in chapters 4 and 5:

= AT
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Chapter 4 Linear Quadratic State Incremental

Control

Many researchers have proposed walking pattern generation methods with
COG/ZMP (zero moment point / center of gravity) constraints. Some of the researchers
used a neural-networks method (NN), a central pattern generator (CPG), or a genetic
algorithm (GA) to solve COG/ZMP  pattern generation problems. However, the
parameters used in those methods are-foo, many, and the procedure to learn or to search
them cost too much computation time. Other researchers designed controllers or used
analytical solution method to generate _r:[lle COG trajeétrories. These methods can
generate the COG/ZMP pattetn very qgsﬂzly, but the COG height is limited to a
constant to linearize the inverted pendulum:' model of the robot. Due to this limitation,
the robots cannot walk freely- dn surfaces that change. in height. In order to solve this
problem, researchers start to use the original nonlinear inverted pendulum model to
make the COG height value changeable, such as using a numerical method or a
feedback controller. In this chapter, a pattern generator that can allow non-constant
COG height is proposed. The proposed pattern generator is based on an optimal control
method with a state-incremental performance index. It can solve sagittal and lateral
COG patterns with arbitrarily assigned COG height and ZMP trajectories in real-time.
Thus, dynamic walking with a natural COG trajectory on height-changing surfaces can

be achieved.
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4.1 Introduction

In recent years, researchers have focused on many interesting aspects, such as
artificial intelligence, human-machine interaction [44], trajectory/pattern generation
[13], and mechanical design. In these research areas, walking pattern generation is very
important for biped robots because inappropriately planned walking patterns may cause
the robot to fall down and even to damage itself. Honda ASIMO [110], the AIST HRP
series [47][56][57][59], Waseda University WABIAN [100], KAIST HUBO
[101][105][106], and Fujitsu Hoap series [83][148] are the most successful humanoid
robots in the world. Their methods forigenerating walking patterns are different but all
consider the ZMP information.

Most walking pattern -generation methods:are restrained by unchangeable COG
height, long computation time, or too matxg parameters néeded to be tuned. Compared
with using the original nonlinear inve_:rte(i qun(iulum medel, the computation cost will be
much smaller if the COG height _is: setri(-) be a constaﬁt to linearize the inverted
pendulum model. Researchers.used the preview control based [25][47][48][125] and the
analytical solution based [37][38] walking pattern generator with the linearized model
to construct their walking control systems. Real-time pattern generation can be achieved
by doing this but the robot must bend its knees more while walking in order to maintain
the same COG height, and this also limits the ability of the robot to walk on surfaces
with height change. Researchers also discuss the effect of COG height change to
walking pattern generators and provide their solutions. Nishiwaki [91] extended the
preview control method to the one with changeable COG height by tuning the control
gains from the pre-calculated database under different COG height. Sugihara [122] also
provided an analytical solution method to generate the walking pattern in real-time. In

the method, the COG height can be changed if the height change is not very large.
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Morisawa et al. [87] proposed a method to construct the walking patterns in parametric
surface. The method can generate walking pattern on the order of millisecond with COG
height change by using numerical method. The WABIAN robot was designed with extra
DOFs for its waist to keep its knee straight [98]. The walking pattern of the WABIAN
robot was done with GA [100]. It is very good to keep the knee of the stance foot of the
robot straight because it saves energy. The only drawback is that the GA is too slow to
be used for real-time planning problems. The method in [148] used a CPG and a
piecewise linear pattern generator to generate the walking pattern of the Hoap-3 robot.
In that method, many parameters must be tuned with a neural network. It takes a long
time to find each set of parameters for different tasks.

In other researches, the CPG [62], NN [60][61][118], and Fourier series/transform
methods [18][99] were used'to learh and to gerrrlerate the*walking patterns. The CPG

| —

method can generate a COG height chang'e“;‘ﬁe pattern in real-time, but it is hard to tune
¥

well and is not robust for differeﬁt: situaltions. NNImethods can learn to adapt to
different situations, but the" leal:‘ning time .is .not* fast enough for real-time
implementation. The Fourier series/transfotrm metheds can generate walking patterns
fast enough, but they are difficult to adapt to various situations. Although the COG
height is changeable, the searching and learning algorithms have some difficulty to be
implemented in real-time.

It is always desirable to make the robot move and act smoothly and in real-time;
thus a real-time algorithm to generate walking patterns is required. In this dissertation, a
real-time pattern generator with changeable COG height is proposed. The proposed
LQSI controller can generate walking pattern with arbitrarily assigned COG height

trajectory in real-time. It is based on optimal control schemes with a specially designed

performance index. Optimal control schemes are very useful for nonlinear time-varying
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problems. Instead of tuning numerous parameters, only a few parameters in the
performance index need to be tuned to get the desired performance of the control system.
Although the optimal controllers need more computation power to solve backward
recursive equations and calculate all the feedback and feed-forward gains, the proposed
LQSI controller can be implemented on the order of millisecond.

The rest of this chapter is organized as follows: section 4.2 describes COG/ZMP
equations and inverted pendulum model. Many researches used a linear one to simplify
the equation but the COG heights were constrained to constant values. In this chapter, a
linear quadratic control based controller is proposed to solve this problem by using the
original nonlinear inverted peadulum*model: S¢ction 4.3 introduces the well-known
preview control method widely used by many robets:-Preview control provides a very
neat and fast solution to COG/ZMP Walk_ing pattern generation. Section 4.4 shows the

1 _—
B

control equations of the ptoposed LQSI%ﬁtroller and discusses the properties of it

¥

compared with preview controller. D_etailea- derivation of'the LQSI controller can be
found in APPENDIX A and APPENDIX.BiSection 4.5 shows the simulation settings
and results in MATLAB and ADAMS “using the 'LQSI controller. Section 4.6

summarizes this chapter.

4.2 Inverted Pendulum Model and COG/ZMP Equations

As in most COG/ZMP pattern generation algorithms [17][38][45][47][69], the

inverted pendulum model used to model the biped robot as shown in Figure 4-1.
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Figure 4-1. Inverted pendulum model

The governing equation in sagittal-and lateral directions of the inverted pendulum

model is shown in Eqns. (4-1) and (4-2).

“roTAisiqfz (D
4 z
o r F_E'zr— Zy
24 S Y, @2
1| e Z Z

where the subscripts X, Y, and'Z dehg;te the trajectories ity x,'y, and, z directions in the
world coordinates. Capital C denétes the COG,; c;pital Z denotes the ZMP, and g
denotes the gravitational acceleration, 9810 mm/s”. In the proposed method, the C (?)
and Z (t) trajectories can be arbitrarily assigned. The robot system is decoupled as two
inverted pendulum systems: one is in X-Z plane and the other is in Y-Z plane. The two
systems use the same Cy (?) and Z; (¢) trajectories. Since the two systems have the same
characteristics when solving the pattern generation problem, the COG position in x and
y directions are replaced by a state variable “x” below. Since the COG height (C.) is
changeable, the height of the ground is also changeable in the pattern generator. Thus,
C;,=Cz@t)and Z; =277 (1). Z(t) = Cz (t) — Z; (1) is defined to simplify the equations; it
yields the height from the COG to the ground. Eq. (4-1) can be rewritten in state-space

representation as
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X X
— (x| =A%+ Bu (4-3)
dt|, p
0 1 0
_ |9tz _g+Z(®)
| zoo Z(t)
0O 0 0 (4-4)
B=[0o o 1]”

where x denotes Cy or Cy, p denotes the corresponding ZMP position, and u is the
differentiation of the ZMP position. In order to track the reference ZMP, the output y of

Eq. (4-3) is chosen as

X
ych, c=[0 o 1] (4-5)
P

Eqns. (4-3) and (4-5) are thes€ontinuous timewversion of the control system. For

simulations and real implementations, itymust be, discretized. After discretization, the

| —

equations become e
i
2. TR
xk&l i Ak Xk |+ Bkuk (4-6)
Pr+1 Pk ;
Xk
Vi = Cy [xk] (4-7)
Pk

Eqns. (4-3) to (4-7) represent the time-varying state-space model [55]. The ZOH
(zero order hold) based method will be used to find A;, By, and Cj is described as
follows.

Eqns. (4-3) and (4-4) denote a linear time varying system and it is rewritten as Eq.
(4-8) for simplification. State matrix A changes after each sampling time. It can be
rewritten as Eqns. (4-9) and (4-10).

x = Ax + Bu (4-8)
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0 1 0
A=|wi 0 —a),zc] (4-9)
0 0 0
oz = LKD) (4-10)
70T

where wj, changes with Z(kT) function. We also use ZOH on the control input u,

thus the discretized relationship between x;, and xj,; can be solved as

KT+T
Xss = €ATx, + j AW T-DBdry, = Ay + By (4-11)
kT

Because Aj are all the same format with different Z(kT), we can find the
solution of e4” in advance in order to speed up the discretization of the system. Using

Laplace transform, it can be obtained as

1
cosh(wyT) w—sinh(wkT) 1—cosh(wkT)]

el =4y = Wy stith(w,T) gosh(a)'kT) —aysinh(w,T) (4-12)
e impN S
T -
KT+T | | T {T—wisinh(wkT)]l
fk T eA(kT+T—T)Bd.1-_:Bk"=| 1_gosh(wkT) I (4-13)
I

The output of the state space system ih Eqns. (4-3) to (4-5) is the ZMP position;
Cy 1s a constant matrix, as shown in Eq. (4-14).

C.=[0 0 1] (4-14)
4.3 Preview Control

The preview controller used in humanoid robots was proposed by Kajita and et al
[47][55]. It is widely used in many approaches. In the controller, the COG height is
assumed to be a constant; thus, the state matrices A, and Bj are set to be the value
under the average COG height in this dissertation, as shown in Eq. (4-15). It is also
called linear inverted pendulum model (LIPM), or the cart-table model [47].

Z()=Z, Ay=4, By=B5B, (4-15)
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The performance index of the preview controller is shown in equation (4-16).

J= Z (e} —p))" +Ruz?) (4-16)

J=1

[oe)

where the p;ef is the reference ZMP input. The control algorithms are listed in Eqns.

(4-17)—(4-19)

ref
Pk+1
Uk = _ka + [fl)fZ)'"fN] (4'17)
ref
Pr+n
K=((R+ B{PBO)‘lBgPAO (4-18)
fi = (R + B PBo) 7B (Ag = BoK) "2 CTQ (4-19)

where P is the solution of'the Riccati €quation in Eq. (4-20).

P = ATPAy+.CTQEC = ATPBy(R +BEPB,) Bl PA, (4-20)
The parameters are chosen as \
-
=109 k.= 0j001 (4-21)

In order to compare the .performances in the next section, the parameters in the
performance index of the LQSI controllerare chosen as Eq. (4-22). The same Q and R

are used in both controllers.

10 0 0
0.,=|0 0 o] 0Q0=0y=10° R=0.001 (4-22)
0 0 1

4.4 Linear Quadratic State-Incremental Control (LQSI)

The linear quadratic integral (LQI) control technique is a well-known method that
uses a state-incremental and input-incremental performance index [32][49][117]. The
previewable reference inputs are useful to control the systems; however, it can only be
used for linear time invariant systems. For a time varying inverted pendulum system, in
order to track the reference input ZMP well, an optimal control method with a

state-incremental performance index is proposed in this dissertation.
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Before deriving and describing the controller, the control goal is stated first. The
robot should track reference ZMP input with the sagittal and lateral (x and y directions)
COG trajectories generated by the controller. The inputs to the controller are ZMP in x,
y, and z directions, and COG in z direction. The outputs are the COG trajectories in x

and y directions, as shown in Figure 4-2.

Height Change Z

of Ground
Height Change Zc | Optimal Controller | *c-» Yc
of COG (Pattern Generator)

ZMP on the Feet

Figure 4-2. Input-output relationship of the controller

The proposed linear quadrati€ state-incremental eontrol (LQSI), which is based on
optimal control method, can solve thestracking problems for time-varying system. The

performance index of the LQSI method is .élgo{)vn as

J= %Z((xk+1 SN . Caa — xk)r
=i (4-23)
+ (Cexie =) QG — 1) + ujRuy)
where (x;4q — xx) denotes the state increment, (C,x, — 1) denotes the tracking
error, 13, is the tracking reference, and u; denotes the control input. Q,, @, and R
denote the weighting of each term in the performance index, respectively. ¢ and R
are symmetric positive definite matrices and Q, is a symmetric positive semi-definite
matrix. Large Q, reduces the state change in each control step, but it allows the
accumulated state to be large. Large Q improves the tracking performance, and large
R reduces the power of the control input. By solving the optimal control problem with
the constraint in Eq. (4-24), the LQSI control law can be found as Eqns. (4-25)—(4-27).

The detailed derivation and proof can refer to APPENDIX A.

58



fr = X1 = Apxy + Bruy (4-24)

ue = —Kixy + K¢ Vieys (4-25)
K& = M*BE(QuArk + Sk+1Di ' Wy) (4-20)
KY = Mi*BI (I — Sy 1D B M *BY) (4-27)

The elements in Eqns. (4-25)—(4-27) are defined in Eqns. (4-28)—(4-31).

M, = BIQ.By + R (4-28)
A=A —1 (4-29)

Dy =1+ ByM;*BLS;1 (4-30)
Wi = A — BiMi ' B{ Q. A« (4-31)

S, and v, derived from the Lagrangémultiplier method can be obtained as
Sy = PPy + Al Si+1 Dt (4-32)
O = AL (I Sier D "ByMi B viesn €1 Qi (4-33)

B

where the Pl P, is a positive definite matrix-and is defined 4s
&

PP = Ng QuNic + AIT,kQ;gBkM%JRMEIB;foAI',k + Cr QCy (4-34)

Moy 1V (4-35)
Eqns. (4-25)—(4-35) describe theinfinite time LQST optimal control law. It can be
derived as a finite time case by changing the performance index to be Eq. (4-36) and

solving the boundary conditions of the final-state-free problems in Eq. (4-37) [74].

N-1
1
J = $Conun) +35 Y (BT Qb + (Gt = 1i)TQ(Cove = 1) + ufRuy)  (4-36)
k=0
d¢
_r _ 4-
I An (4-37)

More details about the boundary condition and the derivation can be found in
section 4.4.1 and APPENDIX B. Figure 4-3 is the procedure by which the proposed
LQSI controller works. In the “Generate Command” phase, the trajectories of the COG
height, the ZMP trajectory on the ground and the height of the ground can be

determined by a higher-level trajectory planner. In the “Modeling” phase, with the
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trajectory inputs, the A, and Bj of the inverted pendulum system can be calculated.
In the “Backward Recursion” phase, the state feedback gain K7 and the feed-forward
gain K}/ are calculated with Eqns. (4-25)—(4-35). Finally, in the “Optimal Control”
phase, with the feedback and feed-forward gains, the control input to the system is
obtained to find the COG pattern every time step that the robot should follow by

forward iterations.

Command Modelin Backward Optimal
Generation 9 Recursion Control
ZMP Zero-Order-Hold Control Laws Use KX and K to
COG Height [ | Calculate and [ |Equations (9)~(19) | Control the
Ground Height Store A, and B, Store K* and KY Robot System

Figure 4-3. The proeedure by whieh.the L@QST controller works

Figure 4-4 shows the! ¢ontrol block diagram of"the LQSI control: the plant is
modeled as an inverted  pendulum sys;cem which is linear time varying. The
feed-forward and feedback-gains Ky |and K,f are/caleulated by the LQSI control laws
in the “Backward Recursion’ phase;|the mmput v,,q is-calculated in the same phase

with the reference ZMP input information.

LQSI Controller

Feed Forward Linear Time Varying System

v, u X
) Ky +_T k . B, — (z-A)' —— C

Yy

K,
State Feedback
Figure 4-4. Control block diagram of the LQSI controller

Figure 4-5 shows the role that the LQSI controller plays in the entire robot system.
In the figure, before deciding the commands to the robot, the robot must know
information about the environment. Then the robot can do trajectory planning for
walking in the environment. After trajectory planning, the LQSI controller decides the
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sagittal and the lateral COG positions. Then the joint angles of the robot are generated
by using IK. In the feedback control loop, the LQSI controller also corrects the COG

trajectories in order to track the reference ZMP input.

Environment

Construction
or Capture
CcOC, COG i
Trajectory Xy, Inverse Joint
Generation | ZMP,, |LQS!Controller Kinematics  |Apgles

(2]
| % Arm, Leg, Head, Torso...I
o End-Effectors
S
T
o
Sensor Feedback |~ | Robot Motor Drivers
(Plant) Embedded Systems

Encoders, Potentiometers

Figure 4-5. The role of the LQSI controller in the entire robot control system

4.4.1 Boundary Condition of the-LQSI:Controller

The boundary condition of the LQSI - controller is derived in APPENDIX B. The
initial values, Sy and vy, for backward recursion can be found as classical finite-time
final-state-free optimal control problems. With these initial values, S, becomes stable
after some iterations. Before S, becomes stable, the tracking performance is not very
good. This is a common problem of optimal controllers. To solve this problem, two
methods can be used. The first is to extend the final state N to far future and then cut the
part with transient S,. The second choice is to treat the problem as an infinite time
problem, and set the COG height change as zero in far future. In the second choice, we
need to find the solution to time-invariant version of Eq. (4-32), the Riccati equation of
LQSI controller, as shown in Eq. (4-38).
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Se =PTP + ATS (I + BM~1BTS )W (4-38)

The definition of the elements of Eq. (4-38) can be found in the beginning of
section 4.4. Because the COG height change in far future is assumed zero, thus the state
matrices become the same as the matrices used in preview control, as in Eq. (4-15). The
variables, P, B, M, and W, in (4-38) are also constant matrices. By iterating Eq. (4-38)
with a nonzero initial S matrix, the solution S, can be found. This S,, can be used as
the initial value for backward iteration. Simulation results show that we can get much
shorter transient time if we treat the problem as an infinite time one and set S,, as the
initial value, as shown in Figure 4-6 and Figure 4-7. In the figures, S is waving with

the C input.

x 107 Finite Time Case
10 T T T T T T <
"
8 [~ 812
E Sig
*g 6 — 5,
. S
5 4F B Transient _ ”
S
© 13
% 2+ _531
= OW 7832
-5
LICOG, =200+50 sin(2.571)| | | | | -
0 0.5 1 1.5 2 25 3 35
. time in the future (sec)
Figure 4-6. Transient time of S by using final-state-free boundary condition
x 10" Infinite Time Case
10 ' ' Shofter Transient Tifne —iw
12
é Sis
g 5 /J{ 3y
E I S22
g reE—3 823
(_3“ _831
= 0 W’” 7532
= — S
EOG = 200 + 50sin(2.571)| | | | | -
0 0.5 1 1.5 2 2.5 3

time in the future (sec)

Figure 4-7. Transient time of Sy by using S, as initial value

Because S, is the solution of the Riccati equation of the time-invariant version of
LQSI controller, the transient time is shorter. To give extra 0.3sec future command

input is enough for waiting S; to become stable.
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4.4.2 Preview Gain of the LQSI Controller
Same as the preview controller, the preview gain of the LQSI controller can be
found. The preview gain (it is also the feed-forward gain of the future command input.)
can be found by rewriting the Eq. (4-33). Before rewriting, a variable L is defined to
simplify Eq. (4-33), as shown in Eq. (4-39).
L, = AL(I — Sy1 D * B M BY) (4-39)
Then, the Eq. (4-33) can be rewritten as

k+N

v = Cp Qi + Z (LkLk+1 Lp—l)Clerp + (LgLgs1 Lgen) Vian+1 (4-40)
p=k+1

When the preview time is‘far enough from kK, LjLgyq -+ L4y becomes very small.

Thus, the effect of vy y41 to v .€an be ignored and so 1S ¥y, y4+1. The preview gain

f, canbe calculated with Eqils. (4-25),;(47-27) and (4-40),'as'shown in Eq. (4-41).

T

_ = = p=k+N
fre = My, 1B;€ARTLkLk¥1T“' 4 | oills]
| | [

p=k+1

(4-41)

| B

The preview gain of LQSI coqtri)ller"l:liider different Cz input is shown in Figure
4-8. The frequency of the Cz is 0510, -1 6;33 rad/s, to'make the maximum acceleration of

the Cz to be 0, 3000, 8000 mm/sz, respectively.

200 -
e Acceleration of COGZ = 0mrmis
Mas. Acceleration of COGZ = 3000 mms?
100 fK//U The preview gain is waving T Max. Acceleration of COGZ = 8000 mmvs?
s with the input COGz
£ <« Converge to zero.exponentially
© \\‘
o Onl
z
2
5 3000
& -100 -
[COG, =200+30sin(wi),  ©=0, 10, 16.33]
-200 -
\ \ \ \ \ I I
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

time in the future (sec)
Figure 4-8. LQSI control preview gain of vs. different max. C; acceleration

In Figure 4-8, when w is zero, the values of the preview gain of the LQSI

controller are almost the same as the preview gain of the preview controller calculated
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with Eq. (4-19). Figure 4-9 shows the preview gain of the LQSI controller waves as the
C; trajectory.

150

Max. Acceleration of COGz = 8000 mmis’
— COGzZ

100y Waving with COGz _ i
Converge to zero exponentially

50 .

preview gain
(=]

-100f .
COGz = 200 + 30sin(16.331)

-150 | | 1 | | 1 1
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
time in the future (sec)

Figure 4-9. The preview gain of LQSI waving with C trajectory

4.4.3 Minimum Required Future Reference Input
Since the preview gain of the EQSI controller is highly relevant to the value of Sy,
the time of 0.3 seconds is required for _waitingr S, to'become stable from its initial

| —

value, Sy. Then S; will become stable '1W’_'1’£hin this time period, as shown in section

i |
1

4.4.1. In addition, the preview gﬁi_n of “the |LQSI controller converges to zero
exponentially, as shown 1n ngﬁre 4:1-8 and Figur.e 4-9. At the preview time about 1.6
seconds, the gain becomes very small and the effect-of the reference input farther than
1.6 second can be ignored. It is the same as the result of preview controller shown in
[47][55]. Thus, the minimum required length of future reference input for the LQSI
controller is 1.9 seconds long. The LQSI controller is very similar to the preview
controller. If Q and R are set the same in both the LQSI controller and the preview
controller and set the Q, in LQSI controller much smaller than Q, then the LQSI
controller can be regarded as a time-varying version of preview controller. Furthermore,
if the C, input to the LQSI controller is also set as a constant, we can get the same

solution to Riccati equation and the same preview gain of both controllers.
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4.5 Simulation and Results

In this section, the properties and performances of the LQSI controller and preview
controller are compared. Basic parameter settings of the two controllers are the same;
ie., gravity g = 9810mm/s? and the sampling time T = 0.005s. The system state
space matrices are Ay, By, and Cj in Eqns. (4-12)-(4-14). The reference input to the
controllers is the desired ZMP trajectory.

4.5.1 Simulation Using Inverted Pendulum Model

The simulation using inverted pendulum model is done in MATLAB. Under the
COG height (C;) reference input shown in Figure 4-10, the ZMP tracking performances
of the LQSI controller, conventional optimal controller and the preview controller are
compared. In this section, the humanoid robot is'modeled-as an inverted pendulum in
MATLAB. All the mass of the robot is il,}fne point. The dynamics of linkage motions
are neglected here. The main goal of thié g;{on is to.discuss the modeling error of the
preview control under varying COG heighttt-raj ectory and.the parameter tuning in each
controller. Since the characteristic in both sagittal and-lateral directions are all the same
in the controllers when using the inverted. pendulum model. Only the results in lateral

direction are shown in this section.

The COG Height Change of the System

40 T T T T T T T T
2 30F -
£ 20| -
£ 10 -
[1]
L

10 | | | | | | | | |

0 05 1 15 2 25 3 35 4 45 5

time (sec)

Figure 4-10. COG height (C,) input

In Figure 4-10, the COG height varies for three seconds and then stops varying.

The tracking performances are shown in Figure 4-11 and Figure 4-12.

65



The Tracking Results of LQSI Controller

40 T T T T T T I
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Figure 4-11. Results of LQSI controller
The Tracking Results of Preview Controller
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Figure 4-12. Results of preview controller
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In Figure 4-11, the LQSIL controllef{e}é@_ track the ZMP input well with the COG
height trajectory. In Figure 4-12; because- 't.i;_e preview controller does not consider the
COG height change, trackingzerror. is! caused by the-un=modeled dynamics. Compared
with the preview control, COG-h¢ight ¢hangeican be.modeled by using conventional
optimal controller. Two types of conventional optimal controller are shown as follows,
the optimal tracking controller and the modified optimal tracking controller. Eqns. (4-42)
and (4-43) show the performance index and its boundary condition of the conventional

optimal controller.
=
] = ¢ ) +35 D [(Cxie = 1) Q(Cuxe = 1) + ufRuy ] (4-42)
k=0

¢ (xnuy) = (Cyxy — )" Qn (Cyxy — ) (4-43)
In the applications of the conventional optimal controller, the weightings of the
tracking performance term and the input term can be tuned to get the desired

performance. The control algorithms are shown in Eqns. (4-44)—(4-48).
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Up = —K]ka + K;(]vk+1 (4-44)

K = (BgSk+1Bk + R) "B Si14Ak (4-45)

Ky = (BgSk+1Bi + R) "By (4-46)

Sk = ARSi+1 (A — BRKiE) + CQCy Sy = CxQnCy (4-47)
Uk = (A = BiKi) vpesr + CL QT vy = CyQnTy (4-48)

where the parameters Q and R are tuned as the preview and the LQSI controllers, as
Q = 10° R =0.001 (4-49)

The modified optimal tracking controller is slightly different from the conventional

optimal tracking controller; the cost of the state, xI Q,xy, is added to the cost function

as shown in Eqns. (4-50)—(4-51).

N-1
1
] = ¢y, uy) + 5 Z e s (e — 1) QCrxie = 1) + ufRu,|  (4-50)
ic=0

¢ (e, un) = (Cyxy — TN)TQ“-;;/?ENXN — 1) + X Qun Xy (4-51)

A small Q, can be used to pre-vfcnt tkllér state from diverging, and the value of Q,
cannot be too large because it will af:fect the tracki.ng,:performance.

The control algorithms ‘of the “conventionalsand modified optimal tracking
controller are almost the same; the differences between them are the Riccati equation
and the boundary condition, as shown in Eq. (4-52).

Sk = AkSk+1(Ax — BiKi) + CiQC + Qx - Sy = CyQnCy + Qx  (4-52)

The parameters are tuned as

0 0 0
Qx = [0 0.001 O] Q =Qy = 10° R =0.001 (4-53)
0 0 0
Using the same COG height input as shown in Figure 4-10, the tracking results of

the conventional and modified optimal tracking controllers are shown in Figure 4-13

and Figure 4-14.
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The Tracking Results of Optimal Controller for Tracking
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Figure 4-13. Results of optimal controller for tracking
The Tracking Results of Modified Optimal Controller for Tracking
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Figure 4-14. Results‘ofimodified optimal controller for tracking

In Figure 4-13, the state, the COG.position, diverges to infinity because the value

of the COG position does not affect the Véililjé'of the performance index. Thus the term,

xF Qyxy, is added to the performance index in the ‘modified optimal controller for

stabilizing the COG position. The:COGutrajectory and:tracking results are very similar

to the results of the LQSI controller.as shown in Figure 4-14. The difference between

the LQSI controller and the modified optimal controller is discussed in the following.

In order to compare the controllers, some parameters in the performance index are

defined as Eqns. (4-54) and (4-55).

Qs11
Qs = |0s21
Qs31

Qm11
Qxm = |Qm21
Qm,31

QS,12
QS,ZZ
QS,32

QM,12

QS,13
QS,ZB
QS,33

QM,13

(4-54)

Quz2z2 CQumz2s (4-55)

QM,32 QM,33

where Q,s is the weighting matrix of the state-incremental cost term in Eq. (4-36),

Q.um 1s the weighting matrix of the state cost term in Eq. (4-50). From the performance
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index in Eq. (4-36), Qsq1; and Qg,, affect the first-order and the second-order
difference of the COG position (i.e., the velocity and the acceleration). Qg 33 affects the
change in the first-order difference (i.e., velocity) of the ZMP position. These three
terms can be seen as the regulation weightings of the COG velocity, COG acceleration,
and the ZMP velocity. On the other hand, from the performance index in Eq. (4-50),
Qm 11, Qm22 and Q33 are the regulation weightings of the COG position, COG
velocity, and ZMP position, respectively. @y 11 and Q33 pull the COG trajectory
and the ZMP trajectory to zero. So, when the center of the robot is not near the origin
(zero), COG and ZMP cannot fit the desired trajectory well, with non-zero Q1 and
Qn 33- They must be zero for good-tracking performance. The effect of Qy 1, and
Qu33 are shown in Figure 4-15¢and Figure 4=16- In these figures, the tracking
performance weighting, Q,and the[input cost weighting,” R, are the same as in Eq.

=
=

(4-49) (i.e. Q = 10°, R =*0.001). The r:B'B't*is assumed to be one meter (1000 mm)

i

away from the origin.

The Trécking Results of Modified Optimal Controller for Tracking
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Figure 4-15. Modified optimal controller for tracking with different O,
The Tracking Results of Modified Optimal Controller for Tracking
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Figure 4-16. Modified optimal controller for tracking with different Q) 33
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In Figure 4-15, the parameters are set as below.

QM,11 0 0
Qm =] 0 10 0 (4-56)
0 0 0

In Eq. (4-56), Qp 11, changes from 0 to 100. For a reasonable and nature walking
pattern, the COG must converge to the desired ZMP when the robot stops; thus the only
choice for the Q11 1s zero.

The parameters in Figure 4-16 are set as

0 0 O
Q=10 10 0 ] (4-57)
0 0 OQugss

In Eq. (4-57), Qu 33, changes from 0 to 20000. ZMP deviation becomes larger
with the increasing Q) 33. It is very important to have an accurate ZMP trajectory. For
robust and stable walking, “Qy 33 must ‘be z¢t0.\The other non-diagonal elements in

| —

Q,m must also be zero, bécause they arér_“_-{:T;féacoupling terms of the COG position and
¥
the ZMP position. Thus, the‘only tunéble pai?ameter mn Qs Qp2z-

Compared with Q,,,, more cha:racteristics of the .control system can be tuned from
tuning Q,s of the proposed "LQSI-contfoller. The ‘cost of COG velocity, COG
acceleration, and ZMP velocity can be tuned by Qg11, Qs22, and Qg 33, respectively.
The other coupling terms in Q,s can also be tuned to change the characteristics of the
control system. Tuning of Qg33 changes the sensitivity to the ZMP position change of
the LQSI control system. Smoother ZMP trajectory provides a more stable and more

human-like walking pattern. Eq. (4-58) gives the parameters of the LQSI controller in

Figure 4-17. The weighting Qg 33 1s set to tune the ZMP position change rate.

10 0 0
Qes=|0 01 0 (4-58)
0 0 10°
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The Tracking Results of LQSI Controller
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Figure 4-17. Result of tuning Qg 33

In Figure 4-17, the output ZMP is smoothed by setting Qg33 = 10° in Eq. (4-58).
4.5.2 Simulation Using Physical Model in ADAMS

Using the same IK solver and sim'ulatior';!..engine in chapter 3, the simulation of
physical properties of the :TLQSI controller is Vefi'ﬁ:ed.rrrThere are two simulations
represented in this section. in the ﬁrné; is;imulét-i-bn, the, human-sized humanoid robot

lowers its COG to avoid an obstacle iaﬁgﬁ&? s.tép onto another block. In the second
simulation, the small-sized human0111 lobotﬁ vlvalksI through a'more complex environment
including a slope and several blocks Wlth dlfferellitlhelght The environment parameters
and settings in ADAMS are shown in Table 4-1. The contact model is modeled as

mass-spring-damper system with a very strong spring (10° N/m of stiffness). Penetration

depth is the penetration which ADAMS/solver turns on full damping.

Table 4-1: Environment parameters and settings in ADAMS

Gravity acceleration 9810 mm/s’
Stiffness (contact model) 10® N/m
Damping (contact model) 10* N-sec/m
Force exponent (contact model) 2.2
Penetration depth (contact model) 0.1 mm
Static friction coefficient 0.3
Dynamic friction coefficient 0.3
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During the first simulation, the robot must lower its COG to avoid its head hitting
the red block, and raise its COG to step onto the green block. After passing the red
block, the robot can recover the COG to the normal height. It is easy to accomplish this
task with the static walking algorithm. Figure 4-18 shows the results of dynamic

walking using the proposed LQSI controller. And Figure 4-19 shows the ZMP tracking

results.

Figure 4-18. Dynamic walking with LQSI controller in the first simulation
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ZMP Trajectory
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Figure 4-19. The ZMP trackingresult in-the first simulation

In Figure 4-19, the red line'is the referenée input ZMP trajectory to the LQSI
controller, and the dots are the measured ZMP in ADAMS. In the figure, the deviation
of ZMP occurs when the swing leg touches the ground. In each step, after the impulse
from the swing leg contacting the ground, the ZMP trajectory is tracked better. In the
figure, it is observed that every step has an impulse when the swing leg contacts the
ground. This is caused by the penetration of the contact model in ADAMS. In ADAMS
simulation, the contacting objects penetrate each other. The penetration in the
simulation is unavoidable. Thus, when the swing leg contacts the ground, the stance leg
is slightly lower than the ground surface. The impacts in the simulation occurred

because of this error of the estimated ground position.
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At the position near 500mm in the sagittal direction, the robot slows its pace to
prepare for stepping onto the green block. And then the robot goes onto the block
successfully. Finally, the robot recovers its COG height and the first simulation ends.

In the following is the second simulation. The robot must walk through a complex
environment. This simulation is designed to test the performance of the proposed LQSI
controller and the whole body inverse kinematics solver in ADAMS. The left part of
Figure 4-20 shows the scene which the robot walks through in the second simulation.
Firstly, the robot walks forward to the slope and then the robot rotates its swing foot to
go onto the slope. After going onto tﬁle sloPe ﬂ-le. r;bot starts to prepare to walk onto the

steps for going down. After domg thls tﬁe rob_gstops bctween the two square columns.
.

4

The right part of Flgure.,fi 20 “she 3D traje of CQG and ZMP. The ZMP

Scene
----- 3D COG Trajectory
—— 3D ZMP Trajectory

Figure 4-20. The scene and 3D COG/ZMP trajectories in the second simulation
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Using the 3D COG trajectory and the trajectories of all end-effectors, all joint
trajectories of the robot are generated and inputted to the robot model in ADAMS. The
results shows that the robot can walk through the scene stably using the trajectory

generated with the proposed LQSI controller as shown in Figure 4-21.

Figure 4-21. Dynamic/walking with LéSI controller in‘the second simulation

4.5.3 Comparison of L(iél'alid PrevieW:C-t)ntroller Using ADAMS

In this section, the ZMP trackiné perforﬁance of the LQSI controller and the
preview controller are compared with different COG height (C,) input. The COG height
trajectory is designed as Eq. (4-59). And the robot is walking on a flat floor without any
obstacle.

C, = 200 + A,,sin(wt), A = 30, w = 0~16.713 (4-59)

w in Eq. (4-59) is tuned to make the maximum C. acceleration vary from 0 to
8380mm/s’.

The simulation in the section is mainly used to verify the performance of the
controllers under varying COG height trajectory. Due to the speed limitation of real

robot and in order to protect the robots from damage, large w cannot be used in real
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experiments. Thus in this section, only simulations are used to show the control
performance of the LQSI controller under rapid COG height changing. The estimated
maximum achievable w of the robot in real experiment is about 2 rad/s.

There are two reasons why the angular velocity is chosen to be the factor to
compare the ZMP tracking performance. The first one is when we fix the w to be
2m/0.8 (the robot walks 0.8 seconds per step), the robot reaches its joint limit at
A,, = 55. At this time, the maximum C. acceleration is just 2171.3mm/s’. This cannot
change the dynamics of Eqns. (4-3) and (4-4) too much from the average one. The
second reason is that the acceleration term in Eqns. (4-3) and (4-4) plays an important
role. If we set the C. acceleration larger, the variation of the dynamics of the equation
will also become larger. In ADAMS, the robot walks“as shown in Figure 4-22, and the

results are shown in Figure 4-23 to Figure 4-25.

Figure 4-22. Walking on a plane with varying C.

Figure 4-23 shows the results that the robot walks without COG height change. In
the figure, the LQSI controller and the preview controller have almost the same ZMP

tracking performance. Figure 4-24 shows that the robot walks with COG height change,
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the maximum C, acceleration is 6000mm/s’. Because of the modeling error of the
preview control, the error of ZMP tracking is larger. Figure 4-25 shows the relationship

between the average ZMP tracking error and the maximum C, acceleration.

reference ZMP
—LQSI control
----- preview control

ZMP position
o

-60 | | | |

0 1 2 3 4 5 6 7 8
time (sec)

Figure 4-23. Angular velocity w =0
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) time (sec)

Figtre 4-24. 4ngu1%ii—vel§city ® =451

|
|
| (5| control T

= % = preview control
grawvity acceleration

T
8337 (Fall Down)

6680 (Fall Down)

’ 7769

9810mm/s>
Gravitational —
Acceleration

| | | | | | | | | |
0 1000 2000 3000 4000 5000 6000 7000 8000 2000 10000
max COG acceleration (mm/sz)

Figure 4-25. Average ZMP error under different maximum C, acceleration
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In the figure, the average ZMP tracking error grows as the max C, acceleration
grows. The value grows faster as the C, acceleration approaches to the gravitational
acceleration. With the LQSI controller, the robot falls down when the maximum C,

acceleration is larger than 8337 mm/s’. On the other hand, with the preview controller,
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the robot falls down when the maximum C. acceleration is larger than 6680 mm/s’. By
considering the C. change, the LQSI controller can sustain larger maximum C,
acceleration and has smaller average ZMP tracking error than the preview controller.
4.5.4 Computation Complexity of the LQSI Controller

In this section, the LQSI controller is implemented on a PC with Intel Core2 Duo
E8400 processor, 32bit Windows XP. The C++ compiler is Microsoft Visual Studio
2005. Optimal controllers have a common problem that the feed-forward gain and the
feedback gain in the future should be recalculated if any state matrix changes. Since the
calculation is a recursive process, the computation load is too heavy for online
computation on low cost micre-controllers or embedded systems. However, due to the
improvement of technology, implementation of online 6ptimal control becomes possible
on PC-based solutions, In" Table 4-2:,;'tlhe a_v,érage computation time of the LQSI
controller and the preview Eontroller are e;-ﬂfﬁ-arad We use inline assembly to construct

Il M|

a matrix operation library to optirpi:te add; minus and ‘multiply operations of both

controllers. And the matrix iﬁ;/érsiph 1s dene,by usmg opén source library CLAPACK

[155].
Table 4-2: Average computation time of the controllers using C++
LQSI Preview
Initialization/ Only once Only once
memory allocation 0.68ms 0.06ms
Re-plan for change of
Calculation of feedback . Only once
state matrix
and feed-forward gains
0.86ms 0.038ms

In Table 4-2, the minimum required future input lengths are used, 1.9 seconds for
the LQSI controller and 1.6 seconds for the preview controller. We choose the sampling
time of the control system as 5ms to test the computation speed of the control

algorithms. The computation of LQSI controller is much heavier than the preview
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controller. All the control gains of the preview controller need to be calculated only
once because it is a time invariant controller. On the other hand, from Eqns. (4-32) and
(4-33), both S, and v, are relevant to the state matrices and only vy is relevant to
the reference ZMP input. If the reference ZMP input is changed in lateral or sagittal
directions, v, will be changed. In this case, no re-plan of control gains is needed
because the state matrices and the preview gain are calculated before. But if we change
the COG height or the ZMP height trajectory, all the state matrices and the control gains
should be recalculated and the time required is 0.86ms. Table 4-3 shows the comparison
of computation time of re-planning for different situations among learning algorithm,

the LQSI controller, and the préview controller,

Table 4-3: Comparison of computation time ofite=planning for different situations

Learning_ .. LQSI. Preview

Need of —'__ | ~

. Yes| | comia No No
Training/database | = |
Real-time on .i i "!
micro-controller or - Woj ye | '_ No. . Yes
embedded systems SR | 1
Real-time on SV o e

No “*= Yes Yes
PC/notebook
Memory usage 100~10000Kbytes
O 220Kbytes 0.4Kbytes
(double precision) or more
Order of time for ] o
o Oftline training < 1ms <0.1lms
initialization
Order of time for ) o Doesn’t need
. Offline training < lms .

re-planning re-planning
C. changeable Yes Yes Slightly changeable

Although the C; is changeable when using learning algorithm to generate walking
patterns, the computation is too heavy to be real-time. The memory usage is also huge.
The LQSI controller can be regarded as the time varying version of the preview

controller. Its computation load and memory usage is much larger than the preview
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control but can still be processed within 1ms for each re-planning. From the
implementation result using C++, real-time control with the LQSI controller can be
achieved on PC or notebook. Although the preview control requires less memory and

computation power, its capability to handle variable C, is limited.

4.6 Summary

In this chapter, LQSI control is proposed to provide a more versatile walking
pattern generator. It solves the sagittal and lateral COG trajectories with the input
trajectories, vertical COG and ZMP in a 3D space. With the arbitrarily assigned C.
trajectory, the robot does not have to stop walking in order to change its COG height.
Real-time dynamic walking with arbitrary COG height trajectory is thereby achieved.

While using the calculated feedback gains m the LQSEalgorithm, we need to know
the values of the states (COG positions QEG, yelocity, an(i ZMP position). The present
ZMP position can be calculated by fprcesE;;rs on the'robot’s legs, but the COG states
must be estimated. In this chapter, _wé ha;é discussed theVCOG state values obtained
directly from the iterations of the’statc-space model;! where the only feedback is the
ZMP position. In future investigations;yobservers or cstimators should be designed for
more accurate COG states in order to improve the performance of ZMP tracking.

The LQSI controller can also be used for reducing the torques on the robot’s legs,
especially on knee joints because the robot does not have to bend its knees to keep the

COG height constant. In chapter 5, a method that can optimize the COG height

trajectory is proposed and verified.
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Chapter 5 Optimized 3D COG trajectory
Generation

Many recent methods have achieved stable walking patterns for biped robots, but
discussions about their optimization are relatively scarce. In this chapter, a COG
trajectory optimization method is proposed to minimize the weighted cost of torque and
joint limit (performance index) of the robet..The COG height trajectory is updated and
optimized by calculating the derivative of the performance index with respect to COG
height. To achieve this, the derivative of the Newton-Euler dynamics is also derived.
The proposed LQSI controller in chapter igan optimize the COG trajectories in sagittal
and lateral directions with the updated #C?G height trajectory in each COG height
training iteration. The COG height tra_ining:'fesults show that the proposed method can
reduce the joint torque of thé fobo:t when walking; and generate a more human-like

walking pattern.

5.1 Introduction

In recent years, the humanoid robot has become a popular research topic. Such
robots use more complex multi-axis control systems than mobile robots do. They also
have to overcome the problem of stability while walking; they are, however, adaptable
to many more terrain types. Many different approaches have been proposed to achieve
stabile walking. Some are successful and well known, such as ASIMO [26][110][126],
the HRP series [56][57][59], WABIAN [40], PETMAN, and HUBO [16]. Their

research topics cover a very broad area, including motion control and trajectory
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generation [39], path and motion planning [1][63], human-robot interaction [6][143],
and mechanical design [1][98] among many interesting topics.

Many researchers have devised walking pattern generation algorithms. The most
used methods employ the COG/ZMP (Center of Gravity/Zero Moment Point) equations
and inverted pendulum model. Early researchers focused on constant C. (linear inverted
pendulum model or cart-table model) for walking pattern generation, and the preview
control method [47][48] is widely used in many studies to solve linear inverted
pendulum problems.

More and more methods have recently been proposed that involve the use of
changeable C, to generate the walking pattern, as mentioned in section 4.1. The
non-constant C., trajectory means that the inverted pendulum problem is nonlinear. The
solution to the varying C. problem is sol_ved, but the optimization of the C. trajectory

| —

remains relatively little dis€ussed. For thér;ﬁhe robot model, if the C. trajectory is well

i |
1

defined, the gait of the robot will-b:e more human-like‘and energy-saving than the
walking gaits with arbitrarily assi:gned & trajec;ories. In this dissertation, LQSI
controller in chapter 4 is used to solve-the*nonlinear inverted pendulum problem, and
the C, trajectory is optimized by minimizing the performance index with the derivative
of the Newton-Euler dynamics in this chapter. Note that, there are many aspects to make
the walking pattern more natural and more energy-saving. The proposed method is used
for the walking patterns for non-passive robots since the energy consumptions of each
active-controlled robot joints are directly relative to the currents passing through the
motors. And the currents passing through the motors are directly relative to the joint
torques.

The rest of this chapter is organized as follows. Section 5.2 introduces the

performance index and optimization procedure. In section 5.3, the derivative of the
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basic vectors and the Newton-Euler dynamics with respect to C, is derived. All the
required parameters used to optimize the performance index in section 5.2 can be found
in section 5.3. Section 5.4, presents and discusses the parameter setting and training.
Finally, section 5.5 summarizes this chapter and shows the conclusions and future

works.

5.2 Goal and Procedure of Optimization

The optimization of COG trajectory in sagittal and lateral (x and y) directions in
the world coordinates is described in chapter 4. In order to achieve optimized 3D COG
trajectory generation for more natural and® energy-saving walking pattern, the
optimization of COG trajectory in.z direction is‘discussed in the following.

5.2.1 Performance Index

The performance index for COG traj;c,itory optimization in z direction is chosen as

Eq. (5-1). It is minimized by updating thte—_lz-z'traj ectory using the method proposed in

this chapter.

1< s £
Pk :Ez W‘L‘,]T] +§z WQ’JH] (5-1)
j=1 j=1

The performance index is non-dimensionalized with the weightings W, ; and
We,j, where W, ; denotes the weighting of the joint torque cost of the jth joint, Wy
denotes the weighting of the joint limit cost of the jth joint, 7 denotes the joint torque
and the H? denotes the joint limit cost, as Eq. (5-2). The suffix k denotes the kth
sampling point of the C; trajectory.

5 1

" (Owany = 6)° (6 — Ominy)’

Omax,j and By, ;j denote the upper and lower joint limits of the jth joint. When

the joint angle approaches the joint limit, H? will become larger and larger to prevent

the robot from reaching its joint limit.
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5.2.2 Optimization Procedure
To minimize the performance index by updating C. trajectory, its derivative with
respect to C, must be found, as shown in Eq. (5-3).

n n
de T' 1
ch:Z ”dc Ez GJdC (5-3)

j=1

To calculate Eq. (5-3), the Newton-Euler dynamics and its derivative with respect
to C, are required, as shown in section 2.4 and section 5.3. The COG-height-updating

equation is shown as

dP
Cz,next = Cz,current l] E (5-4)
z

where C;pexe and C, cyrrent denote the’ COGheight trajectory in the next and current
iteration, # denotes the learning rate, and dP/dC, denotes the trajectory of dP,/dC,

for all sampling points. The COG heightioptimization procedure is shown in Figure 5-1.

=
3
Start Forward
1 2 . \
Find COG, and COG Koematics
COG, y
T | Solve Inverted
Pendulum Model
Inverse
' Kinematics
Next
6 = 5
Derivative of 4
Update COG, ] Newton-Euler
Dynamics | Newton-Euler
' Dynamics

Derivative of
Basic Elements

Figure 5-1. Procedure for optimizing COG height trajectory
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The COG-height-optimization procedure starts with an original C, trajectory. It is
simply assigned as a constant. The second step is to solve the COG trajectory in the
sagittal (x) and lateral (y) directions, using the proposed LQSI controller. At this step,
the COG trajectories of all three axes (X, y, and z) are all available. In the third step, the
3D COG trajectory and the trajectories of the end-effectors (such as that of the swing
leg) are used to solve IK and thus find all the joint-angle trajectories for walking. In the
fourth step, with the joint-angle trajectories known, Newton-Euler dynamics [21] can be
found as Eqns. (2-19)-(2-28). After calculating the Newton-Euler dynamics, the
concepts of Jacobian matrix and pseudoinverse are used to find the derivatives of the
basic variables and Newton-Euler dyfamics with respect to C.. In the final step, the
derivative of the performance index ¢an be calculated with the variables calculated in
steps 2-5 above, and. C. “trajectory is_ updated as Eq."(5-4). Because numerical

1 _—
B

differentiation is used in step 5, the inplitfﬂ'a‘ijectories of the end-effectors of the robot
i

for solving IK in step 3 /must be smooﬂi and differentiable. To achieve this, all

interpolations of the end-effector trajectorieS'are performed using polynomial functions.

5.3 The Derivatives with Respect to COG Height

To find the derivatives, it is first necessary to find the derivatives of the basic
elements. Chapter 4 describes the use of the proposed LQSI solver and inverted
pendulum model, of the COG optimized trajectories in the sagittal and lateral directions;
these need to be known first as they will change with the C. input to the solver. Section
5.3.1 describes the change of the horizontal COG (sagittal and lateral) trajectory
generated by LQSI controller with respect to the change of the vertical COG trajectory
(C, trajectory). The derivatives of the joint z-axis vector z and the link vector r are

derived in section 5.3.2. The Newton-Euler dynamics is also described in chapter 2.
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These results allow the calculation of the derivatives of Newton-Euler dynamics with
respect to C. change, as described in this section.
5.3.1 Horizontal COG Change with Respect to Vertical COG Change
As shown in chapter 4, Eqns. (4-24)—(4-35) enable the generation of the COG
walking pattern in both sagittal and lateral directions. Based on the results from chapter
4, in order to find the deviation under unit C. change, a small constant deviation is
added to the original C, trajectory, as shown in Eq. (5-5).
Coperturbea(t) = Croriginar(t) + AC,(¢) (5-5)
Given the perturbed and original C. trajectories, two sets of sagittal and lateral
COG trajectories can be generated. The deviation under unit C. change of the COG
trajectories in sagittal and lateral dir€ction can be founid by comparing the perturbed and

the original trajectories, as shown in Eqns, (5-6) and (5-7).%

| —

dC,. 1 =

dcC, - A_Cz (C’_‘,pertu'f‘?éd = Cx,original) (5-6)
g/’ N J| = |

dC}Z, X A_Cz (C)’.Perturbed _'CY.OTiginal) -7)

To find the all the derivatives with' tespect:to COG position, it is important to find
the joint angle change of all joints with respect to the COG position change, and this is

accomplished by using the pseudoinverse matrix, as shown in Eqns. (5-8)—(5-10).

J&=J0 0 - 0 1 0 o] (5-8)
J&=J o - 0 0 1 o0]" (5-9)
JL=Jo o - 0o 0o o0 1]7 (5-10)

Eqns. (5-8)—(5-10) show the joint angle change of all joints for unit COG position
change in each direction. These intermediate variables are important for the derivations
described in the following sections in this chapter.

The deviation of joint angles for unit C, change is the resultant of the effects of the

COG position change in all three directions, as shown in Eq. (5-11).
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do dc, dc, 1"

=J*l0 0 - 0 5-11
dc, / dc, dcC, (>-11)
Using Eqns. (5-8)—(5-10), (5-11) can be rewritten as Eq. (5-12).
ae dC, , dC, . N
= 5-12
C = aca gL T (5-12)

Eq. (5-12) shows that the derivative of the joint angles is the summation of the
COG deviation in each direction multiplied by the corresponding column of the
pseudoinverse matrix.

5.3.2 Derivatives of Basic Vectors

The time series of joint angles can be obtained by using the IK solver. To find the
joint speeds and joint accelerations, fourth order numerical differentiation is used, as
shown in Eq. (5-13).

d & fo—2 —8fp=1+ 8fp+1 T fps2
dt’P 12h .

+0(h") (5-13)

f denotes an arbitrary variable, hiﬂgﬂ'pfnes the time interval and p denotes the

pth sample in the series. Eq.. (5-13) is the'it_lumerical method used to find the velocity

and the acceleration of the joint ang'lé, as shown in Eqns.{(5-14) and (5-15), where At

denotes the sampling time of the.joint trajectorys:

Hp_z - 88p_1 + 89p+1 = 0p+2

), = = 5-14

6, A v(6,) (5-14)
. 8. -2 - 89 -1 + 89 +1 - 9 +2

G ~ P p p P*2 _ A(p (5-15)
p 12At ( P)

Eq. (5-12) is an n-by-1 column vector and is rewritten as Eq. (5-16).

(5-16)

do  [do, do, do; dHn]T
ac, ldc, dc, dc, dc,

df;/dC, denotes the ith element of d6/dC,, it is the ith joint angle change under
unit C, change. Because the joint velocity is approximated as a linear combination of
the joint angle, the derivative of joint velocity with respect to the C, can be written as

Eq. (5-17). It can also be rewritten as Eq. (5-18).
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dé de,_ de, _ de de
P ~ 1 ( p—2 . p—1 +8 p+1 _ p+2) (5_17)
dc, 12At\ dcC, dc, dc, dc,
do ldél dé, dénr (5-18)
dc, |dc, dc, dc,

From Eq. (5-16), the total derivatives of z and r vectors can be expressed as

Eqns. (5-19) and (5-20).

i-1 i-1

dz, dz; do, . _de,
ac, Z (d_ek dCZ> = Z <(Z" % Zi)d_CZ>
k=1 k=1 (5-19)
dz; — .
d—9k=0, ke{ii+1,-,n}
A7, <o [ dF dO\ X dB,
) (d_ek dcz> -2 ((Z" & E)
=1 =1 N (5-20)
dry = . .
d—9k=0, kE{l+1,l+?,"°,n}

As shown in Figure 2-4, the rotation of joint i chénges only the position and
orientation of the joint i+1 to jeint ni Aﬁ,;;oints moyements from joint 1 to joint i—1
change the status of joint i. Thus'in Eq (5;12-9), the summation starts at joint 1 and ends
at joint i—1. This is why the total, rather than the partial, derivative is used here. The
cross-product with z, means that the vector changes under unit rotation along the Zz
vector. In Eq. (5-20), the summation stops at joint i because the vector 7; is the position
vector from joint i to joint i+1. It will be affected by the rotation of the ith joint.

5.3.3 Derivatives of Newton-Euler Dynamics

With the derivations in section 2.4, all the variables of in both forward and
backward calculations can be found. The derivatives of angular velocity, velocity,
angular acceleration, and acceleration with respect to the C. change can be found using
chain rule, as shown in Eqns. (5-21)—(5-24).

dw; dw;_, dZ; . . db;

= 0. + 7. —L
ac, ~ dc, Tac,”it4qc,

(5-21)
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b,  dv,  da, 47 522

= + X T .
dc, _dc, dc, T %gc,
da; da;_ 1, dz; .. dé;
- 4,
ac, ~ac, taclithge t
B ) ] (5-23)
dwixA9+A><d 0; + w; X id
ac, X At O x g bk G X 2 g
dﬁi_,_l dﬁl dc?l R R dri dwi - R
=X F A X — X T +
dc, _dc, dc, "% *4ac, T dc, i)

(5-24)

W; X dwx + w; X *xdﬁ
w; dc, 7 w; w; dc,

From the equations above, the derivatives of force and torque can be found as Eqns.

(5-25) and (5-26).

dfigg! df; | di
= ) 525
ac, _dc, T ™M, (5-23)
d'fi+1 dTl dIL A da' dﬂ
(I,
ac, _ dt, acd® T lige +dC ( D)+
@; % (dl" *)+a?-:-x- pad dﬁ'*"x 3 5-26
&\, | e, ) Jac, Ji (5-26)
W N dfi i
rieixd_cvlz-l'ﬁ fl+1+rl—>l+1x dlg

Recall Eq. (2-2), to find ‘the derivative of thejipertia matrix in world coordinates,

the rotation matrix Ry; in the DH-homogeneous'matrix is rewritten as Eq. (5-27).

Ty = [For 2o (2-2)

Roi = Ro1R12R23 " Ri—1; (5-27)
where R;_;; denotes the rotation part in each homogeneous matrix; it represents the
rotation from the (i-1)th to the ith joint. Using Eq. (5-27) and recall Eq. (2-32), the
inertia matrix represented in the world coordinate can be written as Eq. (5-28).

I; = RoiloiR; (2-32)
I; = R0,1R1,2R2,3 Ri—l,ilo,iRiT—Li R2T,3RI,2R(€,1 (5-28)
Eq. (5-28) enables the derivative of the inertia matrix in world coordinates to be

found with Eqns. (5-29)—(5-31).
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dl; dRy; dR?
=—1. .RT. + R.:[,., —=~
0,iltg,i 0,ilo,i dCZ

dc, dC,
. , 5-29
Zl:<dRO,idek>I o n Z‘:(ngi d9k> (5-29)
= 0ft0,i 0,if0
£\ dby dC, £\ dby dC,
dRO,‘ de—l,k
dCZl — Ro'lRl,Z ...d—ek.-- Ri—z,i—lRi_l,i (5‘30)
dR?, dR£—1,k
dCZ,l =R, R, T RT,RI, (5-31)

5.4 Training Results

With the procedure of Figure 5-1, the training starts from a constant C, trajectory

and the parameters of walking are set.as Table 5-1.

Table 5-1. Parametéré of Walking

Stride lengthr 100 mm
Step height / 7 e 30 mm
Step time (cachstride)| ?"r 2.0s
Double supportrphas;e tDSP)' 1 7 | 0.4 s
Single support phas'er (-SSP) L 1.6s
Sampling time 0.005 s

When the robot is standing on both feet, it is said to be in the double support phase
(DSP) of its stride, whereas it has only one foot on the ground during the single support
phase (SSP). Sampling time is the interval between each time point.

The weightings of joint torque and joint limit in DSP and SSP are set as shown in
Table 5-2. The directions of pitch, roll, and yaw are defined in Figure 2-4. The proposed
robot has three joints in each hip, one in each knee, and two in each ankle. The hip can
move in all pitch, roll, and yaw directions, the knee joint only in pitch direction, and the

ankle joint can move in both pitch and roll directions.
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To achieve a more natural walking pattern, the robot knee joint must not bend too
much, so the weightings of the knee joint are larger than those of the other joints under
all conditions. In SSP, the torque weighting of the knee joint of stance leg is 0.9w, (W,
= 0.05). It is larger and more important than the weightings of the other joints. None of
the swing leg joints takes much torque, so their weightings are all 0.1w,. In DSP, both
legs support the robot, so the torque weighting of each knee, the most important of all
the joints, is 0.5w,. Because the all the joint limits are the same during both SSP and
DSP, the joint-limit weightings remain the same throughout. To allow for the
human-like knee-stretching motion, the knee must approach its joint limit, and, in order
to prevent a singularity whenisolving IK, its joint-limit weighting is larger than the

weightings for the other joints, at' L.OWy, (w, = 22.5):

= AT
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Table 5-2. Torque and joint-limit weightings for all joints

DSP SSP (left support) SSP (right support) DSP & SSP
Axis w, = 0.05 w, = 0.05 w, = 0.05 wp = 22.5

(torque) (torque) (torque) (joint limit)
Left Hip Yaw W, 0.10w, W, 0.10wa W, 0.10wa W 0.10ws
Left Hip Roll W., 0.30w, W, 0.40wa W, 0.10wa Wos 0.15ws
Left Hip Pitch W, 0.30w, Wes 0.70wa W, 0.10wa Wos 0.20ws
Left Knee Pitch W4 0.50w, W,4 0.90wa W4 0.10wa W4 1.00w,,
Left Ankle Pitch W, s 0.30w, 4 "W,j | :~ 070‘7?‘ = 0.10wa Wos 0.20w,
Left Ankle Roll W, 030w, W, -'.-_-'b‘#oxly%'ll W 0.10wa Wos 0.15w,
Right Hip Yaw W., 0.10w, "R | Lﬂ%‘t IOVH[ | - W 0.10wa Wos 0.10wy
Right Hip Roll W, 0.30w, Wg ., U e ) AN W 0.40wa Wy 0.15w,
Right Hip Pitch W.o 0.30w, W.o “0.10wa W, 0.70wa Weo 0.20ws
Right Knee Pitch W10 0.50w, W0 0.10wa W0 0.90wa Woo 1.00w,,
Right Ankle Pitch a 0.30w, W, 0.10w, W, 0.70w, Wl 0.20ws
Right Ankle Roll Wi 0.30w, W, 0.10w, W, 0.40w, Wi 0.15wy
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Figure 5-2. The COG height training results

The training result is shown in Figure 5:2: Training occurs over 2 ~ 6 s, during

which two strides are taken (one' with each leg). Thé'éz curve converges at the 1200th

iteration (cost change rate is' less tha_ij: (_).OOOOj'%). The'plot of the total cost to the

Yo w g |

number of iterations is shown in Figl._lré 5;5*;- | '

The C. trajectory can be dividecll nto _ée’iff_eralllr%:gions, described as follows:

a.

o

& o

oo

g.
In Figure 5-2, the C. trajectory rises as the robot raises its leg in SSP. In DSP, the

Initial phase: the robot mdl'véas all joints'|ﬂ0m home position to the initial
configuration. % Y a3

DSP: the robot switches from initial configuration to left support phase.
SSP: the left leg supports the robot and the right leg is the swing leg.
DSP: the robot switches from left support to right support.

SSP: the right leg supports the robot and the left leg is the swing leg.
DSP: the robot switches from right support to double support, preparing
to stop walking.

Ending phase: the robot stops walking and the iteration ends.

robot is shifting from left to right (or right to left) support. In these two strides, although

the robot lacks a toe mechanism, the training result shows a COG height trajectory

similar to a human’s [33][67][149]. The proposed algorithm can be used on humanoid

robots with toe and heel mechanisms in the future. With toe and heel mechanisms, the

93



joint-limit cost will be smaller during the DSP of the walking period. This will make the

trained C. trajectory smoother and higher during DSP.

£ ]y —— 12+H? Cost

Cost

200 = i

15 sevmen e 0 ]

| | | | | | | | |
0 200 400 600 800 1000 1200 1400 1600 1800 2000
iteration

Figure 543. Cost againstitcrations

— LQSI with constant COG height
— LQSI with optimized COG heighti

3.2

480 485 490 495 500
COG height (mm)
Figure 5-4. non-dimensionalized cost with different constant COG height

In Figure 5-3, 7° cost and H? cost denote the summation of the torque cost and the
joint-limit cost for each iteration. 7 + H” cost is the total cost. It converges at the 1200th
iteration. To reduce torque cost, the robot must stretch its leg during walking, but as this
means it must approach its joint limit, the cost of joint limit increases. The torque cost
of the joints is directly relative to the C. trajectory and the joint angles of the robot. The
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straighter the legs when walking, the smaller the torque cost will be. Figure 5-4 shows
the non-dimensionalized cost of the walking pattern with different constant input C,
trajectory.

In Figure 5-4, the red line shows the cost when the robot walks with the optimized
C. trajectory. The blue line shows the total cost using constant C. trajectory. The total
cost reduces as the constant C, value increases in the beginning. When the constant C.
value exceeds 500mm, some joints of the robot reach their limits. This causes the rapid
increment of the joint limit cost, thus the total cost become higher although the torque
cost becomes lower, as shown in Figure 5-5. Compared with the constant C, trajectory,
the optimized C., trajectory can'keep higher position and-have lower cost. In Figure 5-4,
the average height of the optimized COG trajectoryuis 7507.3mm and results in the cost

value of the red line. The blue curve stops at 503mm constant C, since the robot reaches

. . . . I e |
the joint limit. - |
1l M
. |
45% 10 .
— Total Cost
Torque Cost
4 Joint Limit Cost
3.5+ 4
3._ 4
7]
Q
O]
2.5 .
2+ -
1.5+ q
175 480 485 490 495 500 505

COG height (mm)
Figure 5-5. Torque, joint limit, and total cost with different constant C,

In the following, the joint angle and joint torque trajectories of the robot are

discussed. The trajectories are shown in Figure 5-6—Figure 5-17.
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Figure 5-17. Torque trajectory of the ankle roll joint

99



Because the trajectories of angle and torque are very similar for each leg, only
those for the left leg are shown in Figure 5-6—Figure 5-17, covering the initial phase,
double support phase (DSP), swing phase and support phase (both SSP).

The discussion below looks at two aspects depicted in Figure 5-6—Figure 5-17: the
movement directions of the joints (pitch, roll, and yaw), and the different support phases
(swing, support and double support).

The three pitch axes in the hip, knee, and ankle change significantly with the COG
height training iterations because they are directly related to the COG height. With the
training iterations, the joint angle becomes smaller and smaller, so that the robot leg
becomes straighter and straighter when.walking: The joint torque values of these axes
also become smaller. In the hip andithe ankle jointsyliowever, the joint torque values of
the roll axes do not change significantly v_vith the training ‘iterations, as they are used to

| —

match the constraints of the lateral COG tﬁgﬁétory and the roll angle of the end-effector.

i |
1

The trajectories of the roll axes do éh?nge slightly with training iterations, because the
C. trajectory becomes higher ‘as the :training proc.ess,;continues. The longer the inverted
pendulum (COG height is also higher)“gets, the smaller'the amplitude of the pendulum
swing (lateral and sagittal COG motions) becomes. The amplitudes of the roll angles
thus become smaller with training iterations. Because the walking trajectory for training
is a straight line, the yaw angle trajectory is zero, and the yaw torque is much smaller
than pitch and roll torques, and the yaw-angle trajectories do not change during COG
height training.

In the swing phase, the shape of the joint-angle trajectories change very little
because the swing motion is constrained by the desired motion of the end-effector (three

translational and three rotational). The same applies to the joint-torque trajectories

100



because the motors of the swing leg need only to drive the swing motion and do not
have to support the body weight.

In the support phase, the joints of the leg support the whole body weight and
sustain a larger joint torque than in the swing phase. During the COG height training
iterations, compared with other joints, the torque trajectories of the hip and knee pitch
joints undergo more significant changes than other joints. After optimization, the
minimum torque of the knee joint becomes much smaller, from 29.98 N-m to 14.59
N-m.

During the DSP, one leg is switching roles from swing to support (and vice versa
for the other leg). In this phasej none of the joint-torque trajectories changes very much
with training iterations, and the robot bends its knee slightly because the six-axis robot
leg has no toe mechanism to facilitaté land_ing orrlreaving the ground.

| —

With the proposed optimization metli;ﬂf'the loads on the joints (especially the knee)

i |
1

become much smaller, and a moré humaﬁ-—like COG height trajectory and walking

pattern can be generated.

5.5 Summary

In this chapter, a COG trajectory optimization method is proposed. By minimizing
the performance index, the proposed pattern generator can generate a more human-like
walking pattern with smaller joint torque. The same COG optimization method can be
used on different robot models. The robot model for training in this chapter has no toe
mechanisms, thus a COG height optimization algorithm that does include toe use can be
achieved in the future to generate an even more natural walking pattern.

With the proposed COG trajectory optimization method, the COG patterns under

different circumstances and conditions can be generated in advance as a walking pattern
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database, which can then be used to achieve online control with optimized COG height

trajectory.
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Chapter 6 Real-time Control Architecture of

Humanoid Robots

In this chapter, a network communication approach named real-time network
(RTNET) is designed and implemented for humanoid robots. The proposed five network
objects — alarm, condition, message, mail, and file are used to represent the task and
priority of the communication data. Compated to the existing protocols, the network
scheduling mechanism of RTNET more efficiently arranges the priority and flow
control of the five network communication objects to- meet real-time requirements for
the limited bandwidth  of the local area network (LAN). RTNET can be further
integrated with controller area networks(’“(?&'N-Bus) for local eontrol systems, such as
mobile robots or humanoid robots, to im[:')'rove the communication mechanism. The
RTNET can also be used ov-err Ethernetsto ‘connect: each subsystem and to exchange
information among those systems. The RTNET has been implemented on the NTU

humanoid robot control system with CAN-Bus.

6.1 Introduction

The development of the microprocessor, microelectronics, communication method,
and computer are very rapid. Robotics systems are often composed of many units such
as computers, controllers, actuators, and sensors. Commands and data must be sent
among those units in order to gain the desired performance. As the number of the units
grows, the commands and data format become more and more complex. Humanoid

robots often have more than one hundred units and they are distributed in multiple
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locations. In such a large system, a real-time and well-scheduled communication system
becomes very important.

Some robots were designed with the centralized control architecture
[41][571[58][68][86][93][111][112] including IEEE-1394, local ISA, VME, RS-232 and
PCI bus. Their communication interfaces have high communication speed but the wire
systems are too heavy and complicated. The other robots or platforms used distributed
control/computation architecture such as CAN-Bus [75][82][94][115][144], Ethernet
[24][79][81][85][145], Ethernet-CAN [77][78][139][147][151] to achieve their
real-time control and communication systems. Communication systems using CAN-Bus
are reliable and can achieve réal-time control, but the bandwidth may not be enough
when the nodes in the bus are toosmany. Communication systems using Ethernet has
high bandwidth, but the requiréments for _using in\local microprocessors are higher and

| —

the wire system and protocol for Ethem;th’f's'a'more complex. The universal serial bus

i |
1

(USB) is a good solution for commﬁn:icatioh devices. It hasthigh bandwidth and can be
implemented in real-time. But it is:designed as .a master-slave structure rather than a
distributed system. Thus, if we control several’ nodes, it needs the same number of
cables to control the nodes. If there are many nodes, the wires may be a big problem if
we just use USB as the communication interface to construct the system. Another
problem is how to achieve peer to peer communication by using USB devices and
reduce the number of wires. Each communication device and protocol has their
advantages and disadvantages. In order to find a balance between them, Ethernet, USB
and CAN-Bus are integrated. To merge those different communication systems, it is
necessary to define how to transmit the data among those systems. There are many
methods to solve this problem. It is usual to add a microcontroller as the buffer, to

connect different types of data structures between different communication networks.

104


http://tw.dictionary.yahoo.com/search?ei=UTF-8&p=structure##
http://tw.dictionary.yahoo.com/search?ei=UTF-8&p=structure##

The easiest methods to coordinate different communication networks are to implement
them in the application layer.

The above protocols using Ethernet, CAN-Bus, and USB do not provide the
mechanism of priority scheduling. The reason we need the priority scheduling is in that
the data in distributed computation and control are all stored in a queue. If we use a
first-in-first-out (FIFO) mechanism to send them, important data may be jammed and
delayed. There are several types of communications that should be sent with a higher
priority, for example, the alarm caused from the failure in control systems or the error
signals from computers and microcontrollers on the robots.

RTNET is developed as a‘communication tool ameng robots, equipment, devices,
personal computers and workstations in versatile™ platforms. It is designed and
implemented to satisfy the following goals_:

| —

1. Real-time communicatidn with network prierity schedulifig.

i |
1

2. Unified approach for small to large: scale'systems.
3. Satisfaction for control, coinputa{ion, manufac.turing, and general applications.
4. Ease of use.

In this chapter, the humanoid robot networking system will be shown in section 6.2
and how does RTNET work is shown in section 6.3. In section 6.3, five network
communication objects which are used to represent the tasks and properties of
communications are also proposed. The network scheduling mechanism used to deal
with the five network objects will be described in section 6.4. Section 6.5 shows the
simulation and implementation using RTNET on humanoid robots and distributed
computation and control systems. Finally, section 6.6 summarizes this chapter.

RTNET is implemented on both Ethernet and CAN-Bus for command/data

transmission. The Ethernet based RTNET is used to connect the PCs, laptop computers
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and workstations, and the CAN-Bus based RTNET is used to control each sub-systems.

The whole system architecture is shown in Figure 6-1.

Control System Laptop Computer
Ethernet Based RTNET CAN Bus Based RTNET
PC — PC —| PC La

I I I lus

usB
WS WS WSs| ... / CAN

I I I /\n Jcan
o™ [ ]
la — La — La—/z‘o

Other
Devices

PIC PIC

PC: Personal Computer l_l_\ I_I_I

WS: Workstation
La: Laptop Computer

Sensol | Motor | |Senson | Motor

Figure 6-1.,System architecture of theawhole control system

Clearly, personal computers, workstations-and laptop computers can be connected
using Ethernet based RFNET. Each node ifr-lithe Ethernet based RTNET can contain one
or more CAN-Bus based RTNETs as sub “control systems. For example, in a humanoid
robot control system, a laptop computer is used as one node in the Ethernet based
RTNET. It is also the central control computer of the robot. In addition, we can use
several CAN-Bus based RTNETs to control the arms, the hands and the legs. The
CAN-Bus based RTNETs are connected to the laptop computer with USB-to-CAN-Bus

adaptors.

6.2 Networking for Humanoid Robot Control System

Humanoid robots often have more than one hundred units and they are distributed
in different parts of the robot. A neat, real-time and well-scheduled communication

system is very important for such complex systems.
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6.2.1 Control Bus of the Humanoid Robot

The proposed human-sized humanoid robot system has 50 motors and 102 sensors.
In such a large system, reducing the number of wires is very important for the setup and
maintenance of the robot. To find an optimal solution for real-time control and the wire
system, the limbs and sensors on the robot are connected to the central control laptop
computer with several USB-to-CAN-Bus adaptors, and the limbs and sensors are
connected in several CAN-Buses.

In each CAN-Bus, all nodes can be connected with four wires (Vce, Gnd, CANH
and CANL). Two wires are digital power lines and two wires are for CAN-Bus
communication. This can reduce a*large number of wires compared to directly
connecting the devices using RS232; [2C and USB ot other methods.

6.2.2 Joint Controllers and Nodes of the Robot
Micro controller units, PIC (dsP’IE%OF40ll), are used as the digital signal
¥
processing (DSP) nodes in"thef CAN:-Bus: :-It has 19-Channel  10-bit Analog to Digital
Converters (ADC), 3 pulse width m:odulation (PWM). modules, 1 encoder module and
DSP functions. The hardware ‘of each“node is composed of one joint controller and
motor unit. The architecture is shown in Figure 6-2.

In the DSP unit shown in Figure 6-2, the PWM modules and encoder module are
used for motor control, and the ADCs can be used to acquire the signals from the
sensors near the node. The DSP unit has one CAN-Bus module. With this module, it can
connect to the local CAN-Bus based RTNET to transmit the data of the sensors and

receive the commands form higher-lever controllers.
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Figure 6-3. The USB-to-CAN-bus adaptor module
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6.2.3 Multi-Node Control Structure for the Humanoid Robot

Because the maximum baud rate of CAN-Bus is 1Mbps, the command update rate
will be too slow if there are too many nodes in one local CAN-Bus. To solve this
problem, several USB-to-CAN adaptors are used to share the data flow from the laptop
computer to CAN-Bus. In the C++ program in the laptop computer, multi-thread
program is used to send control commands through the USBs in parallel.

The number of nodes in each CAN-Bus should be determined in terms of the
requirement of command update rate. For example, for walking robots, high speed
control and sensor feedback are required in order to improve the walking stability. High
speed control and sensor feedback aré also re‘cigired for robot arms because the robot
arms will vibrate under non;smc;bth (slow) position'éo-mm_ands. On the other hand, for

the facial expression control on the rGTIZéT‘-hea(I};i:iﬂe command update rate can be slower

By
= g ";

because the requirement of fast and zicc:@?-'mo'tion control for facial expressions is
|

less than robot arms and robot legT. The_LGehﬁgllffation of*CAN-Bus in the proposed

e, | i
humanoid robot is shown in Figure Ié-4. : l

e )
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CAN Hand-2 | F CAN Hand-1
7 Nodes'@ 7 Nodes
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Figure 6-4. CAN-bus structure for the proposed humanoid robot
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As shown in Figure 6-4, eight USB-to-CAN-Bus adaptors are used to connect each
part of the robot and the laptop computer, two for the arms, two for hands, two for the
legs, one for the torso and one for the head. In the head, body and limbs of the robot,
each CAN node is used for controlling motors and collecting the data from the sensors
near the node.

Although the control system is divided into many parts to improve the command
update rate and reduce the data flow in each bus, a good scheduling and data
transmitting mechanism are still needed for large and multiple data transmission. A
reliable, real-time and well-scheduled networking algorithm will be described in section
6.3.

6.2.4 Multi-Robot Control and Communieation System
RTNET is used to construct a comml_mication system‘for one robot, but how about

1 _—
B

the communication amorg many robbut,si;f ~When executing multi-robot works, a
¥
communication protocol must be defined aénong the robots; the laptop computers, and
the workstations. The interfac'eramc;ng themuis_constructed by using Ethernet with the
priority oriented networking protocol; the Ethernet based RTNET, as described in the
following.
Note that the CAN-Bus based RTNET is used for data flow and control under one

laptop computer or one workstation. The Ethernet based RTNET can provide the

communication and dataflow among robots, laptop computers, and workstations.

6.3 Priority Oriented Networking (PON)

Network communications are various and flexible. Properties of the network
communication objects and their priorities should be well-defined in order to have good
performance on data transmission and can send emergency alarms in real-time. For

example, the communication to carry emergency alarms should be treated as the first
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priority, and the communication to perform the handshaking between processes should
be treated as another level of priority. There are many other types of communications
which must be dealt with, such as mail and file transmissions.
6.3.1 Objects of Network Communications

RTNET has five basic network communication objects called alarm, condition,
message, mail and file. Each communication object is assigned a corresponding priority.
They also represent the classification of information flow on the control systems. The
five network objects of RTNET are defined as follows.

Alarm communication

The alarm of network communication-is used to indicate that the system is
damaged, malfunctioning, or theresis some emergency. For example, the programmed

machine needs to send an alarm to indicate that the problem is serious and maintenance

1 _—
B

is needed. A computer may send an alarme0-netify and ask the remote operator to reset
i

or repair the robot, control system, ot otherumits.

Condition communication

Many network communications-are Used to facilitate cooperation between the
system state and the process units. For example, two or more computers can use the
communication to perform handshaking. One robot/computer can use the
communication to know the condition of the other robot/computer, and then perform the
corresponding action. This type of network object is very desirable in networking
applications. Such network communications are called “the condition object.”

Message communication

Data transfer can be done in network communications. In other words, the data can

be simultaneously shared by different applications in the networks. The message objects
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are the objects that are not very large in file size and they are readable by human
directly.

Mail communication

The mail communication is used to transfer mail text in network. Its function is the
same as E-mail. Its file size is larger than message and can contain some text files. It
can be used to transfer text data for human reading.

File communication

The file communication is used to transfer files which can be in any format, such
as robot configuration/command file, video, audio, picture, data, and so on. The
function of the file communication is the 'same as the FTP.(file transfer protocol).

6.3.2 Priority and Size of Network Objects
Since the “Alarm” object is absolutely essential, it hasthe highest priority. For the

sake of network interactior, the communieation object “‘Condition” has the second high

priority.
Communication Communication
Priority S1ze
Alarm Ist m 5th /\
Condition | 2nd 4th
Message 3rd \ / 3rd / \
Mail 4th 2nd
File 5th V Ist

Figure 6-5. The priority and size of the communication object
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The communication object “Message” which transfer messages among the devices
has the third high priority. The communication object “Mail” has the fourth high priority.
The communication object “File” has the lowest priority since it may be huge and time
consuming. In general, the above priority arrangement is opposite to the size of the
communication data, as shown in Figure 6-5. This fact also shows the fitness of the five
network objects that have been classified.

6.3.3 Common Properties of the Network Objects

Each network object has some properties which represent the network object itself.

However, some properties are common for the network objects, i.e., the destination of

communication, which type of ietwork object, and its size.

Ethernet Data Encapsulation CAN Data Encapsulation

Application Layer Data | Application Layer Data
Presentation Layer Presentation Layer
& Session Layer Header| Data | & Session Layer Header| Data
(RTNET) (RTNET)
Tl"Sll’lSpOl‘t Layer Header| Headery] Data

(TCP)

Network Layer
(IP)

}[eaderl Header ]-[eader] Data

Link Layer & Headerl Headerl Headerl Headali Data Lmk.Layer &
Physical Layer Physical Layer

(Ethernet) (CAN)

L1

Send Receive

Send Receive

Figure 6-6. The data encapsulation and header presentation

Our method to deliver the information through the network objects is to add a
network header before each communication. Since the RTNET is stacked on the TCP/IP
and CAN-Bus, the data encapsulation and header presentation are also stacked on it, as
shown in Figure 6-6.

Although the stacked data and commands in TCP/IP based and CAN-Bus based

RTNET can be transmitted through a first-in-first-out (FIFO) data transmission
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mechanism, the network priority scheduling mechanism of RTNET will achieve a better

performance. This will be presented and discussed in section 6.4.

6.4 Network Scheduling

One of the special features of RTNET is the queuing mechanism which stores the
request for transmissions and it can be performed in background. Once there are five
network objects requested to be sent and received in the background of the application,
how does so many communications be processed in background? A scheduling
mechanism is provided to arrange the network objects to be sent in RTNET. In this
section, the scheduling method and hew it works are presented.

6.4.1 Network Scheduling Mechanism™
When transferring data..in the metwork, a seheduling: mechanism is required for

preventing the important data from being jammed in the queue of communication
“F’—

_—

objects. The network scheduling mech_a;n-i'sm (NSM) of RTNET can find the
communication objects in queue with -highetr- priority and, send them first. For example,
if an alarm is triggered when a'large file"is being transmitted through RTNET, the
RTNET will interrupt the file transmission-and then send the alarm first.
6.4.2 Flow Control of the Scheduling Mechanism

The flow control of the NSM is performed by setting the scanning time of the
algorithm. In our system, the scanning time is set as 0.005 second. Within this time
interval, RTNET scans if there are any communication objects with higher priority than
the object which is being transmitted. The scanning procedure is shown in Figure 6-7.
When the interval is set smaller, the communication objects with higher priority can be
sent more quickly. At the same time, more interruptions will occur when transmitting

large files.

114



The efficiency of sending larger files will be reduced by the time delay caused by
the interruptions. On the other hand, if we choose a larger scanning time, the alarm will
be delayed but the efficiency of transmitting files will be higher. With these
considerations, a suitable scanning rate should be chosen for gaining an acceptable
delay of alarms and the best file transmitting efficiency. It is set as 0.005 seconds in the

proposed humanoid robot.

Send all content of the
highest priority of alarm

Continue or start to send the
rondition With highest priority

Continue or start to send the
message With highest priority|

Continue or start to send the
mail With highest priority

Continue or start to send the
file With highest priority

Figure 6-7. The flow chart of NSM for performing communication

6.5 Simulation and Implementation

The RTNET structure is implemented in the proposed humanoid robot, as shown in
Figure 6-4. In the humanoid robot, CAN-Bus based RTNET is used to construct the
control/computation system for locomotion control. Robots, computers, and
workstations can be connected with the Ethernet based RTNET networking, as shown in

Figure 6-8.
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6.5.1 Ethernet Based RTNE"[i () 'If-:‘| I|

RTNET can also be 1mplement|3 on Jp[:lmullr robot conirol system. The upper-end
RTNET is Ethernet-based, an the{ Cs, laptolia \computers or workstations can be
connected to this RTNET. ElacH"{lode_can cop{rol ;-robots, machine tools or control
systems, as shown in Figure 6-8. . .

In the multi-robot control system, CAN-Bus based RTNET is also used as the
lower-ends, as shown in the figure. The upper and lower RTNETs are connected through
USB-to-CAN-Bus adaptors which can buffer and adapt the upload/download dataflow.
By using RTNET, better scheduling, data transfer, and control performance are
achieved.

6.5.2 CAN-Bus Based RTNET for Local Networks
Following the concept of the Ethernet based RTNET, the CAN-Bus Based RTNET

is designed. Similar to the Ethernet based RTNET, the CAN-Bus based RTNET has the

same objects of network communications: alarm, condition, message, mail and file.
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Because the CAN controllers can only store the message, mail and file in their RAM
(random access memory), large data cannot be sent over the CAN-Bus based RTNET.
Except this limitation, the CAN-Bus based RTNET can have the same function as the
Ethernet-based RTNET in its local network.
6.5.3 Performance on Data Transmission through RTNET

The performance between a FIFO communication mechanism and the proposed
RTNET is compared in the following. In both the FIFO communication and the RTNET,
the size and the communication rate of the communication objects are listed in Table
6-1. The bandwidth of the LAN is set as the bandwidth of the IEEE 802.11g wireless
LAN, 54Mbps (in limited distance).

Table 6-1 Size and Rate of the-Objects

Communication Object Size - Rateé~

File about 100MB e = 5 files, fixed

Mail about 8MB = | 0.2% in each sampling interval
Message about 500KB "4 $:0.9%in each sampling interval
Condition about 10KB every 5 seconds

Alarm about 1KB 0.7% in each sampling interval

Because the speed of the wireless LAN are the same in both tests, the total time for
FIFO transmission and RTNET transmission are almost the same. Also, the number and
probability of all communication objects are set the same in both tests. Five “files”
which might exhaust the bandwidth of the wireless LAN are set. “mails” and “messages”
are sent randomly with fixed probabilities. The “condition” is used to check the
condition of the nodes in the network. It will be triggered every 5 seconds. Finally, the
“alarm” indicates the alarms in the network. It will be triggered with a fixed probability.

The results of using FIFO transmission and RTNET are shown in Figure 6-9 and Figure
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6-10. In the figures, the x-axis shows the time in second, and the y-axis shows the

accumulated amount or size of each communication objects.
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Figure 6-9. TranSmit.the communication objects with a FIFO stack
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Figure 6-10. Transmit the communication objects with RTNET
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The communication objects transmitted with a FIFO stack and RTNET are
illustrated in Figure 6-9 and Figure 6-10. Since the size of the communication object
“file” is too larger to be sent in a short time with the bandwidth of the wireless LAN, the
communication objects will be stacked in a queue. When using the FIFO, the
communication object which is in the first position in the queue will be transmitted first.
When a “file” object is transmitted, the “alarm” signals might be blocked. In Figure 6-9,
the number of the alarm is accumulated to 10 because the alarms are queued later than
other large objects. Time delay of alarms might cause serious damage to humans, robots
or machines. The “condition” is important because it indicates the status of each node in
the network. In Figure 6-9, the!condition objects are also delayed for waiting for larger
objects. In Figure 6-10, because'the RTNET considers the priority of each object, the
important objects will be transmitted earl_ier. Alfhough thé-waveforms of the “file” are

| —

almost the same in Figure 6-9 and Figurér_“;—&ia(), the waveforms of the other objects are
¥

quite different. In Figure 6-10, the e-lla:u’m oi)jects and condition objects are transmitted

immediately after they are quéuéd. "I:“his will help. the administrator or operator to judge

the status of the network or the system cafh stop the robots or machines immediately

after the emergency alarms. Thus, with the RTNET, communication objects with high

priority will be sent first, and will not be jammed in the queue, as shown in Figure 6-9.

6.6 Summary

In this chapter, the RTNET is designed and implemented for distributed control and
computation for the proposed humanoid robot and other control systems. After
considering the requirements of networking, the network communications are
categorized into five objects, and a unified communication approach that works
efficiently with embedded applications is provided. These objects also make RTNET

suitable for robotic systems or for network based equipment.
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The scheduling mechanism is provided to send and receive communications with
priority in background and to achieve the goal of real-time communication. A
corresponding network management is also provided to monitor the performance and
traffic of the network communication and to resolve traffic jams in the networks.
RTNET has been verified and implemented on the proposed humanoid robot. Its

performance is quite satisfactory.
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Chapter 7 Implementation

In this dissertation, a generalized method for COG trajectory optimization is
proposed. Two humanoid robots are used as simulation and experiment platform; one is
a human-sized humanoid robot and the other is a small-sized humanoid robot.
Small-sized robots are constrained by its limited space and the control accuracy of RC
servo motors (radio control motors), but they can be manufactured and assembled
quickly to test control algorithms. On the othershand, human-sized humanoid robot have
enough space to install DC'motors, driver boardsysensors, and embedded computer, but
they are very expensive and cost a lonigstime to manufactute and assemble. With these

=

two robots, the proposed optimized walk"rTI_‘l‘,ngattern gengrater can be implemented and
7
tested.
In this chapter, the specifications of the robots.tised-in this dissertation are shown
in section 7.1, the real-time planning/control architecture are described in section 7.2,
and section 7.3 shows and discusses settings and results of the experiments using the

proposed methods in this dissertation. The performances of the methods in this

dissertation are verified.

7.1 Specifications of the Proposed Humanoid Robots

Specifications of the two robots are described in this section. The photos of the two
robots are shown in Figure 7-1 and Figure 7-2. The physical specifications of the

proposed human-sized and small-sized humanoid robots are shown as Table 7-1.
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Figure 7-2. Small-sized humanoid robot
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Table 7-1 Physical specifications of the proposed robots

Human-sized Robot

Small-sized Robot

Height

1450 (mm)

430 (mm)

Weight

68.0 (Kg)

1.8 (Kg)

Mechanism material

7075 aluminum alloy

5052 aluminum alloy

DC brushed
Motor type RC servo motors
servo motors
Harmonic drives,
Reducer Gears in the RC motors
belts and pulleys
Controller interface

USB and CAN-Bus .. RS232

Because of the limited bandwidth of the RS232:fr:1terface, algorithms can be tested

gi—

quickly by using the small- 51zed robqg but .fg}r teal-time control human-sized robot
iy |

must be used. The human-sized robf) ha!F’F more IDOFs than the small-sized robot; it is

|
more complicated and can ach1eve| ore- tasks |”[fable 7- 2 shows the arrangement of

1 ' |
DOFs of the two robots. :

Table 7-2 Arrangeriient of dé;grees of freedom

Human-sized Robot Small-sized Robot
Head 0 (LED Array) 2
Arms 12 (6x2) 8 (4x2)
Hands 24 (12x2) 0
Torso 2 2
Legs 12 (6x2) 12 (6x2)
Total 50 DOFs 24 DOFs
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Compared with the small-sized robot, in addition to walking and arm motions, the
human-sized robot has DOFs in its head and hands to achieve facial expressions and

grasping motions.

7.2 Real-time Planning/Control System of Humanoid Robots

Chapter 6 describes the networking system of humanoid robots; high level
communications and protocols are proposed. On the other hand, how the robot
generates the walking patterns and how it communicates with local controllers are
described and proposed in this section. The real-time planning and control system of
humanoid robots are proposed and implemented on.the robot.

7.2.1 Real-time Planning and Colhtrol;&&rchitecture

Figure 7-3 Shows the real-timeplanning and contfol,system.

'ﬁi'l I.i;? "'.I
Offline COGz
Training Optimization
and Training
Realtime oot switch \y
Planning ptimized or
Arbitrary COGz I
0 e R R
Trajectol ontroller Solver rajectories
End-Effector T
Trajectories

Realtime | |C30State| |C32 State
Control Machines[€Machines(€

(CAN-Bus) (USB-CAN Bus)

Figure 7-3. Real-time planning and control system

In Figure 7-3, the IK solver, LQSI controller, and the C. optimization and training

are proposed and described in chapters 3, 4, and 5. The C, optimization and training
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needs some iteration to converge; it is an offline training procedure. After the training,
the optimized C, trajectory can be saved and sent to the LQSI controller. The ZMP
trajectory and the C, trajectory are sent to the LQSI controller and the COG trajectories
in sagittal and lateral directions are solved. The 3D COG trajectory and the trajectories
of the end-effectors of the robot are the inputs to the IK solver. Finally, the IK solver
solves the joint trajectories of the robot and the real-time planning phase ends here. The
joint trajectories are sent to the C32 controllers through USB interface and be stored in a
FIFO (first-in-first-out) queue. C32 controllers send the joint trajectories and receive
sensor feedback signals with C30 controllers every Sms. The real-time control phase
ends here. Except the training/phase;, ‘the whole robot planning and control system is
real-time and can be processed in' the order of millisecond.

The proposed robot control system is /a_combined centralized and distributed

| —

control system. A mini-ITX (17cmx17cm;ﬁérsonal computér with Intel Core™ 17 870

i |
1

CPU is used as the centralized part-t(:) execute walking pattern generation and motion
planning. It is faster than ‘the C(:)mputer used in. chapter 4 and provides more
computation power for real-time computation. On the other hand, the distributed 16-bit
dsPIC30F4011 controllers and their 32-bit master PIC32MX795F512H are all running
state-machines when the robot is powered on. They are always checking their state and
executing commands. As shown in chapter 6, dsPIC30F4011 is the local controller and
PIC32MX795F512H is the USB-to-CAN-Bus adaptor. They will be described in the
follow sections.
7.2.2 State Machine Architecture of C30 Controllers

Figure 7-4 shows the architecture and how the state machine of C30 local

controllers works.
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controller to process two taskszlférgétéll}:} é_rjna}l—spzéd <;r emergent signals will not be
jammed by time consuming tasks. The primary states contains the IDLE, PID Control,
and Mechanism Initialization states and the secondary states contains the IDLE, Set
Encoder, Initialize Parameters, Set Parameter, and Reading Sensors. Each C30
controller controls a motor with the onboard SA57 H-bridge power amplifier using PID
control. SA57 H-bridge power amplifier can sustain 60V voltage and 8A continuous
current; it is quite enough to be used to drive the motors of the robot legs. The sampling
rate of PID update is set as 5 KHz and it is fast enough to control the motor without

oscillation. The C30-SA57 motor control module is shown in Figure 7-5. C30
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controllers also read the sensors near to them, such as the encoders of the motors, limit

switches, and temperature sensors.

Figure 7-5:C30-SA’57,motor control module

The baud rate of the CAN-Bus in each local network is 1Mbps. Since the standard
package size of the CAN-Bus is 107bits, the theoretical value of transmission per
second is 9345 times/second. The tested value of transmission per second is about 5200
times/second. For a six-node local CAN-Bus such as robot leg or robot arm, the
maximum command update and data receive rate for each node is 5200/6 = 867
times/second. The command update and data receive from and back to C32 boards are
both set as 200 times/second (5ms interval). Because the bandwidth required is 400

times/second and the CAN-Bus bandwidth is capable of 867 times/second, the

127



bandwidth of the CAN-Bus is fast enough for controlling the motor and receiving
sensor data of each node.
7.2.3 State Machine Architecture of C32 Controllers

Figure 7-6 shows the architecture and how the state machine of C32 controllers

works. The photograph of the C32 controller is shown in Figure 6-3.
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The state machine architecture of the'C32 controllers is similar to that of the C30

controllers. Different from the C30 controllers, C32 controllers focus on the
coordination between the main personal computer and the local controllers. C32
controllers do not have to control motors and initialize the mechanisms, thus only the
primary state are designed in its state machine architecture. The states of C32 include
IDLE, Set PID, Set Initialize Mechanism, Set Encoder, Set PWM Limit, Initial
Parameters, Set Parameters, Read Sensors, etc. These states help the computer to set the
command and the states of C30 local controllers and read local sensors.

If the motors in local network are controlled by the main personal computer

directly, asynchronous and time shifting problem will occur. The asynchronous problem
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occurs because the personal computer can only control the local motors through RS232
or USB if no other devices are installed to the computer. Without specially defined
protocol and circuit, RS232 and USB must send the command one-by-one to the motors.
The time shift problem is since the timing control precision of a personal computer is
about 1~2ms, the sampling period will be longer or shorter. To solve these problems, a
control FIFO queue is allocated in each C32 controller. It is designed that the personal
computer processes motion planning and solves IK for four time steps in advance and
then sends the four future joint trajectories to the C32 FIFO queue. This procedure
triggers every 20ms and the C32 controller sends joint trajectories to all local nodes
every 5Sms. With the control FIEO quete, the encoder commands of local controllers can
be updated with precise time interval. The C32 USB-fo-CAN-Bus adaptor uses 12Mbps
baud rate in the USB side and'IMbps in _the CAN-Bus side. The test results show the

| —

USB side can execute the “transmission '6}%}2Bytes package for about 500 times per
¥

second. It is also enough for achiév:ing téle uploading/downloading requirement for

controlling a humanoid robot. 'Becau:se the CAN-].Sus;transmits signal through broadcast,

all nodes in the local network can receivé the trigger signals to change their target

encoder position at the same time. Simultaneous motion control can be achieved using

CAN-Bus. Thus, with the control FIFO queue in C32 controllers, the asynchronous and

time shifting problem of controlling local nodes using personal computer directly is

solved.

7.3 Experiments

In this section, the experiment results using the proposed walking pattern generator
and control system are discussed. The performances of LQSI controller using optimized

and constant C, trajectories are also compared. The experiment settings is shown as
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Table 7-3. Settings of the experiments

Experiment 1 Experiment 2 Experiment 3
Scenario Straight walking Straight walking Robot hung on a shaft
Period per step 6 seconds per step 6 seconds per step 6 seconds per step
Double support phase 1.8 seconds 1.8 seconds 1.8 seconds
Single support phase 4.2 seconds 4.2 seconds 4.2 seconds
C, trajectory Constant Optimized Robot hung on a shaft
Average C, per step 497.56mm 507.34mm Robot hung on a shaft
Pattern generator LQSI : LQSI LQSI

Table 7-3 shows the settings’ of the éxperfrhents, experiments 1 and 2 are used to

compare the performance between the walking patterns with constant and optimized C.

.

performance of joint angle tracking dhangelsfj

trajectory. Experiment 3 is used to [sée=if he robot is hung on a shaft, how the

In each experiment, all,_;s_egmierits of ;[he :_it.}put ZMP. trajectory are connected
smoothly using 9-degree polynorﬁiéls tg ensure thé tﬁ:ijectories are totally differentiable.
By doing this the robot can move smoother than just setting the ZMP position directly
under the center position of the stance foot.

7.3.1 Tracking Performance of Joint Angles

The tracking performances of joint angles are compared using the sensor feedback
data in experiments 2 and 3. In the experiments, all settings are the same except the
walking status of the robot. In experiment 2, the robot walks on the ground; in
experiment 3, the robot is hung on a shaft. Since the motors of robot legs do not need to
support the weight of the robot, joint load in experiment 3 is smaller than experiment 2.

Therefore the joint angle tracking performance is better in experiment 3. Since the
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results of each leg are very similar, only the joint angle tracking results of left leg is

shown in the following figures.

Hip Yaw
1
' ‘ ' " |— command Input
----- Hung on a Shaft
051 === Ground
oy
L
5
S 0
by AT N P
S
<
@
-0.5 —
-1 | | I | | | | I |
0 5 10 15 20 25 30 35 40 45

time (second)

Figure 7-7. Tracking results of hip yaw axis

In Figure 7-7, since the robot is walking straightly,.the command input of yaw axis

is zero. The local controllets use P1Ds€ontrol to track,:‘;:he command reference. Thus the

encoder feedback in experiménts 2 and-3.has steady state errors. In addition, because the

motors must support the body weight iOf- E?;yladle robot, the tracking error is larger in

experiment 2. ,l ‘ -rl.i_ | ¢
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Figure 7-8. Tracking results of hip roll axis

Figure 7-8 shows the tracking results of hip roll axis. As we can see, in the swing
phase, the tracking errors of experiments 2 and 3 are similar since the loading of the hip
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roll axis in both experiments are similar. Different from the swing phase, since the
loading of the axis in single support phase is larger in experiment 2, the tracking error is
also larger. The tracking performances of the other axes have the same characteristics as
the hip roll axis. They are shown in Figure 7-9 to Figure 7-12. In the figures, since the
values of errors are much smaller than the values of joint angles, they cannot be seen

very clearly. To show the magnitude of the errors, their mean absolute errors will be

listed in Table 7-4.
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Figure 7-9. Tracking results of hip pitch axis
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Figure 7-10. Tracking results of knee pitch axis
Ankle Pitch
10F ‘ ‘

—— Command Input
----- Hung on a Shaft
=== Ground

angle (degree)
3

-30 | | | | | | | | |
0 5 10 15 20 25 30 35 40 45
time (second)

Figure 7-11. Tracking results of ankle pitch axis
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Figure 7-12. Tracking results of ankle roll axis
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The torques on the axes can be seen as the disturbances to local PID controllers.
Thus the tracking errors in experiment 2 are larger than that in experiment 3. The same

result can be observed by calculating the mean absolute error in experiments 2 and 3, as

shown in Table 7-4.

Table 7-4. Mean absolute joint trajectory tracking error in experiments 2 and 3

Experiment 2 (Ground)

Experiment 3 (Hung on shaft)

Axis 01-Left Hip Yaw 0.073 degrees 0.030 degrees
Axis 02—Left Hip Roll 0.299 degrees 0.234 degrees
Axis 03—Left Hip Pitch 0.258 degrees 0.239 degrees
Axis 04-Left Knee Pitch 0.342 degrees 0.213 degrees
Axis 05-Left Ankle Pitch 0.244 degrees 0.214 degrees
Axis 06-Left Ankle Roll 0.254 degrelés. 0.232 degrees
Axis 07-Right Hip Yaw 0.043 degrees 0.044 degrees

Axis 08-Right Hip Roll 0ﬁ3708 degfees- 0.231 degrees
Axis 09—Right Hip Pitch 025(%3_4;55. | 0.235 degrees
Axis 10-Right Knee Pitch i()!.321 éﬂigreesi ' 0.204 degrees
Axis 11-Right Ankle Pitch A | d274 Farees ) | , 0.201 degrees
Axis 12—-Right Ankle Roll Ak A5 I 0.420 degrees 1 7 0.355 degrees

In Table 7-4, only the hip yaW axis has-larger méan absolute error in experiment 3.
It is because the yaw axes use smaller motors than other axes. The mechanism design of
the yaw axes also causes larger friction forces. Due to these two reasons, the PID
controller can only give voltage commands that can overcome the friction forces when
the error is large enough. The position errors of yaw axis are too small to be eliminated
by a PID controller in experiments 2 and 3. Except this, the mean absolute errors are
larger in experiment 2 because the loading is larger.

Generally, the tracking performances in the experiments can achieve stable robot
walking. PID control algorithm is capable of local joint trajectory tracking, but for even

better performance, more complex local joint controllers must be used in the future to
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improve the tracking performance, such as impedance control, current control, and
torque control.
7.3.2 Tracking Performance of COG trajectory

The tracking performances of COG trajectories are compared using the sensor
feedback data in experiments 1 and 2. Using the encoder feedback joint trajectories, the
COG trajectory of the robot can be calculated and estimated. Figure 7-13 and Figure

7-14 show the COG trajectories in 3D directions in experiments 1 and 2.
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Figure 7-13. COG trajeétéfy in experiment I (LQSI with constant C)
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Figure 7-14. COG trajectory in experiment 2 (LQSI with optimized C.)
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The COG tracking performances of the proposed real-time control system has been
tested many times. The trends of the errors are slightly different in each test, but they
are all bounded and the robot can complete the whole walking motion in these tests. The
main reason that the errors have different trend is the initial placement of the robot.
Each time the robot is released and placed on the ground from the shaft, the landing
status is slightly different. This makes the COG and ZMP trajectories shift slightly left

or right. Figure 7-15 shows the robot and the shatft.

Figure 7-15. The robot and the shaft

In Figure 7-13 and Figure 7-14, the COG trajectory tracking errors are the
combined effect of joint tracking errors. The tracking performance of joint controller
directly affects the tracking performance of COG trajectory. Because the tracking
performances of the LQSI controller with optimized or constant C, trajectories are
similar, only the COG errors of experiment 2 are discussed in the following. By
discussing the tracking performance of COG trajectory, several future works that can

improve the performance are found.
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Figure 7-17. Lateral COG trajectory tracking in experiment 2

Figure 7-16 shows the sagittal COG trajectory tracking results in experiment 2.

The COG trajectory follows the desired COG trajectory with some oscillation. In each
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single support phase, the desired COG trajectory is almost constant, and the feedback
COG trajectory oscillates slightly around the desired value. Since PID controller is used
as local controller to track the motor position, feed-forward compensation must be used
to eliminate the effect of time delay. The steady state error is caused from the friction of
the robot joints. This can be improved by designing an online COG feedback observer
to achieve closed loop COG feedback control.

In Figure 7-17, the same problems occur as in Figure 7-16, such as the steady state
error and tracking error. Excepting these problems, it is observed that a small COG shift
occurred when the robot entering double support phase and prepare to stop walking. The
robot place the right foot on the ground'and the COG shifts left about 2.5mm. This is
because that when the right foot'isdlanding, it also puéhes the robot left. An undesired
disturbance occurs when switching {o ;do;ublersilzlpport phase. To solve this, a landing

o

controller or mechanism dealing with the’gf_ﬂﬁﬁg problem must be used in the future.
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Figure 7-18. Vertical COG trajectory in experiment 2

In Figure 7-18, another point that can be improved for the COG tracking
performance is observed. In all experiments, the vertical COG trajectories calculated
from encoder feedback are all lower than the command reference. The reason is quickly
found: the gravity force. The gravity force pulls the robot lower. For PID controllers, it
is an unknown disturbance. Thus the gravity force causes a steady state error in vertical

direction. This problem can be fixed by using gravity compensation control. To achieve
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this, the torque/current control must be implemented as joint controller and the sensor
used for measuring torque/current must be installed.
7.3.3 Tracking Performance of ZMP trajectory

The ZMP tracking performance is discussed in the following this section. The
feedback ZMP trajectory can be calculated using the six-axis force/torque sensor
installed in the ankle of the robot legs. Figure 7-19 to Figure 7-22 show the force and
torque data collected form the six-axis force/torque sensor in experiments 1 and 2. Since
the original data from the sensor are very noisy, the data shown in the figures are
filtered using Kalman filter.

In Figure 7-19 and Figure 7 20 left support phase right support phase and double

support can be observed clearly The loading in z drrectlon of the sensor installed in

each leg becomes larger when the cdrre§pond1hg leg is the support leg. The forces in x

| ".-u._,i'

and y directions cause th¢' COG s l‘ll tlmgﬂﬂ'shopzontal directions; they are relatively
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Figure 7-19. Force data (LQSI with constant C. trajectory)
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Figure 7-20. Force data (LQSI with optimized C, trajectory)
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Figure 7-22. Torque data (LQSI with optimized C, trajectory)
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In the single support phases in Figure 7-21 and Figure 7-22, the value change of
torque trajectories on the stance ankle in x and y directions can be observed in the figure.
They are generated by the gravity force and the desired COG motion. In double support
phases, since the legs are both contacting with the ground, the torques are distributed on
both feet. The relationship between the torque trajectories cannot be observed by our
eyes directly. The combined results of all forces and torques will be discussed using the

ZMP trajectory in the following.
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Figure 7-24. Sagittal ZMP in experiment 1 (LQSI with constant C.)
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Figure 7-25. Lateral ZMP in experiment 2 (LQSI with optimized C,)

350 T T T T T

————— ZMP Feedback
Double Support Right Support Left Support Right Support Left Support Double Supporf—ZMP Command

300 o P ,»'\\4‘,..\ P

250+

Impact Occurred When the _|
Swing Foot Touches the Ground

200~

50—

50 | | | | 1 1 1
0 5 10 15 20 25 30 35
time (second)

Figure 7-26. Sagittal ZMP in experiment 2 (LQSI with optimized C)

Figure 7-23 to Figure 7-26 show the sagittal and lateral ZMP trajectories using
LQSI controller with constant and optimized C, trajectory. The input ZMP trajectories
in the experiments are moving under the robot foot. They are not always located in the
center of the robot foot. This will reduce the walking stability slightly but get smoother
walking patterns. Also, since the ZMP trajectories are always located in the support
polygon of the robot, the robot can still walk stably. In the figures, the feedback ZMP
trajectories can track the ZMP reference with some oscillations and small time delay.
The oscillations are caused by the noise of the six-axis force/torque sensor and the
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impact when each time the swing foot touches the ground. Better data processing of the
sensor signals and a six-axis force/torque sensor with lower noise can be used to
improve the ZMP feedback signal. And force/impedance control can be used to reduce
the impact when the swing foot is landing in the future. With the ZMP tracking results,
the LQSI controller is capable to generate COG/ZMP walking patterns with both
constant and varying C. trajectories. The stability of the walking pattern generated with
LQSI controller is verified.
7.3.4 Calculated Knee Joint Torque

The knee joint torque can be estimated by using the sensor feedback of six-axis
force/torque sensor and the equations.of Ne\ﬁton—EuIer dynamics. The knee torque
trajectories with constant apd c;ptimized () trajecfbf-yl are compared in this section.
Using the Newton-Euler dyhélmics Eéias;."-(2-l?)£(2-28) ar;d the encoder trajectories, the

T |

| i - . .
knee torque trajectories in experiments l.and-2 a,r:a calculated as shown in Figure 7-27

and Figure 7-28.
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Figure 7-27. Left knee torque in experiments 1 and 2

142



@
o

----- LQSI with Optimized COG,
—LQSI with Constant COGZ

-~
o
T

60 Left Support Right Support 7

50 /\ -
g% : ) \ @
z AN,
g 30 .

10 -

o (Zero Torque Line)

10 .

2% é zlt <|3 ela 10 12

time (second)

Figure 7-28. Right knee torque in experiments 1 and 2

The figures show the torque trajectoriesifor two steps during the robot walking

period. The total time is 12 seconds.eft leg 15 the st:a:'nce lag in the beginning and the

right leg becomes the stance Vleg sincg'the 6th second. Bééause the walking pattern with

(e=al )] o
optimized C. trajectory has smaller kl}ee@nt%oltaitlon. Thus the knee joint is straighter
= |
E |
and the joint torque is alsosmaller. 'I.lh}é cor{lﬁiariséni ofitorqug trajectories in experiments

I and 2 are shown in Table 7:5. . i[ 1%

Table 7-5. C(:)mpar_iéon of torﬁue performance

Experiment 1 Experiment 2
o Improvement
(Constant C.) (Optimized C,)
Average C, per step 497.56mm 507.34mm
Mean absolute torque
17.535N-m 14.901N-m 15.02%
(whole period)
Mean absolute torque
7.110N-m 5.623N-m 20.91%
(swing phase)
Mean absolute torque
27.960N-m 24.180N-m 13.52%
(support phase)

In Table 7-5, the mean absolute torque of the knee joints of both legs are calculated
and compared. In the table, the values are the summations of absolute torque value of

both knee joints in the whole period, swing phase, and support phase. For example, the
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mean absolute torque for support phase is the mean absolute torque of all the torque
values of both left and right leg in their own support phase. The walking pattern with
optimized C. trajectory has better performance because of the straighter knee joint
motion. With the experiment results, the improvement by using the optimized C.

trajectory is verified.

7.4 Summary

In this chapter, the specification, control architecture, and the experiment results
are presented and discussed. The two robots shown in this chapter are used as control
plant in the simulations and experiments in the whele dissertation. The real-time control
architecture can update control. commands and-read. sensors in every 5 millisecond.
Using the proposed humanoid robot'and the realr-rtime control system, the performances
of the LQSI controller and the optimized.C; trajectory ére verified by analyzing the

L
results of the experiments in thisichapter. .+
I 1
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Chapter 8 Conclusions and Future Works

The whole robot control and planning system are described and discussed in
previous chapters. This chapter summarizes the whole dissertation in section 8.1. The
main ideas and structures of all methods proposed in this dissertation are shown in this
section. Section 8.3 shows the future works. This dissertation mainly discusses the
kinematics, dynamics, and control of humanoids. Many other interesting topics such as
artificial intelligence, machine yision, human-rebot interaction, and the control of more
difficult motion such as jumping andatnning can'be implemented based on the concepts
and theories proposed and;discussed™in thisdissertation."Finally, section 8.2 is the
conclusion of this dissertation. This disséfit%op ends here. Itds exciting and delightful if
the concepts and theories in,this dissertatio'ri_can help more researchers to implement or

to compare their control systems.

8.1 Summary

In this dissertation, the walking pattern generation and its optimization are most
focused. After the introduction in chapter 1, chapter 2 shows the basic knowledge used
in the whole robot kinematics and dynamics control system. The following three
chapters are all based on chapter 2. In chapter 3, the concept of the Fixed-Leg-Motion
Jacobian is proposed and the global Jacobian matrix used to control the whole robot is
designed. In chapter 4, the LQSI controller is proposed to generate optimized COG
trajectories in sagittal and lateral directions. In addition to chapter 4, chapter 5 shows a
method based on Newton-Euler method to optimize the COG height trajectory. Using

the techniques and theories in chapters 4 and 5, 3D COG trajectory optimization is
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achieved. The next two chapters are the implementation parts of the dissertation.
Chapter 6 describes the networking system can be used among different robot, personal
computers, and workstations. The networking system is also used in local networks for
robot control such as robot arms, hands, and legs. Chapter 7 describes the two robots
used as simulation and implementation platforms in the dissertation, and also shows the
detailed implementation of the proposed real-time planning and control system. The
main theories and topics in this dissertation are listed below.
Fixed-Leg-Motion Jacobian and Global Jacobian

Fixed-Leg-Motion Jacobian matrix describes the relationship between each joint of
the stance leg and each component of the kinematics and dynamics of the end-effectors.
In chapter 3, the Fixed-Leg-Motien Jacobian is fitstly proposed for the relationship
between joint and end-effector position gnd drientation, After deriving this, the COG

| —

Jacobian and momentum Jacobian are alse"derived. The Fixed-Leg-Motion Jacobian is

i |
1

also applied to these Jacobian methods:.

The concept of Fixed-Lég-I\/:Iotion Jacob.ian,; is extended form the level of
kinematics to dynamics. Compared with other methoeds'to find the Jacobian describing
the linearized relationship between the stance leg and other end-effectors,
Fixed-Leg-Motion Jacobian is easy and fast since it uses the physical meaning of the
equations to find the partial derivatives. After constructing all Jacobian matrices of the
head, arms, legs, COG, and momentum, the global Jacobian matrix can be built to solve
IK for the whole robot. With the global Jacobian matrix, whole body motion control can
be achieved. The positions of the end-effector of the arms, head, swing leg, and COG,
the orientation of the end-effector of the arms, head, and both legs, and finally the
angular momentum in z direction of the proposed robots are controlled in this

dissertation.
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LQSI Controller

The LQSI controller is a linear quadratic control based controller with state
incremental performance index. Since the humanoid robot is modeled as an inverted
pendulum model, the robot model can be written in state-space form. The state matrices
are constant matrices if the COG height is constrained to a constant value. Based on the
view of potential energy, to constrain the COG height seems energy-saving. However,
robot must cost energy to maintain its posture. The power consumption of the robot
directly related to the joint torque and the current pass the motors. On the other hand,
when using a walking pattern with constant COG height, the robot must bend the knee
of stance leg while the swing leg rises.

Humans will not do this when normal walking-because the knee sustain larger
torque in order to keep the same COG heigﬁt. Thus ‘the changeable COG height

| —

trajectory is needed for niore.energy-savifig=and more human-like walking patterns.

i |
1

When the input COG height trajeét(?ry s hot a constant; the state matrices of the
inverted pendulum also become ti:me Varying..T];e inverted pendulum model also
becomes a nonlinear time varying model.” Optimali control can deal with nonlinear
tracking problems well. By using ZOH method, the proposed LQSI controller can
generate walking patterns with changeable COG height trajectory, as shown in chapter 4.
At this stage, walking pattern generation with arbitrary assigned COG height trajectory
is achieved. COG trajectories in sagittal and lateral directions are optimized using the
LQSI controller. COG height trajectory is optimized with the method proposed in
chapter 5.
3D COG Trajectory Optimization

For smooth walking, the arbitrarily assigned trajectories to the LQSI controller

must be smooth and continuous, so the optimized trajectory should be also smooth and
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continuous. In fact, smooth and continuous COG height trajectories can be generated
according to the status of the ground directly. Robot can raise their COG when stepping
onto stair or walk over a small obstacle. To decide COG height trajectory directly has
several advantages: fast, easy, and modifications can be done with tuning some simple
parameters. On the other hand, optimization of COG height trajectory is required when
humanoid robots need to repeat the same trajectory many times. For example, walking,
it is the most repeated function for humanoid robots. As humanoid robots become more
common in the future, optimization of walking or other motions are required in order to
reduce the power consumption for longer operation of the batteries like the notebooks
nowadays. The optimization of (COG height trajectory in'this dissertation is to minimize
a cost function includingthe squase of torque and the cost function of joint limit. The
differentiation of the cost function with réspect to the COG height is the index to update

| —

the COG height trajectory but it cannot be?ﬁmd directly. To"find the differentiation, the
¥
derivative of the joint angles with réspect téy the COG height is calculated first. This is
done by using the physical méahing:of the pseudé)inyerse of the global Jacobian matrix
of the robot. The second step is to.calculaté the derivative of the joint torques and the
cost of joint limit with respect to the joint angles, by using the equations of
Newton-Euler dynamics. Using the results of these two steps, the derivative of the cost
function can be found, and the optimization can be processed by updating the COG
height trajectory until it converges. Using a personal computer with Intel Core™ i5
CPU, the procedure of the COG height training costs about two minutes until the COG
height trajectory converges. The trained COG height trajectory can be input to the
proposed planning and control system to achieve walking pattern generation and control

with optimized 3D COG trajectory.

Networking and Implementation
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The networking and implementation of the proposed humanoid robot are described
in chapters 6 and 7. The networking system of the robot is based on a priority oriented
networking algorithm, RTNET, to achieve real-time control and communication.
RTNET checks the priority of each communication and data to decide whether the
interrupts when transmitting data should be triggered or not in order to let the data with
higher priority can be transmitted earlier. RTNET can be wused to achieve
communication among personal computers, workstations, and robots through Ethernet
and it can also be used to control local nodes and read local sensors through CAN-Bus.

Detailed descriptions of RTNET are shown in chapter 6 and detailed descriptions
of implementation using PIC €32 and PIC C30 are discussed in chapter 7. Chapter 7
also shows the specifications of rebot platforms and-how the state machines of each
controller works in the proposed rgobot systemr.r The state machines always wait for

commands from higher “level controllerS=and execute” their assigned missions
i
| 1
periodically. In the proposed control system, FIFOs are*used as control buffer to
improve the time accuracy of motion' controk.and sensor reading. Using the algorithm

and methods shown in these two chapters; real-time control and communication for

robots can be achieved.

8.2 Conclusions

In this dissertation, several algorithms and methods for walking pattern generator
are proposed. A global Jacobian matrix is proposed for solving IK with whole body
motion constraints. The concept of Fixed-Leg-Motion Jacobian is proposed for
simplifying the construction of the global Jacobian matrix; no complex computation and
coordinate transformation is required with the Fixed-Leg-Motion Jacobian method.
Based on the proposed IK solver, the proposed LQSI controller serves as the COG/ZMP

walking pattern generator of the humanoid robots to generate COG patterns satisfying
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the COG/ZMP equations. In addition, since the proposed LQSI controller can generate
horizontal COG patterns in real-time with arbitrarily assigned COG height and 3D ZMP
trajectories, real-time walking pattern generation can be achieved. Based on the LQSI
controller and the whole robot motion solver, the proposed pattern generator can
generate walking patterns with varying COG height and ground status. This enables the
optimization of the COG patterns including vertical direction. Using the idea of cost
function and Newton-Euler dynamics, a COG height optimization method is proposed
in this dissertation.

Besides of the walking pattern generation algorithm proposed in this dissertation, a
real-time control system is also'built. By designing and implementing the architecture of
local control networks and state’ machines, real-time*robot walking pattern generation
and control can be achieved. Simuldtion _and exberiment parts in this dissertation also

| —

show the performance of the proposed m;'fr‘.ﬁods By using the algorithms and methods

i |
1

in this dissertation as motion generéti_on and: control engines, many further researches
can be carried out. The future wo:rks patts sho.ws,;the researches can be developed
directly using the results in this dissertation. There are still many interesting and
exciting researches waiting to be developed. It is gratifying if the algorithms and
methods in this dissertation can contribute to the development of robot technology, and

we hope the robot technology can become better by continuing our works in the future.

8.3 Future Works

America and Japan are the two main pioneer countries of robotics research. Many
new and novel robot technologies are from these two countries. By comparing these
researches as benchmarks, the quality of our research and the parts must be improved
can also be found. Another advantage to compare these researches is that we can find

and use mature and well-known technologies to save time of research and discover new
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techniques and topics based on these technologies, as Newton said: “If I have seen a
little further it is by standing on the shoulders of Giants.” Based on the comparison of
existing researches and our current research results and the view of future applications,
there are several future works to extend and improve the proposed algorithm and
methods, including momentum planning and control, jumping and running control using
LQSI controller, optimized COG height trajectory database, sensor fusion and stability
control, force/impedance control and joint control, and autonomous navigation.
Momentum Planning and Control

In this dissertation, the only constraint of angular momentum in z direction is
applied in the IK solver to reduce the slipping-of robot in z direction. If the trajectory of
angular momentum in z direction can be planned well; the robot can turn smoother and
more natural. However, to further improv_e thé motion behaviors in other directions of

1 _—
B

translation and rotation, a good planning 'fﬁ&hanism is required or the motion behaviors
¥

solved by the IK solver will'become even v;}()rse than the 1K solver without momentum
constraints. Thus a good planner for: linear'and angular momentum trajectories must be
built before more momentum constraints are*added and applied to the IK solver.
Jumping and Running Control Using LQSI Controller

Since the proposed LQSI controller can solve COG patterns with ground and COG
height change, the control architecture can be used for jumping and running control. To
achieve this, modifications of the proposed LQSI controller are required. The first idea
for modification is to change the method of discretization. In the proposed LQSI
controller, ZOH discretization is used to discretize the continuous nonlinear state-space
model of the inverted pendulum model. It is quite enough for robot walking because the

COG height does not varying very severely. As shown in chapter 4, the proposed LQSI

controller failed when the maximum acceleration is 8337mm/s” (the gravity acceleration
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is 9810mm/s?); it is expected better to use a triangular hold to discretize the state-space

model because it can fit the original curve better, as shown in Figure 8-1.

—Original Curve
ok ~--Zero Order Hold
e ---Triangular Hold

-10 / } | 1 | ‘\'\

2 3 4 5 6 7 8
Figure 8-1. Zero ordérheld and triangulac-hold for COG height

In Figure 8-1, the drawback of; uéing ZOH'method is-exaggerated by choosing a

large sampling time. Although the pérfdﬁfniaﬁb?e.of ZOH niethod can be improved by
Il M|
choosing a small sampling”time, tfiangular:hold method can always fit the original

curve better.

The LQSI controller can geﬁeraté walkiﬁg patterns except flying phase when
running and jumping. In the flying phase, since the robot cannot use any reaction force
from ground to change the state of COG, the only thing the robot can do is to prepare
landing. The LQSI controller does not work in this phase. New control algorithms must
be used in flying phase in the future to achieve running and jumping control. When the
robot is preparing to take off, the vertical acceleration will approach the magnitude of
gravity acceleration and then exceed it. The robot will take off when the COG speed is
larger than the speed of feet stretching in vertical direction. If the feet of the robot reach
the joint limit before the COG is accelerated fast enough, the robot cannot jump and run

well. On the other hand, if the robot takes off too early (if the motors of the robot can
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accelerate the COG in a short time); the robot also cannot jump well. To find a balance
between the COG speed and the feet stretching speed, a good planner of COG and feet

speeds for running and jumping must be designed and proposed in the future.
Optimized COG Height Trajectory Database

Since the proposed COG height trajectory optimization method can optimize the
COG height trajectory with given 3D ZMP trajectory. Natural walking with optimized
joint torques can be achieved. Due to large computational cost, real-time COG height
optimization cannot be achieved. Each execution of optimization costs around two
minutes on a personal computer with Intel Core™™ i5 CPU.

An idea to achieve real-timejoptimized 3D, COG trajectory walking is to construct
an optimized COG database. By- traifing the optlmlzed 3D COG trajectory under
different 3D ZMP inputs, a2 'database~ean be eellected.” This is like the technique of
human motion capture, but can be used on-g_lfferent robots because it is a model based
method. Different models-of different robqts can be iput to ‘the optimization engine,
thus the proposed algorithm:ean be used on a legged robot which is not human-like.
When using a database, searching and“interpolation ;1g0rithms become important. How
to search and interpolate the trajectories in the optimized 3D COG trajectory database
will be the key to achieve real-time 3D optimized COG trajectory and walking pattern

generation in the future.
Sensor Fusion and Stability Control

For walking control, the most used sensors used to improve walking stability are
force sensors and IMUs (inertial measurement unit). Force sensors are used to measure
the ground reaction forces and the ZMP position for feedback control. IMUs are used to
measure the rotation and acceleration of the robot. Many researchers [16][53][54]
proposed their methods to stabilize their robot using these two sensors. Different form

the view of stabilizing the robot, the localization and obstacle avoidance are also
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important for robots. Laser range finders and cameras are used to achieve localization
and obstacle avoidance of humanoid robots [72][80][96]. Although humanoid robots
can walk stably with offline generated walking patterns and known environments, they
are still far from walking stably in unknown environments. A humanoid robot must
know the information and status of the environment around it and a powerful artificial
intelligence is required for walking fully autonomously. To know the information of the
environment, many sensors are required. Humans use their eyes and feet to see and to
feel the shape and condition of the environment. Similar sensors such as cameras and
force sensors can be used to achieve the same thing. On the other hand, the cooperation
of eyes and semicircular canal$ in thetears can further stabilize human walking. For a
humanoid robot, this can.be achieved by the cooperation of cameras and IMUs. There
are many other types of sensors can be_used o humanoid robots, such as low-cost

| —

e
infrared sensors (photoelectric distance sensors), ultrasonic sensors, or Microsoft Kinet.

i |
1

Most researches nowadays use just one:kind! of sensor to stabilize the robot; the
improvements of robot walking are-alsodimited by.the sensors. Multi-sensor fusion
algorithms and techniques can be discussed‘in the future in order to further improve the

robustness of robot walking for different environments.
Force/Impedance Control and Joint Control

In the experiment parts in chapter 7, several future works are found by observing
the experiment results in order to improve the tracking performance and the walking
stability of the robot.

The first point must be improved is the joint tracking error and the COG tracking
error. Since the local joint controllers are PID controllers, when the joint angle
command is sent to each joint controller, the joint will move when the error is large
enough to generate a large enough voltage input for overcoming the joint friction. This

causes a time delay when controlling the robot. Tuning the P gain of the controller
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larger can reduce the time delay and have better tracking performance, but the
oscillation of the robot also become larger. In order to solve this problem, feed-forward
control and control algorithms considering the friction in the model can be used. The
joint tracking performance directly affects the COG tracking performance. COG
tracking performance can also be improved by improving the joint tracking
performance.

The second point must be improved is the ZMP feedback and tracking performance.
Since the force and torque feedback signals are very noisy, the captured data must be
filtered before being used. To use the data for feedback control, a better data processing
and filtering algorithm or a sensor with higher signal/noise ratio can be used to solve
this problem. The landing impact problem of swing.foot is also observed. It affects the
stability of walking more when the robot_ is walking faster. This problem can also be

| —

improved by improving the joint trackiﬁgﬁ'erformance. We can further improve this
¥
problem by applying force/ impedanc-e :contr(lal when the switig foot is landing.

In some recent researches, the:topics of CdG/ZMP feedback control [8][88] and
force/impedance control [113][129]are discussed for many purposes. We can also
improve the performance of the proposed walking control system based on existing
methods. By improving the joint tracking performance and applying force/impedance

control methods, the robot can have better walking stability. Better stability and more

robustness for long-term operation of humanoid robot can be achieved in the future.
Autonomous Navigation

Autonomous navigation algorithms are very mature and complete. In the last two
decades, SLAM (simultaneous localization and mapping) and motion planning
[19][20][43] are widely discussed on mobile robot platforms. It is rarely discussed on
humanoid robot since the development time is faster and maintenance cost is lower for

mobile robots. It is much faster and easier for developing core algorithms and
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techniques on a mobile robot. On the other side, researches of humanoid robots focus on
the mobility in these years. The mobility of humanoid robots becomes more capable and
even better than mobile robot in some environments. In addition, the weight and price
of laser range finders become lighter and cheaper. Because of these reasons,
autonomous navigation becomes more important and more possible for humanoid
robots if the robots need to go farther. The only gap of autonomous navigation
algorithms must be overcome from mobile robots to humanoid robots is the difference
of their motion patterns. The position and orientation of the cameras or laser sensors
installed on the humanoid robot will wave when the robot is walking or even running.
This is different form the motion of mobile robots. To achieve autonomous navigation
of humanoid robots, SLAM or visual SLAM and mbotion planning algorithms can be

used and implemented in the future.
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APPENDIX A

PROOF AND DERIVATION OF LQSI CONTROLLER

The proof and derivation that the LQSI controller can minimize the performance
index is described here. More detailed and basic derivation methods can be referred to
[74]. Recall the performance index of LQSI control in Eq. (4-23) and the constraint in

Eq. (4-24).

1 [ee]
] = EZ((-’CI{+1 — %) " Qe (Xpe1 — x3)

(4-23)
+ (Cxye 775) " QLCx; = 1)+ ugRwy)
fr. = Xiew1 = ApXp + Brelly (4-24)
Thus the Hamiltonian can be designed as Eq-(A-1).
e
Hy = E((xkﬂ o xk)TQx(xk+1 K "Tk)
| | e (A-1)

+ (Crey rk)_TQ(Ckxk —-Fk) HaUERW) + Ay fi
where A, denotes the Lagrange fnultiplier. And §k+1 — X, in the equation can be
rewritten as Eq. (A-2).

Xp+1 = Xx = ApXp — X + Brug = Apgxy + By (A-2)

From reference [74], to minimize the performance index, the following Eqns. must be

satisfied.
OH,
— T A‘3
o, (A-3)
Oy _ A (A-4)
axk Tk
With Eq. (A-3), we can find Eq. (A-5).
0H
=0 = B Qe (A + Biwe) + Ruy + Bf Ay (A-5)

auk
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Rearranging the Eq. (A-5), we have

U = —(R + BLQxBy) "' B{ QA Xk — (R 4+ BLQxBi) " *Bj Aiyq
(A-6)
= —M; 'B{ QA kX — M 'Bi Ar

With thisuy, the partial derivative of u;, in the direction x;, can be found as Eq.

(A-7).

duk _
d_xk = —M; "B QAL (A-7)

From Eqns. (A-4) and (A-7), Eq. (A-8) can be obtained as follows.

de _ T
M =M = (Alk By M 1BI€QxAI,k) Qx(AI,kxk + Bkuk)
Xk
(A-8)
_ T ‘
— (M *BEQyA i) Ruy +CQ(Croxg— 1) + AfAgsn
Define a variable N, to'simplifyithe Eq. (A-8) as Eg. (A- 9)
N, F Apg|— BkMk 1Bk QxAr (A-9)

Replacing u; in Eq. (A-8) with Eq. (Af@'éhd after lines of work, we can find Eq.

(A-10).
Ak = N QulNigXy A AT rQuBrMig* R Mig Bic Qx A i X,
(A-10)
+ G Q(Crexx — i)+ Af Ay 41
The Lagrange multiplier is assumed to be decoupled as follows.
Ak = Skxk — Vg (A-ll)

The u; in Eq. (4-24) is also replaced with Eq. (A-6), thus Eq. (A-12) can be found.
Xierr = ArX — BeMi ' By QxAp kX — BiMic ' By it (A-12)
Replacing the Lagrange multiplier with Eq. (A-11), we can solve the x,,; as Eq.
(A-13).
Xps1 = Dig 'Wiexye + Di ' BiMi ' B vpeyy (A-13)

where D, and W; are shown in Eqns. (4-30) and (4-31).
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Using Eqns. (4-34) and (A-13), Eq. (A-10) can be rewritten as Eq. (A-14).
A = Py Pexye + Ci Q(Crxye — 1) + AjSice1 Dic ' Wiy,
(A-14)
+ A Si41Dic ' BiMi ' B vicyr — AVicsr

Thus, we can find the Eqns. (4-32) and (4-33) by separating the parts with and without

Xk -
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APPENDIX B

THE FINITE TIME CASE OF LQSI CONTROLLER

The ¢(xy,uy) inthe performance index in Eq. (4-36) is defined as Eq. (B-1).

1
b= 2 (Cyxy — TN)TQN(CNxN —7y)

1
+ 5 (tn+1 — 2n) T Qun (xy1 — Xy)

(B-1)

Using the boundary condition in Eqns. (4-37), (A-6), and (A-7), we can find Eq.
(B-2).
d¢ -

——=A=0Cy

_ T
9% Qn(Cyxy=1yn) + (AI,N = BNMNlBIY\;AI,N) Qxn

(B-2)
([AI,N = BNMIVIBﬁAI,N]xN = BNMﬁlBK/ANH)

In Eq. (B-2), Ay, 18 indeterminable, so we. mustehoose @,y as zero. Thus, ¢ is

defined again as follows. =l
-
1 : i
¢ = 5 (Cyxy 1 ) ‘;_VN(CNxN A (B-3)
0 T gy M| & A
E An= Syxy-=n =EnQn (Cnxy = Tv) (B-4)
XN 7

Sy.= sz;QNCN (B-5)
vy = CyQnTy (B-6)

Eqns. (B-3)-(B-6) are just the same as the boundary condition of the classical
final-state-free tracking control problems. It means only the tracking error affects the
value of the cost function at the final step. Thus, the initial values, Sy and vy, for
backward recursion can be found. We can choose a large Q, for smaller tracking error

at the final step.
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