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English Abstract

Machine-to-Machine (M2M) communications have emerged as a new communication
paradigm to support Internet of Things (loT) applications. With little or even no hu-
man intervention, the interconnection among a large amount of machines enables highly
autonomous and intelligent applications. Undoubtedly, the most promising M2M appli-
cation is “real-time monitoring”, the goal of which is to ensure continuous surveillance
via region-based M2M communications networks. One major issue for real-time moni-
toring is the energy-validity tradeoff, i.e., the tradeoff between the energy efficiency for
machines and the validity of sensing reports. To deal with the energy-validity tradeoff
for real-time monitoring applications, in this thesis, we propose energy-efficient report-
ing mechanisms, including Energy-efficient Distributed Reporting (EDR) and Energy-
efficient Centralized Reporting (ECR), to mitigate energy consumption for machines while
keeping the sensing data valid. We propose analytical models and simulation experiments
to investigate the performance for the proposed mechanisms in terms of the power sav-
ing and the report validity. Furthermore, we develop a prototyping real-time monitoring
system, namely the- Air Pollution Sensing (APS) system, to monitor the air quality in
the urban environment. The APS system has been deployed in the campus of National

Taiwan University for small-scale testing.
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Chapter 1

| ntroduction

Machine-to-MachindM2M) communications have emerged as a new communication
paradigm to supporinternet of ThinggloT) applications. With little or even no hu-

man intervention, the interconnection among a large amount of machines enables highly
autonomous and intelligent applications, such as smart metering, healthcare monitor-
ing, fleet management and tracking, environmental monitoring and industrial automa-
tion. Examples of M2M communications networks include vehicular ad-hoc networks
(VANETS) [29], underwater sensor networks (UWSNS) [17, 42], and wireless body area
networks (WBANS) [22,28]. The realization of M2M communications has being worked
out by the 3rd Generation Partnership Project (3GPP), naMalhine-Type Commu-
nications(MTC) [15, 16], and by the European Telecommunications Standards Institute
(ETSI) [25,26]. In the near future, we can foresee that there will be a widespread increase

in the amount of machines interconnecting through the cellular infrastructure.
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1.1 Real-time Monitoring Applications

As pointed out in [36], the most promising M2M application is teal-time monitoring
application, whose objective is to collect real-time data (e.g., temperature, humidity, air
guality and toxic gas) from machines to ensure continuous surveillance for application-
oriented purposes. Several real-time monitoring systems have been developed, e.g., City-
Sense [30, 39], Center for ENvironmental Sensing And Modeling (CENSAM) [37] and
Personal Environmental Impact Report (PEIR) [38,51]. The CitySense project aims to
deploy an urban-scale wireless sensor network. In CitySense, a sensor is an embedded
PC equipped with IEEE 802.11 a/b/g radios. About 100 sensors are mounted on buildings
and street lights across the city of Cambridge for surveillance, and the buildings or streets
provides power supply for sensors. The CENSAM project provides pervasive monitor-
ing and control within urban environment in Singapore. The environmental sensors (e.g.,
airflow sensors on the roadside and chemical sensors on the autonomous underwater ve-
hicles) are deployed to collect data ranging from urban atmospheric conditions to marine
water quality. The collected data are analyzed to better understand the regional climate
around Singapore and to estimate wind stress at the surface of the South China Sea. The
PEIR project uses location information of mobile devices to calculate personalized es-
timates of environmental impact and exposure. The mobile device uploads its Global
Positioning System (GPS) data to the server side. Based on the received GPS data, the
PEIR system uses an activity classification model to determine the user transportation
mode, e.g., staying in one specific location, walking, or driving. Then, the PEIR system
takes the results from the activity classification model as inputs to the emissions factors

model to generate estimates of environmental impact and exposure for the user.
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In our project, we propose the Air Pollution Sensing system (AP&)] to moni-
tor air quality for the metropolitan area in Taiwan, where air pollution is mainly caused
by traffic jam under which crowded vehicles are with low mobility and their emissions
result in high concentration of air pollutants. The air quality changes very rapidly with
many factors, such as traffic load, weather and wind velocity. It requires certain control
policies to routinely monitor air quality based on real-time surveillance results (e.g., cur-
rent air quality reports and air pollution warning notifications). In APS, we partition the
metropolitan area into multiple regions and install sensors on either motorists’ helmets or
cars to collect air quality data (e.g., pollutant levels) in each region, such that the urban-
scale air quality can be effectively and efficiently monitored. In every monitoring period,
the collected air quality data are processed and analyzed, and used for specific purposes
at the end of every monitoring period. For example, we can keep pedestrians informed
about the polluted areas, and pedestrians can choose less polluted routes. This real-world
application scenario can monitor the environment well with small fraction of sampling
of sensed data because the sensors (installed on motorists’ helmets or cars) keep moving

around.

To better articulate the problem we intend to address, we first give a generic exam-
ple for an M2M communications network comprises a numbevi®aM nodegi.e., ma-
chines) and M2M gateways. As shown in Figure 1.1(a), an M2M node is equipped with
multiple sensordo collect different types of sensed data (e.g., temperature, humidity, den-
sity of toxic gas and air quality) andwireless transceiveto transmit sensed data to an

M2M gateway through wireless communication protocols, e.g., Wi-Fi [32], ZigBee [10],

1The APS won the championship at the 2008 Microsoft Imagine Cup, Taiwan Area.
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(a) The components in an M2M node (b) The M2M gateway, M2M node, and SRs

Figure 1.1: The network architecture of a region-based M2M communications network

UMTS [14], LTE [13], or WiMAX [31].

An M2M node is usually attached to moving machines (e.g., a motorcycle or a car),
and with mobility. Through a location determination system (e.g., global positioning
system; GPS), an M2M node can obtain its location information. An M2M gateway,
which is usually equipped with permanent power supply, has powerful computation and
transmission capability. The main task of an M2M gateway is to have computation on the

collected sensed data from M2M nodes.

For real-time monitoring applications, the monitoring area of an M2M communica-
tions network is divided into seversénsing regionéSRs). In an SR, there may be one or
more types of sensed data to be collected, and the values for a specific type from different
M2M nodes are more or less the same during a certain time period. Figure 1.1(b) illus-
trates an example of an M2M communications network partitioned into four SRs, namely
SR;, SR, SR;, and SR. In this example, there are one M2M gateway and five M2M

nodes in SR

Each M2M node may have different sensing capabilities since each M2M node may be
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equipped with different types of sensors to collect different types of sensed data. There
are two operating modes for an M2M node: active mode or sleep mode. The period
when the M2M node is in the active (sleep) mode is called active (sleeping) period. In
the active mode, the M2M node collects the sensed data from its equipped sensors, and
then transmits the collected sensed data with time and location information to the M2M
gateway. After transmission, the M2M node switches to the sleep mode and stays in the

sleep mode for a period of time to save its power consumption.

In real-time monitoring applications, the time is divided into multiplenitoring pe-
riods (MPs). By the end of each monitoring period, the collected real-time data are pro-
cessed and analyzed by the central controller for autonomous and intelligent decision
making. For each type of sensed data, there is a corresponding MP as its time constraint.
We deem a sensed data to beatid sensed data if the sensed data is collected by an M2M
node and received by the M2M gateway in the same MP. The validity for a sensed data
will be formally defined later. For each type, the M2M gateway must receive at least one
valid sensed data in every MP to monitor the sensed data in real-time. However, redundant
transmissions occur if more than one valid sensed data is received by the M2M gateway
during an MP, which result in more power consumption for M2M nodes. To conserve
energy, the M2M node can selectively transmit the sensed data (i.e., it may not transmit
all collected sensed data each time) or stay in the sleep mode longer, but the possibility
that the M2M gateway cannot receive the valid sensed data every MP may increase. The
tradeoff is named thenergy-validitytradeoff. Careful scheduling is required for sensed
data transmission to prevent redundant transmissions, save power for M2M nodes, and

prolong the lifetime of the M2M communications network. Meanwhile, the M2M gate-
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way can maintain the freshness of the sensed data to achieve real-time monitoring.

To address this issue, many previous studies [46,47,52,53, 55, 56] propose energy-
efficient reporting mechanisms for M2M communications networks. Most of these works
focus on stationary nodes with mostly real-time monitoring applications. These works
can be divided into two categoriesentralizedanddistributed The centralized reporting
mechanisms [46,47,53] schedule the transmissions for M2M nodes in a centralized fash-
ion. A central controller, e.g., the M2M gateway, coordinates the transmission schedule
for M2M nodes. The M2M nodes must keep on updating the schedule sent from the cen-
tral controller. On the contrary, the distributed reporting mechanisms [34,44] allow M2M
nodes to operate independently without being scheduled by a central controller. An M2M
node can decide the transmission schedule on its own. However, the designs of the cen-
tralized or distributed reporting mechanisms in the previous works rarely take mobility of
M2M nodes and validity of sensed data into consideration. Therefore, these mechanisms

do not work well when the M2M nodes are mobile.

1.2 Our Contributions

In this dissertation, we investigate the energy-validity tradeoff for “multi-type” real-time
monitoring applications on the M2M communications network, in which M2M nodes are
mobile. We propose intelligent reporting mechanisms to mitigate energy consumption for

M2M nodes while keeping the sensing data valid. Our contributions are threefold:

First, we propose a distributed reporting mechanism, narBalrgy-efficient Dis-

tributed ReportindEDR), in which the M2M node decides its own transmission schedule.
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To deal with the energy-validity tradeoff in a distributed fashion, we desigDmamic
Sleeping AdjustmerfDSA) algorithms for the M2M node to adjust its sleeping period.
We design analytical models in the discrete-time domain to investigate the performance of
EDR based on the assumption that the communication protocol between the M2M node
and gateway is IEEE 802.11 [32]. The analytical models are sophisticated to capture
the reporting and mobility behaviors of M2M nodes at the same time. In most previous

studies [19, 23], the reporting and mobility behaviors are not jointly considered.

Second, we propose a centralized reporting mechanism, n&metgy-efficient Cen-
tralized ReportindECR), in which the M2M gateway is responsible for scheduling sensed
data transmissions for M2M nodes. In ECR, we transform the energy-validity tradeoff to
an energy minimizatiomproblem, and use the integer linear programming (ILP) to for-
mulate the energy minimization problem. Then, we show NP-hardness for the energy
minimization problem, and propose a low-complexity greedy algorithm to approximate

the solution of the ILP formulation.

Third, as mentioned previously, we develop a prototyping real-time monitoring sys-
tem, the distributedir Pollution SensindAPS) system, to monitor the air quality in the
urban environment. The APS system implements the proposed reporting mechanisms for
air quality monitoring. We design complete software architecture and message flows. The
APS system has been deployed in the campus of National Taiwan University for small-

scale testing.
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1.3 Organization of the Dissertation

The rest of this dissertation is organized as follows. In Chapter 2, the energy-validity
tradeoff is formally defined. The problem definition is comprehensive enough to express
many different application settings. In Chapter 3, we present the EDR mechanism and its
analytical models. In Chapter 4, we present the ECR mechanism with the corresponding
ILP formulation and complexity analysis. In Chapter 5, the details of the APS system is

presented. Chapter 6 concludes the dissertation.



Chapter 2

Problem Definition

The energy-validity tradeoff is formally defined as follows. We consider a two-dimensional
coordinate system for the location of an M2M node. Our model can be easily extended
to a three-dimensional coordinate system. Without loss of generality, ldenote the

kth M2M node. LetL(t) and D (t) denote the location of, and the data sensed by

at timet, respectively. A sensing report generatedriyat timet consists ofL;(t) and

Dy (t), which is denoted aRy (t) = { Lx(t), Dx(t)}.

Suppose that the system starts at titpe Assume that the M2M gateway correctly
receives a sensing rep@y.(t1) = {Lx(t1), Dx(t1)} (generated by, att,) att,, where
to < t; < ty. The service area of a M2M gateway is divided into multipleSRs, and
SR; denotes thgth SR. An SR is modeled as a rectangle with the lergthd the width

w. LetC; = (2;,y;) be the center of SR The M2M gateway determines that(¢,)
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belongs toSR; if L;(t1) = (z, y;) satisfies

and

B —w/2 < i < 5+ w/2. (2.2)

Suppose that there aré types of sensed data, say, typeype?, ..., typelV, to be
collected. We denote the sensing setSy- {1,2,3,..., N}. The typei sensed data is
sensed by the typesensor. Consider an M2M node,, in the SR. Let the sef, C S
denote the types of sensed data that can be collectegl landS, is called the sensing set
of n,. As mentioned previously, in the active mode collects the typsensed data from
the typei sensor for alli € S,. Compared with the active period or the sleeping period,
the time period fom,, to collect the sensed data is small enough to be negligiblet,Let
(ts) denote the period whey, is in the active (sleeping) period. Figure 2.1 illustrates an
example that an M2M node is equipped with the ty@ad type2 sensors. At time,, the
M2M node transmits the type and type2 sensed data. At timg + ¢,, the M2M node
switches to sleep mode, and stays in the sleep modetfoperiod. After thet, period,
the M2M node switches to active mode at time= ¢, + ¢, + ¢, and starts to transmit the

collected sensed data.

Let 0; be the length of an MP for type sensed data. Suppose that the real-time
monitoring application starts at time and thejth MP for typei sensed data starts at

t+ (7 — 1)0; and ends at timé + j6;. Assume that a typesensed data is collected by
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1st MP 2nd MP——— jth MP MOM
t t t+6, +20, 8 t+(j-1)0, 1476, Gateway
A 153
le la fs f ly Ls 1 M2M
: ; I Node
T active sleeping T
period period

4 the M2M node collects the type 1 and type 2 sensed data

Figure 2.1: An example that the M2M gateway monitors the tygensed data and the
M2M node transmits the typeand type2 sensed data

an M2M node at time,, in the jth MP (i.e.,t + (j — 1)6; < t, <t + j6;), and received
by the M2M gateway at, (wheret, < t/.). Then we define that the typesensed data is

valid if

i (P DS 1 <A < TNCT0L (2.3)

Otherwise (i.e.t’, >t + j0,), the typei sensed data igvalid.

As shown in Figure 2.1, the first transmission for the typend type2 sensed data
starts at time; (transmitted by the M2M node) and ends at tithéreceived by the M2M
gateway). Since < t; < t| <t + 6, the typel sensed data of the first transmission is
valid. On the other hand, the second transmission for the yged type2 sensed data
starts at time, and ends at timé&,. Sincet + 6, < to < t + 26, andt, > t + 26y, the

type 1 sensed data is invalid.
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Chapter 3

EDR: Energy-efficient Distributed

Reporting

In this chapter, we propose the EDR mechanism, in which the transmission schedule is
not centrally controlled by the M2M gateway. Instead, the M2M node decides the trans-

mission schedule on its own. The details of EDR are described in Chapter 3.1. Then,
the analytical models for the EDR mechanism is proposed in Chapter 3.2, and the perfor-

mance evaluation is given in Chapter 3.3.

3.1 Mechanism Operations

The EDR mechanism consists of two parts: the M2M gateway and M2M node parts,

whose details are given as follows.

M2M Gateway Part: We consider an SR in which there alé types of sensed data to

13
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be collected, and the M2M gateway monitdistypes of sensed data for each SR.

The M2M gateway maintains the following information: the set

D ={D(1),D(2),..,D(M)}

for the M types of sensed data, whek:) is the latest valid typeé sensed data.
The MP for the type sensed data is controlled by tligtimer, and the value df;

is set tod;. The M2M gateway starts the monitoring of the typgensed data by
triggering theT; timer. The expiration of/; denotes the end of an MP for type
sensed data. When the M2M gateway receives a iygensed data, it checks the
validity for the type: sensed data by (2.3). If the typesensed data is valid, the
D(i) value is updated. Otherwise (i.e., the typeensed data is invalid), the type

sensed data is ignored.

In the M2M gateway, we maintain théR; counter to count the number of valid
typei sensed data received by the M2M gateway during a tylgé. At the be-
ginning of a typei MP, C'R; is reset to zero. At the end of theh type: MP, the
variableI;(x) is maintained to indicate that theh typei MP is a real-time MP
(during which the M2M gateway receives at least one valid typensed data) or
an outdated MP (during which the M2M gateway receives no valid fygensed

data):

1, if CR; =0;
Ii(z) = (3.1)

0, otherwise
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LetI';(0) =0for1 <i < M. Forz > 0, at the end of every typeMP, the M2M

gateway computes the ratig(x):

Li(z — 1)+ Li(z), if zmodK # 0;
Iy(z) = (3.2)

, otherwise

At the end of everys type M MPs, the latesk', I's, ...,I"); are broadcasted by the
M2M gateway through a notification message to notify the M2M nodes to dynam-
ically adjust their sleeping periods. After the notification message is broadcasted,

[;(x) is reset to zero fot <17 < M.

M2M Node Part: An M2M node maintains the sleep timéy,., to control its sleeping
period, and the transmission timérs 1, 7,2, ..., I3, a to control which types of
sensed data to be transmitted. Initially, the M2M negestays in the active mode.
When theT, ; timer expires, the typesensed data will be transmitted. Note that if
multiple transmission timers expire at the same time, the M2M node will transmit
multiple types of sensed data in one transmission. Affdransmits sensed data, it
switches to sleep mode and triggers the,, timer. When thel,..,, timer expires,
the n;, switches back to the active mode. In the active modealso listens to
the notification message for the dynamic adjustment of its sleeping period. When
ny receives a notification message from the M2M gatewayexecutes the TDSA
algorithm (see Algorithm 1) to adjust;..,, and7y, 1, Tis 2, ..., Tiza. The details

of the TDSA algorithm are given as follows.

Let V(j) andV;(j) refer to thejth configuration for thely;.., timer and ther, ;
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Algorithm 1: Dynamic Sleeping Adjustment
Input: I'y, Ty, ...,[yy, andVy(z), Va(z), ..., V()
Output: V(z + 1), Vi(x + 1), Va(z + 1), ..., Vi (z + 1)
1 foreachi:i € S, do
2 if I'; = 0 then
3 | Vi(z+1) « Vi(z) + Ab;
4 else if['; < p then
s || V@+1) + Via);
6
7
8
9

else
| Vi(z+1) « max{Vj(z) — Ab;,0};
end
end
10 V(z+1) + min{V/(x+ 1)]i € Sy };
11 foreachi: i € S, do
V/(x+1)
+

12 Vi(x + 1) + Round( Vz(sc 1)) ;

13 end

timer, respectively. When the SR is well monitored, i.e.,rg\MP is a real-time

MP, TDSA attempts to prolong the M2M node’s sleeping period to conserve energy
consumption. On the other hand, i.e., the SR is not well monitored, TDSA attempts
to reduce the M2M node’s sleeping period in order to make the M2M gateway
receive sensed data. Initially,(1), Vi (1), Vo(1), ..., Vi, (1) are all set td#,. Based
ontheratid’y, I's, ...,['y; in the received notification messadé&z+1), Vi (z+1),

Vo(z + 1), ..., Viy(z + 1) are adjusted according to the following algorithm.

The notationp (0 < p < 1) is an adjustment threshold for the M2M node to
determine when to adjust each transmission timer (see Lines 1-9), and the notation
A is an adjustable variable. The minimum transmission timer is chosen as the
sleep timer (see Line 10) to satisfy the time constraints for all types of sensed data
that can be collected by the M2M node. The functRound() ensures all the
transmission timers are integer multiples of the sleep timer so that the expiration

time of transmission timers will match the expiration time of the sleep timer (see
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Line 12). Therefore, the integer numbers of the transmission timers stand for the
number of times the sleep timer expires. For example, we assunig thats set to

601, Ty 1 (i.€., the smallest transmission timer) is set tand7;, » is set to3. Every

time after it transmits sensed data to the M2M gateway, the M2M node switches to
sleep mode and triggefs,.., to sleep fod,. Then,T,, , expires every three times
Tqeep €XPires. That is, the typ2sensed data is transmitted once every three times

of typel sensed data transmissions sifi¢g, is three times longer thafi,.,.

3.2 Analytical Models

In this section, we propose the analytical models for EDR by using Basic Dynamic Sleep-
ing Adjustment (BDSA) for the M2M node, i.e., the configuration for te., timer is
randomly generated by the M2M node using the geometric distribution with Méan

The analytical models for TDSA are not conducted due to lack of the independence prop-
erty of sleeping periods. Instead, we evaluate the performance for TDSA through simu-
lation experiments. The reasons to conduct the analytical models for BDSA are to cross-
validate the correctness of the simulation experiments and to analyze both the reporting
and mobility behaviors for M2M nodes by jointly considering the wireless medium con-
tention and M2M node arrival and departure processes in an SR. Besides, in the analytical

models, we only consider single-type EDR to simplify our discussion.

We use two output measures, namely, the power saving probaBjlitfor an M2M
node) and the outdated monitoring probability,, (for the M2M gateway). We consider

the system in the steady state, i.e., for an event occurring at timith probability p(¢),



18 CHAPTER 3. EDR: ENERGY-EFFICIENT DISTRIBUTED REPORTING

we consider the steady state probabitity= tlim p(t) instead ofp(t). Thus, we define

P,s andP,,,, respectively, as

P,s = lim Prjan M2M node is in the sleep mode at titt)e

t—o00

and

P,., = Pr[an MP is an outdated MP

It is clear that largeP,, implies that the M2M node consumes less power, and larger

indicates that an MP is more likely an outdated MP.

Because the EDR mechanism is based on the DCF in IEEE 802.11 protocol, we follow
the studies [21,49] to model the system In discrete-time. Suppose that the system time is
segmented into a sequence of equal time slots,2s, 3s, ..., and each time slot lasts for
s time units. Without loss of generality, we assume:- 1, i.e., the:th time slot starts at

time: — 1 and ends at timé Thus the system timeis an integer value.

Owing to the duration of a time slot is short (i.e., 28 for the frequency hopping
physical layer of IEEE 802.11 [32]), we use the Bernoulli process to model the M2M node
arrival process to an SR. The Bernoulli process is a discrete-time version of the Poisson
process and has been used to study the mobile node arrival process in many studies (e.g.,
[33]). Suppose that the M2M node arrivals to the SR form the Bernoulli process with
parameten (i.e., an M2M node arrives in a time slot with probability and no M2M

node arrival occurs in a time slot with probability- \). Thus, the inter-node arrival time
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period is geometrically distributed with meap\. With the assumption of Bernoulli,
our analytical model can provide mean value analysis. We release this assumption in
our simulation experiments and treat the inter-node arrival time as a negative binomial

distribution. The second moment analysis is also provided in our study.

As mentioned previously, we consider one-hop communication between the M2M
nodes and the M2M gateway, and an M2M node can transmit the sensing report to the
M2M gateway directly through the WiFi service. In such case, the area size of the SR
affects the propagation delay caused by the wireless transmission distance between the
M2M nodes and the M2M gateway. However, the propagation delay is not so significant
compared to the delay caused by the contention of the wireless medium, which we mainly
concern in our analysis. Therefore, to simplify our discussion, we use the SR residence
time for the M2M node to reflect the factor of the SR size. Furthermore, the SR residence
time for an M2M node is assumed to be geometrically distributed with m¢an In
the simulation experiments, we also release this assumption by supposing that the SR

residence time has a negative binomial distribution.

Note that in our study, we consider an SR because in real-world scenarios, the con-
figuration of SRs is irregular, and it is extremely hard to identify the relationships among
SRs. The M2M node arrival process for an SR is independent from the M2M node de-
parture process for the same SR, thatigndn are independent. In the performance
evaluation, we will use the facter = A\ /7 to study the effects of the M2M node mobility

behavior on theé’,; and theF,,, performances.

We assume an M2M node accesses the wireless medium by followipg@esistent

IEEE 802.11 protocol [20] as the random backoff interval. It has been shown that the per-
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formance fop-persistentEEE 802.11 protocol closely approximates to the performance
for the IEEE 802.11 protocol [20]. Thus the random backoff interval is assumed to be
geometrically distributed with the probability, i.e., in a time slot, the M2M node has

probability~ to transmit the Request To Send (RTS) to contend for the wireless medium.

3.2.1 Derivation of Power Saving Probability P,

Consider the timing diagram in Figure 3.1, where an M2M node executes the BDSA to
set upZy..,- To simplify our discussion, we assume there is no delay between the time
instant when the M2M node generates a sensing report and that when the transmission for
the sensing report starts. In other words, we do not consider the effects of buffering for

sensed data in the M2M node in our analysis because the delay is negligibly short.

Let ¢, be the period when the M2M node stays in the active mode, during which the
M2M node contends for the wireless medium by executing the DCF with other M2M
nodes in the same SR. After transmitting the sensing report successfully, the M2M node
switches to the sleep mode fot aperiod. Because the M2M node alternatively stays in

the active and sleep mode, from the alternating renewal process [40, 45], we have

P— sl (3.3)

In BDSA, thet, is generated from the geometric distribution with me#h and we have

Elt,] = Af. (3.4)
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We deriveE][t,] as follows. Letp be the probability that a random observer sees an

M2M node performing the DCF for contention of the wireless medium, i.e,

p= tlim Pr[an M2M node performs DCF at tim¢
—00

The derivation ofp depends oi’[t,| and E[t,] and will be elaborated in Chapter 3.2.3.

Suppose that there aré, M2M nodes,n,, ns, ..., ny,, IN the active mode that use
the DCF to contend for the wireless medium. Observe the behaviof,oivherex €
{1,2,..., N.}. LetPr[N,, = m] denote the probability that there al, = m M2M
nodes executing the DCF for contention of the wireless medium under the condition that
n, is performing the DCF for contention of the wireless medium. From Appendix A, we

have the conditional probabilityr [N, = m] as

Pr[Nyz = m} =Pr[N, =m —1] = (3.5)

wherea = \/n.

In Figure 3.1, we assume that’s active period starts a§ and ends at, +¢,. During
the period between, andt, + t,, let X denote the number of contentions madery
for the wireless medium before, seizes the medium and transmit a sensing report at the
X + 1st contention. Let,; be theith contention access periotl € i < X + 1), andt, 1,
te2, . tex+1 are i.i.d. random variables. Note that may not be i.i.d. in the standard
IEEE 802.11 protocol. In [18, 19], the authors provided analytical results based on the
non-i.i.d.t., assumption. However, this work only considered stationary sensors and the

number of active sensors was fixed. In our proposed models, we consider the M2M node
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= t
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Figure 3.1: The timing diagram for the behavior of an arbyttd®M node in the network

arrival and departure processes in an SR, which was not addressed in the previous work.
In this paper, the analytical model is based ongersistentEEE 802.11 protocol. The
difference between thepersistenand standard IEEE 802.11 protocols is the selection of
the random backoff interval. In theepersistentEEE 802.11 protocol, the random backoff
interval is sampled from a geometric distribution. In other words, in a time slot, the M2M
node has a probability to transmit the RTS to contend for the wireless medium. Based on
the operations of thp-persistentEEE 802.11 protocol, we assumg are i.i.d. random
variables to simplify our discussion. The performance evaluation in [20] has observed
that the performance for thepersistentEEE 802.11 protocol closely approximates the
performance for the standard IEEE 802.11 protocol given that the means of the random

backoff intervals in the two protocols are the same.
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Duringt.; (i # X + 1), there exists another, (y # x) that contends successfully and
transmits a sensing report. tnx.;, n, contends successfully and transmits a sensing

report. Based on Wald's equation [45], we obtain

k+1

> t] Pr[X = k]

(k + 1) Elte] Pr[X = K]

Elta]

M

E
0

k

M)

b
Il

0

=Elte:] (E[X] +1). (3.6)

Derivation of Elt.;] In Figure 3.1, lettp; = t.1 + te2 + ... + t.;, Wherei > 1. By
conventiontp, = 0. Consider theth contention access periogd; for n, (i.e, the
period betweer, + tp ;1 andty + tp;). Letdyes be the fixed DIFS interval. At
to + tp—1, based on the DCH,, determines the wireless medium idle by sensing
the wireless medium fofy.s. After a DIFS interval (i.e, aty + tp ;1 + dois), N
starts to contend for the wireless medium with the otér — 1) M2M nodes by
waiting for a random backoff interval, and stops at the time when there is at least

one M2M node (among/, M2M nodes) transmitting the RTS frame.

Define an idle period, ; as the period between the time whenstarts to wait for a
random backoff interval and the time when there is at least one M2M node (among
N, M2M nodes) transmitting the RTS frame, where the infldenotes theth idle
period. Suppose that amoig, M2M nodes,N; M2M nodes transmit RTS frames

at the same timein t.; for n,, where0 < N, < N,. LetPr[N,, = m] = Pr[N; =

m|n, is performing DCF. The probabilityPr[N,, = 0] denotes the probability

that the wireless medium is sensed idlerhy Then we have
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Pr[Ny, = m] =Pr[N; = m|n, is performing DCI

= Z Pr[N; = m|N, = n,n, is performing DCFPr[N,, = n].

n=m

Since the random backoff is geometrically distributed with probabilitwe have
. . n _
Pr[N; = m|N, = n,n, is performing DCF = ( ) (1 — )" (3.7)
m
Applying (3.7), we have

P~ =S5 (A Lo [

n=m

_e P (ayp)"y(ap = ayp +m) (3.8)
m! ' '

Let Pr[t,; = k] be the probability that the wireless medium is sensed idle ipr

k slots (i.e., the length df,; is k slots). Then we have

Pr(ty; = k] =Pr[Ny, = 0]"(1 — Pr[Ny, = 0])
=[(1 = 7)e™ L = (1 = 7)e™7],
and

(1= )e=
— (= e

Elty] =) _ kPrlty; = k] = - (3.9)
k=1
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After an idle period, ;, there must be at least one M2M node transmitting the RTS
frame, which may result in a collision or a successful transmission for the RTS
frame. Since the size of an RTS frame is small (2@.bytes specified in the IEEE
802.11 standard), we assume the transmission time for the RTS frame is fixed to
drrs 1N DCF, if n, transmits the RTS frame, it triggers thg,s timer when the

RTS frame transmission is finished and expects to receive the Clear to Send (CTS)
frame beforél.,s expires (the length A5 IS dersimeo). ThUs,n, Waits for the time

d. = drrs+ dersameontO determine whether a collision occurs or not (see Figure 3.1).
Otherwise (i.e.n, does not transmit the RTS),, waits for a period equal td..

LetY be the number of collisions during; for n,. Let P.,; be the probability that

a collision occurs at in ¢.; for n,, i.e., at least two M2M nodes transmit the RTS
frames at conditioned on that there is at least one M2M node transmitting the RTS

frame. From [20], we have

P.,y =Pr[N; > 2|N; > 1,n, is performing DCF

_ Pr[N; > 2|n, is performing DCF

~ Pr[N, > 1|n, is performing DCF

Pr[N > 9)

- Pr[Ny, > 1]

1-— Pr[Nt‘x = 1] — PI'[Nt‘x == 0]

= A
1 — Pr[Ny, = 0] (3.10)
Applying (3.8), we have

1 — ~e— (1 — —(1 = —ayp

Pcoll = e ( i ap Oéfyp) ( 7)6 . (311)

= (= )e=
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Let P,,.. be the probability that exactly one M2M node transmits the RTS frame at
t conditioned on that there is at least one M2M node transmitting the RTS frame.

Similar to the derivation fof°.,;, we have

Pyycc =Pr[Ny = 1|N, > 1 andn,, is performing DCF

_PI'[Nt‘x = 1]
Pr[Nﬂm Z 1]

—avp(] —
_ye (L +ap—ayp) (3.12)
1—(1—y)e

Then from (3.11) and (3.12), we have

)

1= ye (1 + ap.~ ayp) = (1 = 7)e™ 1" [ve~?(1 + ap — avp)
1 (e P 1= (L —=n)ew

and

_ogply 1)+ e —1

Y(1 4 ap — ap) (3.13)

E[Y] = il{:Pr[Y — K]

Assume that the transmission times for the CTS and ACK are fixégdandd .
Lett,q:, D€ the transmission time for a sensing report (i.e., the data frame), which is
assumed to be geometrically distributed with méan. The SIFS interval is fixed

to dses. We do not consider the propagation delay since the delay is far shorter than
the transmission times of the RTS, CTS and ACK frames.tL bk the total time

for an M2M node to transmit a sensing report, including the signaling overhead.
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Then, we have

E[tr] = E[dRTs"‘ dSIFS + dCTS + dSIFS + tdata + dSIFS + dACK]

1
= dRTS+ dCTs"‘ <;) + dACK + 3dSIFS- (3.14)

As shown in Figure 3.1, we have

Y
Z (dDIFS + tb,j + dc)

Jj=1

E[tC,i] =F + dDIFS + E[tb,YJrl] + E[tr]

= E[Y]d. + (E[Y] + 1)(Eltss] + does) + Elt,].

Applying (3.9), (3.13) and (3.14)[t..;] is obtained by

E[tc,i] —

[avp(v )l Gk b

(1= p)er
714
(1 + ap — avp) H 1¢

1= (1—7y)eow
1 —~)e P

N (1—79)e

1 — (1 —yeawr

1
jl i dDIFS o1 dRTS+ dc‘rs‘f‘ (;) + dACK + 3dSIFS- (315)

Derivation of E[X| Considerthe,; period. During. ;, there exists exactly one success-
ful RTS transmission. Lek;,.. . be the probability that a successful RTS transmis-

sion is made by, and we have

Pyec. = Pr[n, sends the RT®V; = 1, n, is performing DCF

Pr[n, sends the RTSY, = 1, n, is performing DCF
Pr[N; = 1,n, is performing DCF
>, Pr[n, sends the RT®V, = m, n, is performing DCFPr[N,, = m]
B Pr[Ny, = 1]
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Applying (3.8) and (3.12), we have

Soes () (1) 70— [

ve=P(1 + ap — ayp)

Psucc,m =

1

- (3.16)
1+ap—ayp

During t,, in the X + 1 contentions, ana, contends successfully in th€ + 1st

contention, we have

ap(l—9) 1" 1
PI'[X = k] - (1 - Psucc :v)szuccx = ’
’ ’ l+ap—ayp l+ap—ayp
and
E[X] = Z kEPr[X = k] = ap = ayp. (3.17)
k=0

With the derivations fo£[t.. ;] and E[X ], we have

- { [ e o 257

[l

1
1-(1- ’)/)e_owp} + doies + drrs+ ders + (;) + dpck + 3d5":5} (1+ ap—avyp).

(3.18)

Then from (3.4) and (3.18);,, is expressed as

orp(y 1) + e 1 (1=per N (1 =p)e
P,, = Af de +d
’ /{ [ 7(1+ap — ayp) T T T e ) T T (1= y)e e

1
+ dpies + drrs+ ders + <;) + dack + 3dsms} (1 +ap — O"VP) + AH}. (3'19)
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Figure 3.2: The timing diagram for MPs, receiving and non-receiving periods for the
M2M gateway

3.2.2 Derivation of Outdated Monitoring Probability P,
As we defined previously;,,,, is the probability that no valid sensing report is received by

the M2M gateway during an MP. L&,,,, be the probability that at least one valid sensing

report is received during an MP. Then, we have

Pon=1— Py (3.20)

To obtainP,,,, we deriveP,,, as follows. In Figure 3.2, the M2M gateway alternates
between the receiving periods (during which a successful sensing report is being transmit-
ted) and the non-receiving periods (during which no sensing report is being transmitted).
Definez; andy; as thejth receiving period and non-receiving perigd% 1), respec-

tively. We assume that the receiving periods and non-receiving periods are in sequence
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1, Y1, T2, Y2, -, Tj, Vi, Tj11, Yit1, --. SUPPOSe that thith sensing report is transmitted by
n1, and the receiving periog; starts at; (whenn, sends the RTS frame) and endg’at
(whenn, receives the ACK), i.eq; = t; — t;. In Chapter 3.2, the receiving period for
a successful sensing report includes the signaling overheadg/{ised.;s andd,.), the
time to transmit the data frame (i.¢,,.,), and the period between two frames (i&s).

Let D = dgrs+ ders + dack + 3dsies, then we have
T; = tgaa + D. (3.21)

Sincet 4.1, IS geometrically distributed with medry i, we have

0, if0<n<D;
Priz; =n] = (3.22)

p@=w)"="T, if n > D,

and

Bl = 3 nPrfey =] (1) LD (3.23)

Suppose that thgth non-receiving periog; starts at’ and ends at;; (i.e.,y; =
tjr1 — t};). Duringy;, there is no successful sensing report transmission. In other words,
in every slot ofy;, either no M2M node transmits data, or a collision occurs. In the DCF,
a node (either an M2M node or the M2M gateway) determines the wireless medium idle
by sensing the wireless medium fdy,.s, and waits for thel. period to determine that a
collision occurs. In other words, whep > dyrs, and a collision occurs, a node takes

d. + dpes t0 resume the contention for the wireless medium. Therefore, there are at most
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9(y;) = L%J collisions iny;. Let Z; be the number of collisions occurring i,

where0 < Z; < g(y;). According to the law of total probability, we deri[y; = n]

by conditioning onZ; = k. Then we have

0, if 0 <n < dpgs;
Prly; =n]=4¢ g0 (3.24)
Z Prly; =n|Z; = k| Pr[Z; = K], if n > dpgs.

During y;, a time slot is idle if/V, = 0. Let I; be the number of idle time slots iy.

Under the conditior¥; = k, y; = I; + k(dogs + d.) + does. Then we have

Pr[yj — TL|ZJ — k:] :PT[I] + k:(dD”:S + dc) + dDIFS — TLIZ] — k:]

:Pr[Ij =n— (k' ap ]-)dDIFS =, kd0|Zj = k]

— <n — (k+ l)delFS —kdc + k) Pr[N; = O]nf(kJrl)leFS*k‘dc

Pr[N, > 1], (3.25)
Similar to the derivation oPr[Y" = k|, Pr[Z; = k] can be obtained by
Pr[Z; = k] = Pr[N; > 2|N;, > 1]* Pr[N, = 1|N; > 1]. (3.26)
Applying (3.25) and (3.26), we can rewrite (3.24) fo> dys s

g(n)
<'I’L — k + 1 dolFS - k:dc + k:) PI'[Nt _ O]n—(k;—l—l)douzs—kdc

k
k=0

(1 — Pr[N; = 0] — Pr[N, = 1))* Pr[N, = 1]. (3.27)
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Since the random backoff is geometrically distributed with mean we have

=Y Pr[N, = 0[N, = m] Pr[N, = m]
m=0
i [ ap)™e }
m!
m=0
=e 7P (3.28)
and similarly,
PNy = 1] = aype=22°. (3.29)
Apply (3.28) and (3.29) into (3.27), and we have
t=a
P ™ (n e (B 1Dders — et 4 k)
k
k=0
(efa'yp)n~(k+1)dmps~kdc[1 B et afyp)]ka’ype’a'yp.
g(n)
(n — k — ]. d]jFS _ k:dc + k) O/ype—a'yp[nf(k+1)dD||:sfkdc+1]
k=0
[1—e (1 + ayp))", (3.30)

whereg(n) = LmJ

dpirs+dec |

Let¢,,; denote theth MP of the SR, whereé > 1. We assume,, ; is geometrically
distributed with meas, i.e., in a slot, the current MP ends with probabilit}y. Consider
theith MP in Figure 3.2. Suppose that tita MP starts at} and ends at;, ,. Since the

M2M gateway alternatively changes between the receiving and non-receiving periods, the
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ith MP starts either in a receiving or non-receiving period. We consider the following two

cases to deriv®’,,,,

Case 1 Theith MP starts during; (i.e.,t; < t; < t}; see Figure 3.2 Case 1). In this
case, theith sensing report must be invalid since the transmission for the sensing
report starts during the— 1st MP but the sensing report is received duringithe
MP. Letr,, be the period betweetj andt;. From the residual life theorem [50],

we have

1 .
: if 0 <n<D;
Prlry, = n| = LapD (3.31)
pl =)
— if D.
T o L

If the next sensing report (i.e., thet 1st sensing report) is successfully received
by the M2M gateway during thah MP (i.e.,t; +r,, + y; + 201 < ] + 1), the

ith MP is a real-time MP.

Case 2 Theith MP starts during; (i.e.,t; < t] < t;,,; see Figure 3.2 Case 2). Lgt

be the period betweefi andt;, ;. From the residual life theorem, we have

1 .
or 1 If 0 < TL < leFS;

Prlr, =n] = Ely;] o . (3.32)
L= Y Prly; — i

ifn>d
E[yj] , 1T =2 dpgs,

wherePr[y; = n] andE[y,| can be obtained from (3.30). Thih MP is a real-time
MP if the j 4+ 1st sensing report is successfully received by the M2M gateway in

theith MP (i.e.,t7 + 7y, + 2j41 < 6 + L)
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Then,P,,, can be calculated as

P,,, =Pr[M; > 1|Casel] Pr[Casel] + Pr[M; > 1|Case2] Pr[Case2]
= Pr[’rm]. +y;+T < tmﬂ] Pr[Casel] + PI‘[T’yj + 75 < tmﬂ] Pr[CaseQ],

(3.33)

wherel/; is the number of valid sensing reports received by the M2M gateway during the
ith MP. Since the M2M gateway alternates betweemndy;, from alternating renewal

process [40,45], we have

Elz]

__ Elyj]
B+ B and Pr[Case2| = —————

Pr[Casel| =
By the law of total probability, we have

PI'[T’m]. + Yj —+ Tj+1 < tm,z]

= Z Z ZPr[t+m+n§tm,i\r%:t,yj:m,xj+1:n]

n=D+1 m=dprs t=1

Prlr,, = tly; = m, x;11 = n] Prly; = m|x; = n] Prlz;, = nl.
Sincer,, y;, v;+1 andt,, ; are assumed to be independent, we have

Priry, +y;j + i1 < lpy] = Z Z Z Pr(t +m +n < tp,] Pr[ry, = 1]

n=D+1 m=dps t=1

Prly; = m] Pr[z;41 = nl. (3.34)
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Similar to the derivation oPr(r,, + y; + 241 < t,,], we have

(e o] o0 [e o]
Prlry, +2j41 < tpmg] = Z Z Z Pr[t +m +n < tyi] Pr[r,, = m] Pr[z; 41 = n].
n=D+1m=1 k=m+n

(3.35)

Applying (3.34), (3.35) and the geometric distribution assumptiot),gfwith meané,

we rewrite (3.33) as

(k) £ 5 5.5 (6

n=D+1 m=dpjrs t=1 k=t+m-+n

Prlr,, = t]Prly; = m| Pr[z;,; = n]

(o) 5 () oo

n=D+1m=1k=m+n

(3.36)

Applying (3.22), (3.23) and (3.31) into (3.36), then based on (3.20), we can caléylate

as follows:

Fom =17 (1/u14r/%++%[yj]) > [Hulzg—l)} <951)D+mpr[yj:m]

m=dpiFs

Ely;] 20 p(6—1)migsem B
() S @ ot e @9

wherePr[y; = m], Ely;] andPr[r,, = m] can be obtained from (3.30) and (3.32).
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3.2.3 Calculation ofp

This subsection derives the probabilitylefined in Chapter 3.2. In Figure 3.1, the M2M
gateway receives th& + 1st sensing report from, duringn,’s active period, and the
X + 1st sensing report is transmitted by the The periodt,.. whenn, performs the
DCF for contention of the wireless medium is betwegm@ndt, + tp, + tcx+1 — tr
(i.e.,tg + t, — t,.; whenn, sends the RTS frame for th€ + 1st sensing report), and

toce = to — t,. From alternating renewal process, we have

_ E[tDCF] [ E[ta — tr] _ E[ta] _ E[tr]
P= Bt + Bt Elta + Blt]  Elta] + B[]’ (3.38)

whereE|t,], E[t.] and Et,] can be obtained from (3.4), (3.14) and (3.18), respectively.
We calculate (3.38) by using the followiriggrative Algorithm:

Step 1 Select an initial value fop.

Step 2 ComputeFE|t,] and E[t,.] by using (3.4) and (3.14), respectively.
Step 3 ComputeFE]|t,| by using (3.18).

Step 4 pora < p-

Step 5 Computep by using (3.38).

Step 6 If |p — paa| > dp, then go to Step 3. Otherwise, exit. Note thas a pre-defined
value set ta 07 to ensure the convergence;of

We show that the iterative algorithm for thpeprobability converges to a unigue so-
lution. The proof consists of two parts. In the first part, we prove the existence and
uniqueness of a solution for(i.e., equation (3.38)) in Lemma 1. In the second part, we
let p,, denote theth iteration obtained from the iterative algorithm. In Lemma 2, we show
that{p, } is a monotonic sequence. From Lemma 1 and Lemma 2{jthesequence is

obviously bounded and always converges to the unique equilibrium point.
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Lemma 1. The solution op is unique in(0, 1).

Proof. Let

Then from(8), (18), and(22), we have

-1
. (D+0)
g(p) o {1 + M[1+(dDIFS+dC)(eaw_l)]“"Y[flyiﬂ(leFs—1)+(1_T)ap(1+DM_dcﬂ)]} ’

whereD = dRTS+ dCTS + dACK o 3dsu=s-

Let h(p) = p — g(p). Then we have

Y 1+ ’V,U(leFs i 1)

= < 0,
Y+ p Y (dpes —1+D 4 0)

and

h1) = 1-yg(1)

1 — {1 + Yu(D+6) }_1
- p[1+(dorstde) (e —1)]+v[1+p(dors—1)+(1=r)a(1+Dp—dep)]

> 0

becausel,s > 1 andD > d.. From the mean value theorem [41], there is a solution for
the equation (3.38). In other words, there exisis & (0, 1) such thath(p*) = 0. Let
gV (p) andg®(p) denote the first and second derivatives;§f). Because)")(p) > 0

andg®(p) < 0, we conclude thag(p) is a concave function and an increasing function
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in [0, 1]. Sinceg(0) > 0 andg(1) < 0, there is only one point if0, 1) at whichp = g(p),

and the solution op = g(p) is unique in(0, 1). O

Lemma 2. The sequencép, } is a monotonic sequence.

Proof. Let p,, denote thenth iteration obtained from the iterative algorithm. Then we

havep, 1 = g(p,) and

Prt1 — Pn = 9(Pn) — 9(Pn-1)

= g(l)(rn)(pn D)

= [gW )] -+ (9" (r)](p1 = po), (3.39)

wherery, o, ..., 7, are the intermediate values from the mean value theorem. For any
value in(0, 1], from (3.39),g" (p) > 0. If p; > py, p» is Nondecreasing. Otherwise (i.e.,
p1 < po), Pn IS NONINcreasing. Therefore the sequefigg} is a monotonic sequence and

is obviously bounded. O

3.2.4 Simulation Model Validation

We conduct simulations for BDSA and TDSA of EDR by applying the discrete-event
driven approach that has been widely used in wireless networks studies [35, 54]. The
simulation experiments are validated against the analytical models for BDSA. Table 3.2.4
shows the comparison between simulation and analytical results (parameter setups will be

elaborated later). Most errors are witlih. Hence the simulation results are consistent
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Table 3.1: Validation of the simulation and analysis resultsfgrand P,
n=10"%u,~v = (1/25.6)u, 0 = 100/;1, andA = 4
A(unit: 1073p) 1 2 3 4 5
P,; (Analytical) 0.934173 0.931780 0.929219 0.926474 0.923526
P,, (Simulation)  0.934444 0.931780 0.929151 0.925986 0.922562
Error 0.000290% 0% 0.000073% 0.000527% 0.001044%

P,,, (Analytical) 0.303117 0.178502 0.127007 0.098552 0.080756
P,,, (Simulation) 0.311270 0.182287 0.130291 0.101198 0.081496
Error 2.619269% 2.076396% 2.520511% 2.614182% 0.908870%

with the analytical results.

3.3 Performance Evaluation

The performance of BDSA and TDSA is evaluated in termBpfandF,,,,. We setlgs =

1 andd,s = 2. The transmission rate isl Mbps, and we calculate the corresponding
transmission times for the RTS, CTS and ACK frames. For convenience, wig,set
ders = dack = 2, and thenlersimeon= 3. The input parameters, , v andd are normalized
by u. For example, if the expected data transmission tim&/js = 100 time slots,

n = 4 x 10~°u means that the expected SR residence time of an M2M ndd& is 10°

time slots.

The effects of input parameters, 7., X, andd on P,; andF,,, are studied in the

following subsections.

3.3.1 Effects ofx

In this section, we use the factar= ) /7 to study the effects of the node mobility behav-

ior on theP,,; and theP,,, performances. A smaller implies a lower traffic intensity in
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Figure 3.3: Effects ofv on P, and P,,, for BDSA and TDSA, where; = (1/6.4)u,
0 =100/, A =4, K =4, andp = 0.4.

an SR. On the other hand, a largemmplies a higher traffic intensity in an SR, i.e., more

M2M nodes are in an SR.

In Figure 3.3 (a), we observe th#},, for both BDSA and TDSA decrease asin-
creasesPF,, for BDSA drops more quickly than that for TDSA whens larger. In most
cases, TDSA outperforms BDSA in terms Bf;. In TDSA, the M2M nodes’ sleeping
periods are adjusted based on the measurelhjewnthich reduces the possibility for M2M

nodes to transmit the sensing reports simultaneously and prolongs an M2M node to stay

in the sleep mode.

Figure 3.3 (b) shows thak,,, for both BDSA and TDSA decrease asincreases.
P,,, drops quickly whem < 30, but drops slowly wherv > 30. This phenomenon
implies that the number of M2M nodes in an SR becomes saturatee-at0, and more
M2M nodes (i.e..x > 30) in an SR do not improve the performanceff, significantly.

Furthermore, by adjusting the sleeping period dynamically, TDSA outperforms BDSA in
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terms of theP,,,, performance in most of the cases.

In Figure 3.3, we also study how the variance of the SR residence time affgcts
and P,,, for BDSA and TDSA by assuming that the SR residence time has a negative
binomial distribution with mean /» and variance,, = (1 — rn)/rn*. Asv, increases, it
is more likely to observe an M2M node with both short and long SR residence time in an
SR, which illustrates a more “dynamic” node mobility behavior. We observefihand
P,,, for BDSA and TDSA are both insensitive tg. For the effects of the variance of the
inter M2M node arrival time (where we assume that the inter-arrival period has a negative
binomial distribution with mean /\ and variance), = (1 — r\)/r\?), we observe the

same results so the figures are not included in this paper.

3.3.2 Effects ofly.,

In Figure 3.4, we investigate the effectsiaf,., (i.e., theA setup) onP,; andP,,,, where

we consider low and high density M2M nodes in an SR, ive5 \/n = 10 anda: = 200.

A larger A implies that an M2M node stays in the sleep mode longer, potentially
saving more power. Therefore, as shown in Figure 3.4 (a), we observg tifat BDSA

and TDSA both increase whehincreases.

In Figure 3.4 (b), for BDSA, whem is small (e.g.,« = 10), P,,, increases as!
increases. When is large (e.g.«« = 200), P,,, decreases ad increases. Smaller
implies less M2M nodes in an SR, and less chance for collision. In this case, in BDSA,

a smallerA setup increases the chance for M2M nodes to successfully send the sensing
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Figure 3.4: Effects ofd on P,; and F,,,, for BDSA and TDSA, wherey = (1/6.4)u,
0 =100/p, K = 4, andp = 0.4.

reports to the M2M gateway. On the other hand, wheslarge, more M2M nodes are in
an SR, resulting into higher collision possibility. The collision can be reduced by setting

up longer sleeping periods. Hence, we observe the phenomena ébr BDSA.

In Figure 3.4 (b), we observg,,, for TDSA slightly increases ad increases. The
effects of configuration ol on P,,, for TDSA are minor. To conclude, for BDSA, we
prefer to setd larger (smaller) for betteP,, and P,,, whena is larger (smaller). For

TDSA, the largerA setup is suggested to have the beftgrand F,,,.

3.3.3 Effects ofK

In E2DCR, the periodicity of broadcasting is controlled by tkievalue. A largerk value
implies that it is more likely that the sleeping period adjusting process is slow. When
there are too many outdated MPs for, SR E’DCR, the M2M gateway can decreake

to speed up the sleeping period adjustment process. In this section, we investigate the
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Figure 3.5: Effects of{ on P,, and P,,, for TDSA, wherey = (1/6.4), 6 = 100/,
A=4,andp = 0.4.

effects of K on P,; and F,,,, for TDSA in Figure 3.5, where we consider low and high

density M2M nodes in an SR, i.ev,= \/n = 10 anda = 200.

As shown in Figure 3.5 (a), for smalléf, the M2M node adjusts its sleeping period
more frequently to match the monitoring condition in an SR, and higheis observed

(i.e., lower energy consumption).

In Figure 3.5 (b), ad{ increasesp,,, decreases. This phenomenon is explained as
follows. In TDSA, with smallerk’, the M2M node has less chance to reconfigure the
sleep timef7},..,. Because the sleep timéy,.., is reset t&? when an M2M node enters
an SR, before receiving the first notification message from the M2M gateway node, the

M2M node sends a sensing report for evéry
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Figure 3.6: Effects ofx on P,, and P,,,, for BDSA and TDSA, where; = (1/6.4)u,

A=4,K =4,andp = 0.4.
3.3.4 Effects oft

The MP intervald is the time constraint for the real-time monitoring applications. Dif-
ferent kinds of real-time monitoring applications have different requirements fohe
configuration off varies according to the applications, ahdan be obtained from the
measured data. To study the effect¥ain the P,; and F,,,, performance, we run more
simulation experiments by considering low and high density M2M nodes in an SR, i.e.,

a = A/n =10 anda = 200 as shown in Figure 3.6. We observe the following phenom-

ena:
In Figure 3.6 (a),F,, for both BDSA and TDSA increases @sncreases. A larget
implies that the length of an MP is larger. In BDSA or TDSA, the M2M node adjusts the
sleeping period based on thealue. Therefore, asincreases, an M2M node has a longer

sleep timer setup, resulting in more power saving. In Figure 3.64})for both BDSA
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and TDSA decreases édncreases. A largef also implies that the time constraint for

the sensing report becomes looser. Thus, it is less likely for the M2M gateway to receive
an invalid sensing report. We observe the similar performance trends for10 and

a = 200.
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Chapter 4

ECR: Energy-efficient Centralized

Reporting

In this chapter, we first present the ECR mechanism, in which the M2M gateway calcu-
lates the transmission schedule for M2M nodes, and the M2M nodes transmit the sensed
data to the M2M gateway according to the transmission schedule received from the M2M
gateway. The details of ECR are described in Chapter 4.1. Then, in Chapter 4.2, the
determination of a transmission schedule for each M2M node during a cycle is formu-
lated as an optimization problem, which is called #mergy minimizatioproblem. The
energy minimization problem is formulated to an ILP problem and proved NP-hard. To
approximate the solution of the ILP formulation, we propose a greedy algorithm with
polynomial time complexity. Furthermore, we compare the performance for the ILP and

greedy approaches in terms of time cost and sizes of solution sets in Chapter 4.3.

a7
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4.1 Mechanism Operations

The ECR mechanism consists of two parts: the M2M gateway and M2M node parts,

whose details are given as follows.

M2M Gateway Part: Similar to EDR, in ECR, the M2M gateway also maintains the
setD = {D(1),D(2),...,D(M)} for each SR, and the timef§, Ts, ..., Ty, to
denote the MPs for each type, respectively. Without loss of generality, we assume

0 <0 <,..,< 0y, and

0; = a;0, Vi € {1,2, ,M}

wherea; are integers and, = 1. Let#; denote the length of a transmission unit.
Define a cycle with length. = Icm(ay, as, ..., ars)61, Where Icnfay, as, ..., ay)

is the least common multiple @f;, as, ..., ay,. The M2M gateway maintains the
binary variabler; ; ., wherexz; ; ., = 1 denotes that, is assigned to transmit the
type: sensed data at thigh transmission unit within a cycle, add; ; . } is a binary
three-dimensional array to denote the transmission schedule of a cycle for M2M
nodes. The M2M gateway schedules the sensed data transmission for M2M nodes
every cycle. More specifically, the M2M gateway executes a greedy scheduling
algorithm (to be elaborated later) at the beginning of each cycle to determine the
schedule{z; ;;} for the cycle. Then, the schedule is broadcasted by the M2M

gateway to the M2M nodes.

M2M Node Part: Consider an M2M node;y,, in the SR. As mentioned previously,
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Figure 4.1: An example for a transmission schedule for the Mi@dlesn, ns, 13

has two operating modes: active mode and sleep mode. #ftsrpowered ong,,

stays in the active mode and waits for receiving the transmission schedule broad-
casted by the M2M gateway,. will not transmit any sensed data until receiving the
first schedule, and the time whep receives the first schedule is considered as the
beginning of the first cycle for,. Whenn,, receives a scheduler; ; . }, ni, checks

its transmission assignment by calculatiig, = {i|Vz; ;» = 1}, whereS, ; is the

set containing the types of sensed data to be transmitted ghtbransmission unit
within a cycle. Figure 4.1 illustrates an example of a transmission schédule}

for three M2M nodesiq, no, ns. In{x; ;1 }, 211, T231, T251, Ta1,2, Taa,2, T51,3

arel, and the others iz, ; .} are0. Based on the schedule in Figure 421, will
transmit the typ@ sensed data in the first, the third, and the fifth transmission unit
within a cycle. The M2M node, transmits the typd sensed data in the first and

the fourth transmission unit within a cycle. The M2M nadgtransmits the typé
sensed data in the first transmission unit within a cycle. Otherwise, these three

M2M nodes stay in the sleep mode.
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4.2 Energy Minimization for Centralized Scheduling

In the energy minimization problem, the M2M gateway arranges the transmission time
and types of sensed data for each M2M node so that the energy consumption can be min-
imized and the time constraints for all types of sensed data are satisfied. In the following,
we first describe our assumptions and reintroduce the notations. Chapter 4.2.2 provides
the ILP formulation for the energy minimization problem. Chapter 4.2.3 proves that the
energy minimization problem is NP-hard. Chapter 4.2.4 proposes a greedy scheduling

algorithm to approximate the solution of the ILP.

4.2.1 Assumptions and Notations

For the sake of simplicity, we assume the same sizes for sensed data regardless of their
types, and the fixed transmission rates for M2M nodes. Thus, the minimization of the
energy consumption for M2M nodes is transformed to the minimization of the amount of
transmitted data, and the amount of transmitted data can be minimized through minimiz-

ing the number of transmission units assigned in a transmission schedule.

For the convenience of discussion, we reintroduce the notations as follows:

M: the number of types of sensed data to be collected in the SR.

L: the number of transmission units in a cycle.

N: the number of M2M nodes in the SR.

i: the index of types, where < i < M.

j: the index of transmission units within a cycle, whérg j < L.

k: the index of M2M nodes, where< k < N.
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e 7, the binary variable defined by

1, if ng transmits type sensed data at
Tijk = the jth transmission unit within a cycle 4.1)
0, otherwise

4.2.2 |ILP Formulation

We use the ILP to model the energy minimization problem. The ILP formulation can find
the optimal solution for the energy minimization problem, i.e., the optimal transmission

schedule for each M2M node during a cycle.

The objective function of the ILP formulation is given as

N L M
mind > Y i (4.2)
k=1 j=1 i=1
subject to:
S aige =1V € {12, L} (4.3.1)
k:1€Sy,
az—1
ST N wgin > LV € {114 a1+ 2a3, - L —ay + 1} (4.3.2)
k:2€S, =0
az—1
SN e > LV e {11+ a5,1+2a5,- -, L — a3+ 1} (4.3.3)
k:3€S, =0

ap—1

DY amgae =1LV € {1+ ay, 14 2ay, - . L—ay+1}  (43.N)
k:MeSg =0
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zijr € {0,1} (4.4)

In the objective function (4.2)Zfz1 S M. ;. means the number of transmission
units assigned to the M2M node, in a cycle, andy"; | > | Yo a5, is the total
transmission units assigned to all M2M nodes during a cycle. The objective function (4.2),
which minimizes the total transmission units, can minimize the total energy consumption
due to that the transmission rate and the sensed data size are all fixed. The inequality
constraints (4.3.1), (4.3.2), (4.3.3), ..., (4.3.N) ensure that at least one valid sensed data is
transmitted to the M2M gateway for each type of MP. For example, the constraint (4.3.1)
ensures that for each MP for tygewhose length is one transmission unit, at least one
valid type1 sensed data is received by the M2M gateway from those M2M nodes which
have the typd sensors. Furthermore, the ILP. formulation has complexitg™/ *V+1)

which is hard to computed in a short period of time.

4.2.3 Problem Complexity

Theorem 1. The energy minimization problem is NP-hard.

Proof. We prove that the energy minimization problem is NP-hard by reduction from the
set-coveringoroblem, which is a well-known NP-hard problem [24]. The set-covering
problem is described as follows. LIBtdenote a set of finite elements dfid= {H;, H,, ..., H, },
whereH; (1 <1 < z)is a set containing finite elementslin The union ofH; , Hs, ..., H,
formsF. From [24], the set-covering problem is to find a subdgetC H covering all

elements irF with the minimum set size (i.e|H'| is minimum).

Consider an energy minimization problem instafi§eS) consisting of a finite set of
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M2M nodesN = {nq,ns,...,ny} and a sensing s& = {1,2,3,..., M}. We replace
everyn; € N with its sensing se¥, and let the sef = {S1,Ss,...,Sy }, where a sensing
setS;, (1 < k < N) contains the types of sensing data that the M2M ngdean collect.
Thus,S = Uszl Sk. We then considefS, S) as an instance of the set-covering problem.

Therefore, the energy minimization problem is also NP-hard. O

4.2.4 Greedy Scheduling Algorithm

To approximate the solution to the ILP formulation, we here propose a greedy schedul-
ing algorithm with polynomial time complexity as shown in Algorithm 2. The greedy
scheduling algorithm is executed by the M2M gateway at the beginning of every cycle
to generate the transmission schedule for M2M nodes. The M2M gateway transmits this
schedule immediately, so all M2M nodes must wake up at the beginning of each cycle.
In a cycle, the sensed data of each single type will not be transmitted by more than two
M2M nodes. In other words, for a single type, the M2M gateway assigns transmission

units to a single M2M node according to the corresponding MP.

In Algorithm 2, the inputis the s& = {S;,S,, ..., Sy }. The algorithm picks an M2M
noden; whoseS;, covers the most uncovered types (see Line 7), and assignS;asei;,
for ny (see Line 8), wher8), is the set containing the types of sensed data assigned to
during a cycle. Then, it add$, into the solution se¥’ (see Line 10). Finally, when all
types inS is covered by the union of the setsSh the algorithm terminates and outputs

the solution sef'.
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Algorithm 2: Greedy

Input : A set of sensing sefs = {S1,Ss,...,Sny}
Output: A subse§’ of S whose elements cover the sensingSset
1S « 0
2 S, + 0;
for k=1to N do
| S}« 0;
end
while S, # S do
select arS;, € S to maximize|S, N (S —S.)|;
S, Sk N (S—S.);
S, < S.US:;
0 | S«SU{s,};
11 end

© o N~ o o b~ W

4.3 Performance on ILP and Greedy Approach

We use a binary matrix wittvV rows and) columns to denote the problem instance
mentioned in Chapter 4.2.3, whehé and M are the number of M2M nodes in an SR

and the number of types of sensed data to be collected, respectively. We do not take the
mobility of M2M nodes into consideration here and will discuss it later. The entrykrow
columns in the matrix is set to “1” if the M2M node,, can collect the typésensed data.
Otherwise, the entry is set to “0”. In other words, réwn the matrix denotes the sensing

setofn, forl1 < k < N.

Considering each combination of the values\oand M, we randomly generatg)0
independent binary matrices (i.e., problem instances) by a discrete uniform distribution.
Then we solve these problem instances by MATLAB ILP solver and the greedy algorithm
on a desktop with 8.0GHz quad-core processor, respectively. The results are shown in
Table I. LetN;,p and N,..q, be the average number of M2M nodes in the solution set

by MATLAB ILP solver and the greedy algorithm, respectively. Ugtpr and7},..q, be
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(a) 100 M2M nodes

N 100

M 10 20 50 100
Nip  1.87 2.00 2.98 3.76
Npreeay ~ 1.87 2.05 2.99 3.96
T;,p 0.883000 1.230700 50.009700 144.87
Tpeeq, 0.000135 0.000194 0.000453  0.001

(b) 200 M2M nodes

N 200
M 10 20 50 100
Nip  1.88 2.00 297 318
Nyreeay ~ 1.88 2.00 3.00  3.86

Trrp 3.877200 5.681700 442.9498 3379.8
Tyreeqy 0.000159 0.000202 0.000497 0.0011

Table 4.1: Comparison between MATLAB ILP solver and greedysathm

the average elapsed time for solving the problem instance by MATLAB ILP solver and
the greedy algorithm, respectively. As shown in Table I, the relative errors increase with
N and M. Furthermore, the elapsed time for solving the ILP drastically increases with
M. For example, the time for MATLAB ILP solver to solve the problem instance with
N = 200 and M = 100 is 3379.8 seconds, which is much larger th&h011 seconds,

I.e., the time for the greedy algorithm to solve the problem instance.
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Chapter 5

APS: Air Pollution Sensing System

In this chapter, we describe the details for the implementation of the distriBirtétbl-

lution SensingAPS) system. In APS, we partition the metropolitan area into multiple
regions and install sensors on either motorists’ helmets or cars to collect air quality data
(e.g., pollutant levels) in each region, such that the urban-scale air quality can be effec-
tively and efficiently monitored. In the rest of this chapter, we first describe the system

architecture of APS in Chapter 5.1, the software architecture of APS in Chapter 5.2.

5.1 System Architecture

In the APS system, the urban environment is divided into several SRs by latitude and
longitude. Each region is associated with a unique Region ID (RID). Figure 5.1 illustrates
an example where there are 16 regions with R3s Rs, ..., R ranging from latitude
25.03° to 25.034° at an interval 0f).001° and from longitude 21.53° to 121.534° at an

interval of0.001°.

57
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121.530° 121.531° 121.532° 121.533° 121.534°
25.0302
R R, R Ry

25.031¢

Rs Re Ry Rg

25.032¢

Ry Ry Ry Rp>

25.033¢

Rl3 Rl4 RlS Rl6

25.034¢

Figure 5.1: An example of sensing regions

Since air quality is time-sensitive, the collected air quality data are only valid for a
certain period. In APS, the time is divided into multiple MPs. As mentioned previously,
during an MP, a sensing report transmission is valid if the sensing report is generated and
received in the same MP. Otherwise (i.e., the sensing report is generated before the sensing
report is received), the sensing report transmission is invalid. The detailed definition of

data validity is given in (2.3).

Figure 5.2 illustrates the system architecture of the APS system comprising three
kinds of nodes: theensing devicésee Figure 5.2 (a)), thieack-end servefsee Fig-
ure 5.2 (b)) andiser devicdsee Figure 5.2 (c)), whose functionalities will be elaborated

in the following subsections.

5.1.1 The Sensing Device

In the APS system, the sensing device is defined as the device equipped with the air quality
sensor, the GPS receiver and the wireless transmitter. There are two kinds of deployments

for the sensing devices.
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Figure 5.2: The system architecture for the APS system

Deployment 1: See Figure 5.2 (1). The sensing devices are installed on mobile nodes
(e.g., cars, scooters, bicycles, or motorists’ helmets). With Deployment 1, the APS
system can provide broad-coverage of monitoring area since the system can monitor

any sensing region where the mobile vehicles reside in the urban environment.

Deployment 2: See Figure 5.2 (2). The sensing devices are installed on fixed points in

the urban environment (e.g., buildings and trees).

After collecting the air quality data (by the air quality sensor) and receiving the GPS and
time information (by the GPS receiver), the sensing device generates a sensing report
(containing air quality data, GPS and time information), and transmits the sensing report

to the back-end server through its wireless transmitter.

In our prototype of APS, the sensing device is a netbook (i.e., ASUS Eee PC T91 [2])

equipped with a C@sensor (i.e, CQMeter K-30 Probe [4]), a GPS receiver (i.e, Glob-
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Netbook

CO2 Sensor

Figure 5.3: A bicycle equipped with a netbook, a GPS receav€&(, sensor, and a 3G
modem

alSat ND-100 [5]) and a 3G modem (i.e., ZTE MF 627 [11]). As shown in Figure 5.3, the
netbook is installed on the bicycle, where the £&@nsor, the GPS receiver and the 3G

modem are all connected to the netbook through the USB ports.

To save the energy during the sensing report transmissions, we implement the EDR
mechanism in the sensing device. In our design, the sensing device is in one of the two
modes: active mode and sleep mode. In the active mode, the sensing device can generate
the sensing report and then transmit the sensing report to the back-end server. In the sleep
mode, the sensing device turns off the £82nsor, the GPS receiver and the 3G modem

for power saving. More details will be elaborated in Chapter 5.2.

5.1.2 The Back-end Server

The back-end server is equipped with the transmission modules (i.e., the Ethernet network
card and the Nokia Card Phone in our prototype) to support the data transmission through
the Internet Protocol (IP) on Internet and Short Message Service (SMS) on mobile net-

works, respectively. The back-end server is assigned an IP address and a phone number
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(i.e., an MSISDN). The major tasks of the back-end server are to collect the sensing re-
ports from the sensing devices, to control the sensing report transmissions for the sensing

devices and to provide services to the user devices.

The APS system produces air quality information for the urban environment, and pro-
vides users with several kinds of services. In our prototype, we implement the monitoring
service and the navigation service as examples. The monitoring service provides user
devices with maps layered with the air quality information. The user can check the air
guality of some specific regions in the urban environment. By utilizing the monitoring ser-
vice, we design the “good” navigation service for users in the urban environment. Here,
“good” means cost-effective, time-saving, and healthful. The good navigation service can
dynamically calculate healthful routes for users (especially for bikers and motorcyclers)
based on air quality information. In other words, with the good navigation, users not only
save time and fuel to arrive their destinations, but via healthful routes. The details of these
three services will be elaborated in Chapter 5.2.1, and the interactions among the three

kinds of nodes will be elaborated in Chapter 5.3.

Furthermore, we implement the EDR mechanism in the back-end server to adjust the

sleeping periods of sensing devices. The details will be elaborated in Chapter 5.2.1.

5.1.3 The User Device

In the APS system, the user devices are the mobile devices (e.g., personal computer,
notebook and smartphone). All services are web-based. The users access these services

through the web browsers (e.g., Internet Explorer, Firefox and Google Chrome) on het-
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Figure 5.4: The software architecture for the back-end serve

erogeneous mobile devices. The software implementation overhead of APS on the user

devices is considered light.

5.2 Software Architecture

In this section, we describe the software architecture for the back-end server and the

sensing device.

5.2.1 The Software Architecture of The Back-end Server

Figure 5.4 illustrates the software architecture of the back-end server, which is build up on
the Windows NT™ operating system (see Figure 5.4 (1)). We develop the software of the
back-end server by using .NET framework [9] (see Figure 5.4 (2)), MySQL database [8]
(see Figure 5.4 (3)) and Apache web server [1] (see Figure 5.4 (4)). The software of
the back-end server consists of three major components: the connection component, the

management component and the application component, whose details are given below.
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The Connection Component

As shown in Figure 5.4 (5), the connection component is responsible for data transmis-
sion between the sensing device and the back-end server, and between the user device
and the back-end server. The connection component has two connectors: the Trans-
mission Control Protocol/Internet Protocol (TCP/IP) connector and the Short Message
Service (SMS) connector. The TCP/IP connector invokesSiheket . Send() and

Socket . Recei ve() methods of .NET framework to send and receive data via TCP/IP.

For efficient data transmission, we implement the Internet Group Management Protocol
(IGMP) in the TCP/IP connector to support multicasting on Internet. In the SMS con-
nector, we use the Internet and SMS integration platform iSM$] to implement Short
Message Service Cell Broadcast (SMSCB) [12] to broadcast the SMS to multiple devices

in a specified area.

The Management Component

As shown in Figure 5.4 (6), the management component consists of the profile manager
and the report manager. We designtwo claBsex i | eManager andRepor t Manager

for these two components, both are responsible for querying and instructing commands
to MySQL database by invoking thdy SQLConnect i on. Open() method and the

My SQLComrand( ) constructor of .NET framework. MySQL database stores two kinds

of data, the user profile and air quality information. The user profile contains the user ID

and password as shown in Figure 5.5. There are three kinds of air quality data, he., CO

1iSMS is a platform that integrates IP networks with the SMS in mobile telephone systems. Through
iISMS, the back-end server can send and receive the SMS.
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ID Password
vicfu 12345
hcchen 54321

VAN

Figure 5.5: An example of the user profile stored in the dagbas

— Air Quality Data —~
RID | Type | Value | Type | Value | Type | Value
R, CO, 568 | PM10 | 51 |PM25| 23
R, CO, 450 | PM10 | 43 |[PM25| 25

| Ro | CO, | 787 [PMIO| 56 |PM25| 20 |
Figure 5.6: An example of the air quality data stored in thalbase

Particulate Matter 10 (PM10) and PM2.5. The profile manager providesctbess() ,
Modi fy(),Creat e() andDel et e() member methods to access, modify, create and
delete the user profile stored in MySQL database, respectively. Figure 5.6 shows an ex-

ample for the air quality information.

In the report manager, we implement the EDR mechanism. For the sensing fggion
the report manager maintains thietimer, theC; counter, the index, the I;(7) variable
and the ratid’;(¢). The threshold of th’; timer isd. The expiration of the’; timer
denotes the end of an MP. Tli¢ counter counts the number of valid sensing reports
from (R;) received by the back-end server during an MP. In the beginning of arCMP,
Is set to 0. The index s used to indicate that théh MP. In the end of théth MP, the
binary variablel; (i) is maintained to indicate whether the back-end server receives any
valid sensing report during thth MP. /;(i) = 1 denotes that the back-end server does not

receive any valid sensing report, anhdi) = 0 denotes that the back-end server receives
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at least one valid sensing report.

In the end of every MP, the report manager computes thelratig, wherel';(0) = 0.

Lj(i—1)+ ;7)) ifimodK #0
(i) = » » (5.1)
J T, 1 :

otherwise (i.e.; mod K = 0)

In the end of every< MPs, the ratidl’;(7) is transmitted by the back-end server to the
sensing devices iR, to dynamically adjust their sleeping periods through the adjustment
message (where the sleeping period for a sensing device is the period when the sensing
device stays in the sleep mode). The adjustment message transmission will be elaborated

later in this section.

In the report manager, based on equation (2.3), we impleme@hinek Val i di t y()
member method (which takes the time information carried in a sensing report as input pa-
rameter) to check whether the sensing report is valid or not. Ident i f yRI D()
member method determines the RID for a sensing report based on the GPS information
carried in the sensing report. TBaveAi r Qual i t yDat a() member method (where
the air quality data and RID are input parameters) saves the air quality information into

MySQL database.

Figure 5.7 shows the pseudo code for EDR mechanism, which is implemented as the

EDR() member method. In EDR, we define two events:

e E1: the back-end server receives a sensing repotkfor

o E2: theT] timer expires.

When theE1 event occurs, the report manager executes Lines 7-13 to save the air qual-

ity data of the valid sensing report to MySQL database by invo&imgckVal i di t y() ,
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Identi fyRI D() andSaveAi r Qual i t yDat a() . When theE2 event occurs (i.e.,

the end of an MP), the report manger executes Lines 15-25 to upddte tago. At the

end of everyK MPs, an adjustment message (containlipgthe latitude and longitude

of the center, the length and width &) is transmitted by the TCP/IP connector or the
SMS connector through invoking tfgendAdj ust ment () member method (see Line

21). Based on the carried information in the adjustment message, the sensing device in
R; can determine whether it should adjust its sleeping period or not. The details of the

sleeping period adjustment for the sensing device will be elaborated in Chapter 5.2.2.

The Application Component

As shown in Figure 5.4 (7), the application component consists of the map info handler,
the air quality analyzer, the monitoring service and the good navigation service, all run
on the Apache web server and are implemented by using the object-oriented scripting
languages, JavaScript and Hypertext Preprocessor (PHP). In the map info handler, we
provide APIs to obtain the map-information from Google Maps [7] such as map, longitude
and latitude, available route and road intersection. The map info handler takes longitude
and latitude as the input parameters of Gap2. set Cent er () method in Google

Maps API [6] to get the corresponding map. Note that Google Maps can be replaced by

other existing map services such as Microsoft Bing Maps [3].

In the air quality analyzer, we design teer yAi r Qual i t y() method to query
the air quality data stored in the MySQL database through the Apache web server by using
using therysqgl _connect () method and theysql _quer y() method in the PHP li-

brary. TheQuer yAi r Qual i t y() method takes the RID as its input parameter and re-
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Pseudo Code

114+ 1;

2 C; + 0;

3 T < 0,

4 while an event occurs do

5 switch the event do

6 case F1

7 invoke CheckValidity() by taking time information as input;
8 if the sensing report is valid then

9 invoke IdentifyRID() by taking GPS information as input;
10 invoke SaveAirQualityData() by taking air quality data and RID as

inputs;

11 C; < Cj+1;

12 else

13 ignore the sensing report;

14 case E2

15 if C; =0 then

16 I(1) « 1;

17 else

18 I;(i) < 0;

19 if (i mod K) =0 then
20 (i) «T;6—1)+ 1L;(4)/K;
21 invoke SendAdjustment () to transmit the adjustment message;
22 I';(i) < 0;
23 else
24 L(i) < T;(8) + 1;();
25 141+ 1;

Figure 5.7: The pseudo code of the EDR mechanism implememtbe ireport manager
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Figure 5.8: Monitoring service

turns the corresponding air quality data for that region. Ehal uat eAi r Qual i t y()

method is implemented to evaluate air quality for a sensing region and determine three

degrees of air quality: good, moderate and unhealthful. The details of these two services

are described as follows:

Monitoring Service: Through the map info handler, the back-end server invokes the

Gvap2. addOver | ay() method of the Google Maps API to mark the air quality

degree for each sensing region on Google Maps by different colors, where green,

yellow and red colors denote good, moderate and unhealthful effects on health,

respectively. When the air quality data for a sensing region stored in the MySQL

database is changed, the color of the sensing region is changed to maintain the real-

time air quality monitoring. In our prototype, we implement the monitoring service

in the National Taiwan University (NTU) campus. The air quality information for

the NTU campus is integrated with map information shown in Figure 5.8.
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Navigation Service: In the urban environment, most air pollution comes from exhaust
gas emitted by vehicles. We use air quality information to estimate traffic condi-
tion. To determine the air quality for a road, we divide the road into several road
sections according to the intersections by invokingdhei deRoadSect i on()
method. Figure 5.9 illustrates an example where a road is divided into two road
sections (denoted by the dash-line rectangles), i.e., road sections a and b. The size
of each road section depends on the length and width of the road. We implement
theEval uat eRoadSect i on() method to assess air quality for a road section.
Suppose that there aresensing regions in a road section. The air quality of the
road section is estimated by taking the mean of the air quality weighted values of
thez sensing regions. The weights are the proportions of the area of the road sec-
tion in each region. Take Figure 5.9 as an example. Road section b is covered
by two regions,R; and R,, and5% of road section b is im?; and95% is in Rs.

Let V; andV; be the air quality values ak; and R,, respectively. Then, the air
quality of road section b i8.05 - V; + 0.95 - V5. We can calculate the air quality

for a road by invoking th&val uat eRoadSecti on() method. We implement
thePl anRout e() method by applying and modifying the exiting route planning
algorithms (such as [48]). THd anRout e() method takes the air quality as one

of the navigation factors to dynamically calculate a good route. The user benefits
from faster, less congested and more healthful routes in the urban environment. Fig-
ure 5.10 illustrates an example of our navigation service in which the green arrow

on the top right corner guides the moving direction for the mobile user.
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Figure 5.10: Navigation Service
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Figure 5.11: The software architecture for the sensing éevic

5.2.2 The Software Architecture of The Sensing Device

Figure 5.11 illustrates the software architecture of the sensing device, including the sleep-
ing scheduler, the connection component and the report management component, whose

details are given below.

The Connection Component

See Figure 5.11 (4). There are three connectors in this component, including the sen-
sor connector, the GPS connector and the network connector. We utilize two classes
Seri al Port and Socket in the .Net framework to implement these three compo-
nents. The sensor connector and the GPS connector are responsible for establishing the
connection between the air quality sensor and the sensing device, and the connection
between the GPS receiver and the sensing device, respectively. The sensing device can
receive the air quality data and the GPS information through the sensor connector and

the GPS connector by invoking the meth8dr i al Port . ReadLi ne() in the .Net
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framework, respectively. The network connector can establish the connection between
the sensing device and the back-end server through the mobile networks by invoking the
methodSocket . Connect () in the .Net framework. Through the methods in the net-
work connectorSocket . Send() andSocket . Recei ve() in the .Net framework,

the sensing device can send/receive data to/from the back-end server.

The Sleeping Scheduler

See Figure 5.11 (3). In the sleeping scheduler, we implement the EDR mechanism to
control the sleeping period for the sensing device. In other words, the sleeping sched-
uler determines when the sensing device should switch to the active mode. The sleeping
scheduler maintains a sleep tin¥ey..,, for the sensing device. After transmitting a sens-

ing report, the sensing device switches to the sleep mode, and the sleeping scheduler starts
the T, timer. When thel,.., timer expires, the sensing device switches to the active

mode.

The value of thel,.., timer (i.e., the sleeping period of the sensing device) can be
dynamically adjusted by the sleeping scheduler. L&tand Lng denote the latitude and
longitude of the sensing device. When the sensing device receives an adjustment message
for R; (containing the latitudéat; and the longitudd.ng; of the center ofz;, the length
L; of R;, and the widthV; of R;), the sleeping scheduler uses the following equations to

check whether the sensing device idin

Lat; — 0.5 L; < Lat < Lat; + 0.5 - L;, (5.2)
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and

Lng; — 0.5 - W; < Lng < Lng; + 0.5 - W;. (5:3)

If equation (5.2) or equation (5.3) does not hold (i.e., the sensing device is #g),in

the sleeping scheduler ignores the received adjustment message. Otherwise (i.e, equa-
tions (5.2) and (5.3) both hold), the sleeping scheduler invokesdheist Peri od()

method (which takes the ratlo, in the adjustment message as input parameter) to adjust
the Ty, timer. LetV (k) denote the:th configuration for the,.., timer. Initially, V(1)

is settod. V' (k + 1) is adjusted to

V(k) + A6, if I, =0

V(E+1) = v(k), if T; < p

max{V (k) — A0,0}, otherwise (i.e.]'; > p),
\

wherep (0 < p < 1) and A are pre-defined thresholds.

The Report Management Component

See Figure 5.11 (5). The report management consists of the message parser and the report
formatter. We design two classes for these two components whidfeaeagePar ser
andReport For mat t er. The message parser parses the raw data received from the
sensor connector and the GPS connector to get the air quality data (i.e., theal0€)

by invoking thePar seSensor Dat a( ) , latitude and longitude information by invok-

ing thePar ser GPSDat a() member methods, respectively. Based on the parsed data,
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the report formatter generates the sensing report by invokinGaher at eReport ()
member method. The sensing report includes two 64-bit floating points for latitude and
longitude, a 64-bit floating point for the GQ@alue and a 64-bit integer for time. The total
size of a sensing report is 256 bits. The report formatter invokeSe¢melReport ()

member method to instruct the network connector to transmit the sensing report.

5.3 Message Flows

In the APS system, we design four procedures, the sensing report transmission procedure
(to transmit the sensing report from the sensing device to the back-end server), the sleep-
ing period adjustment procedure (to adjust the sleeping period of the sensing device), the
monitoring service procedure (to enable the user device to run the monitoring service),
and the navigation procedure (to enable the user device to run the navigation service).
This section describes the message flows for three procedures: the sensing report trans-
mission procedure, the sleeping period adjustment procedure, and the navigation service
procedure. The message flow for the monitoring service, whose details are omitted, is

similar to that for the navigation service procedure.

5.3.1 The Sensing Report Transmission Procedure

Figure 5.12 illustrates the message flow for the sensing report transmission procedure

including following steps.

Steps 1 and 2.In the sensing device, the sensor connector and the GPS connector receive
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Sensing Device Back-end Server
A A
r N r N
Sensor GPS Message Report Network TCP/IP Report
Datebase
Connector Connector Parser Formatter Connector Connector Manager
1. Sensor_Data
2. GPS_Data

3. Parsed_Data

4. Sensing_Repor

5. Connection_Requgpt

6. Connection_Respofise

7. Report Transmissign

8. Sensing_Repor

9. Update_Databage Request

10. Update_Databdse Response

11. Close_Connectjion

12. Close_Connectior] Request

13. Close_Connectiqq] Response

Figure 5.12: The message flow for the sensing report transmission procedure

the air quality data and GPS information (i.8ensor _Dat a from the air quality
sensor an@PS_Dat a from the GPS receiver) by invokirger i al Port . ReadLi ne(),
respectively. The sensor connector and the GPS connector pass their received data

to the message parser.

Step 3. After receiving theSensor _Dat a and GPS_Dat a, the message parser in the
sensing device invokes tikar seSensor Dat a() andPar seGPSDat a() mem-
ber methods get thear sed _Dat a (including the CQ value, latitude, longitude
and time). Then, the message parser forwardsPdresed _Dat a to the report

formatter.

Step 4. The report formatter in the sensing device invokes@eaer at eReport ()
member method to generate tBensi ng_Report based on théar sed_Dat a

and passes thBensi ng_Report to the network connector by calling t8&endReport ()
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member method.

Steps 5 and 6.Upon receipt of theSensi ng_Report, the network connector in the
sensing device invokes ti@ocket . Connect () method to exchange the
Connecti on_Request message and th€onnecti on_Response message
with the TCP/IP connector to establish the connection between the sensing device

and the back-end server.

Step 7. The network connector starts to transmit 8ensi ng_Report to the TCP/IP

connector by invoking th&ocket . Send() method.

Step 8. Upon receipt of théSensi ng_Repor t , the TCP/IP connector in the back-end

server forwards th&ensi ng_Repor t to the report manager.

Steps 9 and 10.The report manager invokes taeckVal i di t y() member method
to check the validity of theSensi ng_Report (whose details were mentioned
in Chapter 5.2.1). If thé&ensi ng_Report is invalid, it will be ignored by the
report manager. Otherwise, the report manager invokes deant i f yRI ()
member method to determine the RID for tBensi ng_Report, and sends the
Updat e_Dat abase_Request message (containing the information carried in
theSensi ng_Repor t ) to the database to update the corresponding entries through
the SaveAi r Qual i t yDat a() member method. After that, the database re-

sponses the report manager with pgdat e_Dat abase_Response message.

Step 11. Upon receipt of théJpdat e_Dat abase_Response, the report manager sends

theCl ose_Connect i on message to the TCP/IP connector.
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Back-end Server Sensing Device

f_j% f_%
Report TCP/IP Network Sleeping
Manager Connector Connector Scheduler

1. Adjustment Mgpsage

2. Connection Requgpt

3. Connection Respofise

4. Message Transmisgion

5. Close_Connection |Request
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7. Adjustment Mgpsage
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Figure 5.13: The message flow for the sleeping period adjustment procedure

Steps 12 and 13.The TCP/IP connector invokes tl#ocket . Cl ose() to close the
connection between the back-end server and the sensing device by exchanging the
Cl ose_Connecti on_Request message andth@ ost Connecti on_Response

message with the network connector.

5.3.2 The Sleeping Period Adjustment Procedure

Through this procedure, the sensing device can adjust its sleeping period based on the
received ratid";, which is calculated and transmitted by the back-end server. Figure 5.13
illustrates the message flow between the back-end server and the sensing device for the

sleeping period adjustment procedure, which is described in the following steps.

Step 1. The report manager invokes tBendAdj ust nent () member method to en-

capsulate the calculated ratibp(for sensing regioi,) into theAdj ust ment _Message
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message and sends the message to the sensing device through its TCP/IP connector.

Steps 2 and 3.Upon receipt of théddj ust ment _Message message, the TCP/IP con-
nector invokes th&ocket . Connect () method to exchange the
Connecti on_Request message and th€onnecti on_Response message

with the network connector to establish the connection between the back-end server

and the sensing device.

Step 4. The TCP/IP connector starts to transmits i ust nent _Message message

through theSocket . Send() method.

Steps 5 and 6.Upon receipt of thé\d] ust ment Message message, the network con-
nector and the TCP/IP connector invokes 8arket . Cl ose() method to ex-

change th&€l ose _Connecti on_Request message and the

Cl ost _Connecti on_Response message to close the connection between the

back-end server and the sensing device.

Step 7. The network connector forwards tielj ust ment _Message message to the

sleeping scheduler.

Step 8. The sleeping scheduler invokes tAdj ust Peri od() method to adjust its
sleeping period based on theratio carried in theAdj ust ment _-Message mes-

sage (whose details we described in Chapter 5.2.2).
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Back-end Server

r A N\
User Web Profile Air Quality Map Info Database Google
Device Server Manager Analyzer Handler Maps

1. HTTP Request

2. Web Pages

3. Login_Request

4. Authenticatio Rlequest

5. Check User Refuest

6. Check_User_Repponse

7. Authenticatio Rsponse

8. Login Response

9. Service_Request

10. AirQuality Refuest

11. MapInfo_Requfest

12. Access_AirQuglity Request

13. Access AirQuglity Response

14. Access_Googl¢Maps Request

15. Access_Googl¢Maps_Response

16. AirQuality Regponse

17. MapInfo Resppnse

18. Service Responsd

Figure 5.14: The message flow for the navigation service procedure

5.3.3 The Navigation Service Procedure

Figure 5.14 illustrates the message flow between the user device and the back-end server

for the navigation service procedure, which is described in the following steps.

Steps 1 and 2.The user starts the navigation service by web browsing. Once the web
server on the back-end server receives an HTTP request, it replies the web pages to

the user device.

Step 3. The user logins on the web server by sendingltbgi n_Request message

(containing the user ID and password) to the server.
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Step 4. Upon receipt of th&ogi n_Request message, the web server sends the
Aut hent i cati on_Request message (containing the user ID and password) to

the profile manager to authenticate the user.

Steps 5 and 6.The profile manager then invokes thecess() member method to
qguery the user profile by sending ti#heck _User _Request message to the
database. The database returngdheck _User _Response message which con-

tains the user ID and password to the profile manager.

Step 7. The profile manager compares the user ID and password in the
Aut hent i cat i on_Request message with the user ID and password in the
Chcke_User Response message. The profile manager notifies the web server
whether the authentication is successful by sendingtitdnent i cat i on_Response

message.

Step 8. The web server sends th@gi n_Response message back to the user device.

If the authentication is successful, the user then can use the navigation service.

Step 9. The user device sends tiser vi ce_Request message to the web server to

access the navigation service.

Steps 10 and 11.When the web server receives ther vi ce_Request message from
the user device, the web server triggers the air quality analyzer and the map info
handler by sending them ti# r Qual i t y_Request message and the

Mapl nf 0_Request message, respectively.

Steps 12 and 13.Upon receipt of theAi r Qual i t y_ Request message, the air qual-

ity analyzer invokes th&€uer yAi r Qual i t y() method to query the air qual-
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ity data by exchanging thAccess Ai r Qual i t y Request message and the
Access_Ai r Qual i t y_Response message with the database. Then, the air
quality analyzer invokes thel anRout e() methods to plan routes for users ac-

cording to the results of theval uat eRoadSect i on() method.

Steps 14 and 15.After receiving theMapl nf o _Request message, the map info han-
der exchanges th&ccess _Googl eMaps _Request message and the
Access _Googl eMaps_Response message with the Google Maps server to get

map information.

Steps 16-18.The air quality analyzer and the map info handler send the
Ai rQual i ty_Response message and thBhpl nf o Response message to
the web server, respectively. Then, the web server integrates the planned routes (i.e.,
the directions and the path) carried in ther Qual | t y_Response message with
the map information carried in théapl nf o_Response message. Then, the web
server sends th8er vi ce_Response message (containing the planned routes

and the map information) message to the user device.
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Chapter 6

Conclusions and Future Work

In this dissertation, the energy-validity tradeoff is investigated for “multi-type” real-time
monitoring applications on the M2M communications network. We proposed two energy-
efficient reporting mechanisms to mitigate energy consumption for M2M nodes while
keeping the sensing data valid, includiBgergy-efficient Distributed Reporti@&DR)
andEnergy-efficient Centralized ReportigCR) mechanisms. In EDR, the M2M node
decides its own transmission schedule. We designDiyxgamic Sleeping Adjustment
(DSA) algorithms for the M2M node to adjust its sleeping period. The analytical models
are proposed to investigate the performance for EDR by capturing the reporting and mo-
bility behaviors of M2M nodes at the same time. In ECR, the M2M gateway schedules
sensed data transmissions for M2M nodes. The energy-validity tradeoff is transformed
to anenergy minimizatioproblem, and formulated to the energy minimization problem
by the integer linear programming (ILP). We showed NP-hardness for the energy mini-
mization problem, and proposed a low-complexity greedy algorithm to approximate the

solution of the ILP formulation. Furthermore, a prototyping real-time monitoring system,
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Air Pollution SensindAPS) system, is developed to monitor the air quality in the urban
environment, which has been deployed in the campus of National Taiwan University for

small-scale testing.
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Appendix A

The Mathematical Proof

In this chapter, we prooPr[N,, = m|] = Pr[N, = m — 1] as follows. LetN be
the number of MSs (either in the active or sleep mode) in the SRalet\/n. Then

from [21], we have

Pr[N =n| = . (A.1)

Since a random observer has the probabjlitp see an M2M node performing the DCF

to contend the wireless medium, we have

Pr[N, =m|N =n] = (;) p™ (1 —p)" . (A.2)
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Applying (A.1) and (A.2), we obtain

Pr[N, =m| = Z Pr[N, = m|N = n|Pr[N = n]

:g;n (Z) (L —p)"m (an;!a)

(ap)™e”*"

m)

As defined in Chapter 3.2, we have

Pr[N,, = m] =Pr[N, = m|n, is performing DCF

> Pr[N, = m|N =n,n, is performing DCF

n=m—1

Pr[N = n|n, is performing DCI.
SinceN is independent of that whethey, is performing the DCF or not, we have

Pr[Ny, =m] = Z Pr[N, = m|N = n,n, is performing DCFPr[N = n)]

n=m—1

E () (5



Appendix B

The DCF of IEEE 802.11

The operation of the IEEE 802.11 protocol [32] is briefly described in this appendix. The
IEEE 802.11 protocol defines the Distributed Coordination Function (DCF) to contend
for the wireless medium for transmission. The DCF is based on a discrete-time backoff
scale [32], that is, the backoff interval is slotted. The transmission starts at the beginning

of a time slot. Figure B.1 shows an example to illustrate the execution of DCF.

Suppose that sender 1 has data to transmit to the receitg(that is the beginning
of time sloti). sender 1 senses the wireless medium by turning on the receiver for a time
period, namely, DCF InterFrame Space (DIFS) interval. In this figure, we suppose that
the length of a DIFS interval is three time slots. We consider the following two cases for

the sensing result by sender 1 during a DIFS interval:

Case 1: See Figure B.1 (a). There is no transmission from other nodes (either MSs or
the receiver) during the DIFS interval (i.e., sender 1 senses the wireless medium as

IDLE). At the beginning of time sloit+ 3 (i.e., t;), sender 1 starts the transmission
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TCTS T(TS T(TS
starts stops expires
Timeslot i .. i+3 .. i+6 .. i+11 .. i+15
) Timér ‘Tm R
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RTS Data
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| | I | Next
! ! - ' transmission
CTS ACK Ymay begin
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(a) The wireless medium is sensed IDLE during the DIFS interval

Time slot 7 ...i+2 ... i+5 ... i+8 i+18

Backoff interval

RTS

Data

ts

The following procedure
1s the same with (a)

p» Sender 1

p Sender 2

(b) The wireless medium is sensed BUSY during the DIFS interval

p Receiver

Figure B.1: The operation of the DCF in the IEEE 802.11 protoco



97

of an Request-To-Send (RTS) frame to the receiver. Suppose that the transmission
length of an RTS frame is four time slots. After transmission of the RTS frame at
(i.e., the end of time slot+ 6), sender 1 starts the tim&},s, and expects to receive

the Clear-To-Send (CTS) frame (where we assume that the length of a CTS frame

is four time slots) from the receiver befdrg,s expires.

If the CTS frame is received by sender 1 abeforeT,,s expires (as shown in this
figure), sender 1 waits for a time interval, namely, Short InterFrame Space (SIFS),
and then starts the transmission of the data framg athere we assume the length

of the SIFS is one time slot, and the length of the data frame is eight time slots.

Otherwise (i.e., sender 1 does not receive the CTS frame bé&feyreexpires),
sender 1 executes the Backoff procedure (details can be found in [32]) to calcu-
late a random backoff timer,... at ts (when Tis expires). sender 1 waits for

the DIFS interval and counts dowfy...«. After theT}...: timer expires, and then

resends the RTS frame.

Case 2: See Figure B.1 (b). The wireless medium is occupied by the transmission of
other nodes (either sender or receiver; in this figure, sender 2 is transmitting the
data frame) during the DIFS interval (i.e., sender 1 senses the wireless medium
BUSY att;). After DIFS ends at, (wheret, > t;), sender 1 starts to sense the
wireless medium for another DIFS interval. During this DIFS, if sender 1 senses
the wireless medium IDLE dt, it resets DIFS. At the end of the DIFS interval (i.e.,
t4), sender 1 executes the Backoff procedure to calculaté,thg timer. After the
T tiIMmer expires ats (i.e., the end of time slat+ 18), sender 1 sends the RTS

frame. The sender 1 then performs Cage transmit the data frame.
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